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PITCH CHARACTERISTICS OF FILLED PAUSES
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ABSTRACT

We investigate the pitch characteristics of filled pauses in order to distinguish between hesitational and floor-holding functions of filled pauses. A corpus of spontaneous dialogues is explored using a parametric bottom-up approach to extract intonation contours. We find that subjects tend to utter filled pauses more prominently when they cannot see each other, which indicates an increased floor-holding usage of filled pauses in this condition.

Keywords: Disfluencies, Filled Pauses, Intonation, Floor-holding

1. TURN-HOLDING AND INTONATION

Filled pauses such as uh or um have been assigned different functionalities. In this study, we explore the pitch characteristics of filled pauses in spontaneous dialogues and whether different f0 contours distinguish between different functions.

Different hypotheses try to account for hesitations. The floor-holding hypothesis [7, 8] claims that filled pauses are used to hold the turn during speaking. This seems to be more challenging in heated debates. Lallgee and Cook [6] confront interlocutors with a high pressure situation by means of a quickly interrupting confederate. However, this setting does not effect the frequency of filled pauses as opposed to low pressure situations. The authors suggest that speakers use other means for signalling turn-holding, for example by raising their voice.

A factor that might have an additional effect on the frequency of filled pauses is visual contact. Kasl and Mahl [5] note that filled pauses occur more frequently in situations where interlocutors cannot see each other. This indicates that some compensation processes take place in remote communication situations, as speakers in natural face to face dialogues mark turn-holding by non-verbal cues as well [4]. When bereft of this modality, they might compensate not only by increasing the filled pause frequency, but also by using other verbal cues more often, e.g., a high f0 level [19] (for Swedish and English).

Nevertheless, the mere frequency information of filled pauses might distort the picture, as the distribution of filled pauses is widespread and other explanations such as planning problems are possible. Therefore, a closer look at the intonation of filled pauses might help discriminate the filled pauses that might enable, and account for, turn-holding. We will explore the link between a rising fundamental frequency (f0) and filled pauses, two features of spontaneous dialogues that are used for turn management. Thus, intonation patterns of filled pauses may help with identifying the functional implementations of filled pauses.

Previous research on the intonation of filled pauses implies that they show gradual downsteps of f0 [10], at least within clauses [17]. This is in accordance with Tseng [18], who states that filled pauses usually show flat intonational contours. This notion may also be described as showing only little or no prominence. We explore whether there are prominent contours for filled pauses and whether speakers make use of them to compensate in remote dialogue situations. We will use a bottom-up approach for extracting the relevant intonation contours.

2. METHOD AND DATA

2.1. f0 Preprocessing

f0 was extracted by autocorrelation (PRAAT 5.3.16 [3], sample rate 100 Hz). Voiceless utterance parts and f0 outliers were bridged by linear interpolation. The contour was then smoothed by Savitzky-Golay filtering using third order polynomials in 5 sample windows and transformed to semitones relative to a base value [15]. This base value was set to the f0 median below the 5th percentile of an utterance and serves to normalize f0 with respect to its overall level.

2.2. Stylization

For intonation stylization we adopt the parametric CoPaSul approach of Reichel [13]. Within this framework, intonation is stylized as a superposition of linear global contours representing the f0 baseline and third order polynomial local contours rep-
resenting the local pitch movements related to accent groups. The domain of global contours approximately related to intonation phrases is determined automatically by placing prosodic boundaries at speech pauses and punctuation in the aligned transcript. Within this domain, the baseline is fitted in a robust way through a sequence of $f_0$ medians of values below the 10$^{\text{th}}$ percentile [14]. The domain of local contours is determined by placing boundaries behind each content word determined by POS tagging [12]. Thus, these local contour domains roughly correspond to syntactic chunks [1] and generally contain at most one pitch accent. Additionally to this parametric analysis we carried out a kmeans clustering of the stylization coefficient vectors as in [9, 13] to describe the $f_0$ shapes also in categorical terms. The resulting contour classes are displayed in Fig. 1.

![Global and local contour classes](image)

**Figure 1:** Global ($g$) and local ($c_i$) stylized intonation contour classes. The vertical axis represents semitones, the horizontal axis represents normalized time.

### 2.3. Data

Our database consists of GECO [16], a corpus of 48 German spontaneous mono- and multimodal dialogues (25 min each) of 13 women aged from 20 to 25 years who are strangers to each other. Only the multimodal condition allows subjects to see each other. Seven subjects participate in both conditions.

### 3. RESULTS

#### 3.1. Frequencies

First, we test the hypothesis whether subjects produce more filled pauses in the monomodal condition (no visual cues) as predicted by the compensation hypothesis. The seven subjects that participate in both modality conditions, however, produce significantly less filled pauses in the monomodal condition, as computed by a one-sample t-test on the mean of the filled pauses frequencies ($\mu_{t_0} = 0.5, t = -3.7, df = 6, p < 0.01$). Thus, frequencies do not confirm the compensation hypothesis. Nevertheless, the intonational features may still show such an effect.

#### 3.2. Pitch characteristics

Table 1 shows that all subjects utter filled pauses with a higher proportion of steady intonation (global class $g_1$) in comparison to words with two to three characters ($t_{\text{paired}} = -16.1, df = 12, p < 0.001$). At first glance, it seems that the findings of [10] and [17] are corroborated, as 88% of filled pauses are uttered with a steady $f_0$ contour.

<table>
<thead>
<tr>
<th>Global class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>0.52</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>Filled pauses</td>
<td>0.88</td>
<td>0.07</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Rising and falling $f_0$ baselines are reflected by global classes $g_3$ and $g_2$, respectively (cf. Fig 1). As every global class is described in more detail by overlaying local classes, we may now investigate prominence. Prominence is mainly modelled by the zeroth order polynomial coefficient of the local contour (coefficient 0). High values indicate a prominence-lending $f_0$ deviation from the baseline. To explore our data, we start with a full linear regression model of prominence, using the predictors modality (mono vs. multi), isolation (clitic vs. non-clitic), global class (steady vs. falling vs. rising) and their interactions as fixed effects and subjects as random effects in R [11] using the lme4-package (v.1.1-7). The isolation factor allows us to account for filled pauses in the context of a left and right silent pause, as opposed to cliticized filled pauses. We insert this factor as a fixed effect because its isolated position might lend the filled pauses more prominence qua isolation. We use the same cut-off for the left and right tail of the distribution, which removes 2.2% of the data. The model is reduced by a stepwise backward selection based on AIC [2].

Two two-way interactions remain in the model: global class interacts with modality ($\chi^2 = 6.8, df = 2, p = 0.03$) as well as with isolation ($\chi^2 = 9.0, df = 2, p = 0.01$), as confirmed by a log-likelihood
test (cf. Fig. 2). The effect in the modality condition suggests that filled pauses are marked more prominently when interlocutors cannot see each other. The effect in the isolation condition does not hold for modality, but suggests that filled pauses in cliticized positions are marked more prominently than in isolated positions.

4. CONCLUSION

From these first exploratory findings we can conclude that filled pauses might in fact differ in their intonational appearances, and that these vary systematically. Instances in which filled pauses are uttered prominently—either with a rising or falling f0 contour—indicate that these specific filled pauses can be used for holding the turn, especially so if interlocutors cannot see each other. Thus, our analysis implies that speakers are compensating the lack of visual contact in the monomodal condition with the help of intonation.

For further research, interesting insights to the functions and distributions of disfluencies may come from comparing the context of filled pauses showing a ‘turn holding contour’ to those of other instances. Additionally, annotating the data for turn-holding signals may reveal whether the detected instances are in fact perceived as holding the turn.
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ABSTRACT
Disfluencies, such as *uh* and *uhm*, are known to help the listener in speech comprehension. For instance, disfluencies may elicit prediction of less accessible referents and may trigger listeners’ attention to the following word. However, recent work suggests differential processing of disfluencies in native and non-native speech. The current study investigated whether the beneficial effects of disfluencies on listeners’ attention are modulated by the (non-)native identity of the speaker. Using the Change Detection Paradigm, we investigated listeners’ recall accuracy for words presented in disfluent and fluent contexts, in native and non-native speech. We observed beneficial effects of both native and non-native disfluencies on listeners’ recall accuracy, suggesting that native and non-native disfluencies trigger listeners’ attention in a similar fashion.

Keywords: disfluencies, attention, non-native speech, Change Detection Paradigm.

1. INTRODUCTION

Disfluencies are “phenomena that interrupt the flow of speech and do not add propositional content to an utterance” [13], such as silent pauses, filled pauses (e.g., *uh* and *uhm*), slow speech, corrections, and repetitions. Despite their negative effects on listeners’ impressions of the speaker’s fluency level [5], disfluencies may have beneficial effects on the cognitive processes involved in speech comprehension, such as prediction and attention. For example, because disfluencies tend to occur before less accessible lexical items [19, 3, 18, 15], listeners may use disfluencies to predict more complex content to follow [1].

However, recent work suggests that there are differences in the way native and non-native fluency characteristics are processed (e.g., [7]). For instance, the beneficial effect of disfluencies on prediction may be attenuated when listening to a non-native speaker. That is, where native disfluencies may elicit prediction of low-frequency referents, disfluencies in non-native speech do not [6]. This attenuation has been argued to be due to variation in the distribution of disfluencies in native and non-native speech. Non-native speakers produce more disfluencies than native speakers and with a more irregular distribution [12, 22, 16]. As such, they are worse predictors of the word to follow, attenuating listeners’ predictive strategies.

Apart from prediction effects, disfluencies are also known to trigger listeners’ attention to the following word [9] as evidenced by higher recall accuracy of words heard in a disfluent context compared to a fluent context [11, 8, 14]. However, it is unknown whether the beneficial effects of disfluencies on listeners’ attention are also modulated when listening to non-native speech. Using the Change Detection Paradigm [8], the current study compared how native and non-native disfluencies affect listeners’ retention of words that were heard either in a fluent or a disfluent context (i.e., following a filled pause).

Given the finding that disfluency effects on prediction are attenuated in non-native speech [6], one may similarly hypothesize that effects of non-native disfluencies on attention will also be attenuated. Because native disfluencies introduce less accessible information, listeners may benefit from raising their attention as a precautionary measure to ensure timely comprehension of the unexpected information. However, non-native disfluencies follow a more irregular distribution, and, therefore, raised attention levels in response to non-native disfluencies may not prove advantageous to the listener. Therefore, the attentional effects of non-native disfluencies may be different from native disfluencies (e.g., attenuated).

Alternatively, the effects of disfluencies on attention have also been interpreted in terms of automatic cognitive consequences of temporal delay. The Temporal Delay Hypothesis [10] argues that temporal delay – inherent to disfluency – facilitates listeners’ comprehension of the following content (e.g., better retention) by allowing more time to ori-
ent to the upcoming information. Following this hypothesis, native and non-native disfluencies would have similar effects on listeners' attention since they both delay the onset of the following word. The current study was designed to compare these two hypotheses.

2. METHOD

2.1. Participants

A sample of 80 native Dutch participants with normal hearing took part with implicit informed consent in accordance with local and national guidelines ($M_{\text{age}}=23.3$, $SD_{\text{age}}=5.8$, 11M/69F). Participants were randomly assigned to the native or non-native speaker condition.

2.2. Materials

A native speaker of Dutch was recorded (male, age=25) producing disfluent versions of 36 experimental story passages. These story passages were adopted from Collard [8] and consisted of three sentences. The passages were fluent except for a single filled pause (uh) preceding a target word. The speaker was instructed to speak as clearly as possible and to make the disfluencies sound as natural as possible. A highly proficient non-native speaker of Dutch (male, age=43, L1 Hebrew, LoR=13 years), reporting adequate knowledge of Dutch (self-reported CEFR level C1) and extensive experience with using Dutch in daily life, listened to the native recordings and subsequently imitated the native speech. Thus, matching native and non-native speech materials were obtained.

Fluent versions of the story passages were created by excising the filled pause from the disfluent version (at positive-going zero-crossings, using Praat [4]). If removing the disfluency led to an unnatural result, we instead inserted a disfluency into a fluent sentence, which was required for three native passages. Using this splicing method, fluent and disfluent versions of story passages were acoustically identical except for a filled pause appearing before a particular target word.

2.3. Procedure

In our Change Detection Paradigm (schematically represented in Figure 1, adopted from [8]), participants listened to the fluent and disfluent passages, containing a particular target word, and then saw a written transcript of the passage. Their task was to indicate whether the transcript matched the spoken passage or not. The passages appeared in three conditions:

1. **No Change condition:**
   the transcript is identical to the spoken passage.
   (e.g., target word wound → wound)

2. **Distant Change condition:**
   the transcript contains one substitution involving a semantically unrelated noun.
   (e.g., wound → handkerchief)

3. **Close Change condition:**
   the transcript contains one substitution involving a semantically related noun.
   (e.g., wound → injury)

Target words from the three change conditions were matched in the log-transformed frequency of occurrence per million words, obtained from SUBTLEX-NL [17]. They were also matched in the number of characters. Target words always appeared halfway through the passage in a prepositional phrase that was out of focus.

To avoid the participants becoming accustomed to the co-occurrence of target words and disfluencies, 18 filler passages were included in the experiment which contained disfluencies without subsequent substitutions in other parts of the spoken passages. Trials were presented in pseudo-randomized order using a Latin-square design, such that all participants listened to all conditions without repeating passages. If the participant detected a substitution, he/she was asked to report the word from the audio passage that had been replaced. Finally, global accent ratings of both speakers were collected from participants using scales ranging from 1 (no accent) to 9 (very strong accent).
3. RESULTS

The accent ratings revealed a clear distinction between native and non-native speech ($M_N=1.23$, $M_{NN}=8.08$), indicating that participants clearly perceived a foreign accent in the non-native speech materials. For the comparison of recall accuracy for native vs. non-native speech, trials in which participants noticed a substitution but failed to provide the correct target word were coded as ‘incorrect’. Overall recall accuracy is given in Figure 2 and was analyzed using a Generalized Linear Mixed Model (GLMM; [20]) as implemented in the lme4 library [2] in R [21], with crossed random effects of Participants and Items. This GLMM included fixed effects of Nativeness (intercept: native speech), Disfluency (intercept: fluent speech), Change Condition (intercept: Close Change), and their interactions. This model revealed (1) an effect of Disfluency, showing a beneficial effect of disfluency on recall accuracy ($\beta = 0.86$, $z = 4.21$, $p < 0.001$), (2) effects of the different Change Conditions (No Change $>$ Distant Change $>$ Close Change), and (3) an interaction between Disfluency and No Change ($\beta = -1.81$, $z = -2.94$, $p = 0.003$), showing a smaller disfluency effect in the No Change condition, most likely due to a ceiling effect. However, no interactions were found between the factor Nativeness and any other predictor. The lack of interactions with the factor Nativeness indicates similar recall accuracy across native and non-native speech.

4. DISCUSSION

Results revealed that disfluencies have a beneficial effect on participants’ recall accuracy. When our participants were presented with a transcript of an earlier spoken passage, they were more accurate in detecting a change in this text when the target word in the spoken passage had been preceded by a disfluency. This beneficial effect of disfluency was found for both native and non-native disfluencies, suggesting that both native and non-native disfluencies induce heightened attention to the following content.

These findings are in line with the Temporal Delay Hypothesis [10] arguing that the delay inherent to both native and non-native disfluencies allows listeners more time to orient to the upcoming information. However, one may consider an alternative explanation related to the perceived proficiency of our non-native speaker. Since our speech materials consisted of a variety of story passages with high lexical diversity and perfect grammatical accuracy, our non-native speaker produced relatively proficient Dutch speech. This may have indicated, to our listeners, a relatively high L2 proficiency. This, in turn, may have led listeners to treat non-native speech as similar to native speech. Future studies, manipulating perceived proficiency, may investigate how different (perceived) levels of L2 proficiency can affect the way non-native disfluencies are processed.

Alternatively, the absence of modulation of the disfluency effect for non-native speech may have been a result of our particular speech materials. Because we wanted to match the native and non-native speech as closely as possible, we used scripted passages (adopted from [8]). Listeners may have been aware that our speakers ‘acted out’ the story passages, thus preventing them from interpreting the non-native disfluencies as authentically different from the native disfluencies. Future experiments, involving spontaneous non-native speech materials and matched native counterparts, may shed light on the generalizability of the present findings.
Despite the fact that we cannot draw definitive conclusions about how non-native disfluencies affect listeners’ perceptual mechanisms, our results, nonetheless, emphasize the role of attention in an account of disfluency processing. Disfluencies trigger listeners’ attention with consequences for the retention of words following the disfluency.
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ABSTRACT

In this paper, we investigate the effect of filled pauses, a discourse marker and silent pauses in a change detection experiment in natural, vocoded and synthetic speech. In natural speech change detection has been found to increase in the presence of filled pauses, we extend this work by replicating earlier findings and explore the effect of a discourse marker, like, and silent pauses. Furthermore we report how the use of "unnatural" speech, namely synthetic and vocoded, affects change detection rates. It was found that the filled pauses, the discourse marker and silent pauses all increase change detection rates in natural speech, however in neither synthetic nor vocoded speech did this effect appear. Rather, change detection rates decreased in both types of "unnatural" speech compared to natural speech. The natural results suggests that while each type of pause increase detection rates, the type of pause may have a further effect. The "unnatural" results suggest that it is not the full pipeline of synthetic speech that causes the degradation, but rather that something in the pre-processing, i.e. vocoding, of the speech database limits the resulting synthesis.

Keywords: change detection, filled pauses, speech synthesis

1. INTRODUCTION

Filled pauses (FPs) in naturally occurring spontaneous speech have received considerable attention and a variety of interesting phenomena have been found, such as faster reaction times [7, 8], faster word integration [3] and more accurate object identification [1].

This work explores the effect of filled pauses ("uh") in the context of "unnatural" speech, namely vocoded and synthetic speech, and compares it to the effects in natural speech. In other work we’ve explored the effects in various reaction time (RT) experiments [6, 14]. In these studies the same general tendency has been found. Vocoder speech generally mirrors natural speech effects, however no effects are found in synthetic speech except a generally slower RT in response to synthetic speech compared to the other types. While the reaction time experiments provide evidence that FPs affect people’s on-line processing, FPs may have other, and longer term, effects. Change Detection [13] is a paradigm in which participants are asked to listen to short paragraphs of speech and are subsequently presented with the contents of the speech in writing. It is then the task of the participant to detect if a single change has occurred in the text as compared to the speech. This requires participants to not only process the speech as they hear it, but also to memorise it long enough to detect a change at a later point. Thus change detection, as opposed to reaction time, experiments provide a measure of the memorability of the speech in a slightly longer term context.

The basic effect reported by Collard [2] (Chapters 6 & 7), is that the presence of an FP prior to the changing word, as compared to fluent speech, increases the change detection rate by 10-15%. Collard [2] concludes that the acoustic quality of the FP is responsible for the effect (Chapter 7.6, pp. 128). His conclusion was based on manipulating silences around the FP but [12] has shown that a simple silent pause can make the same effect appear. Effects of silence are also found in related studies [4]. We therefore extend this work by including silent pauses and a discourse marker ("like") in natural speech to see if the effect is unique to FPs. Furthermore, as we are interested in the effects of "unnatural" speech types on listeners, we also perform the experiment using vocoded and synthetic speech. Vocoder, in speech synthesis, is the step of parametrising the speech in a manner suitable for statistical machine learning. This parametrised version can be re-formed directly by the vocoder, with some loss in quality, and this is what constitutes vocoded speech. Alternatively, a statistical model of the parametrised speech can be used to generate the speech, this is the method of synthesis applied in this paper.
The working hypothesis was that a similar pattern to the RT experiments would appear, in which the effect of disfluencies is present in natural and vocoded speech, but not in synthetic. This is motivated by the results of the prior experiments, but also by the assumption that current vocoding techniques do not degrade the quality of the speech in a way that would prevent the effect from appearing. It is possible however, that a different pattern will emerge due to the differences between the two paradigms. In RT experiments we are testing people’s online monitoring and recognition of speech, whereas in change detection people are required to memorise the speech in order to detect the change at a later point. This means that even though participants may understand the speech, they may not be able to efficiently memorise it.

### 2. CHANGE DETECTION EXPERIMENTS

To perform the change detection experiments 43 short paragraphs, 20 critical, 20 filler and 3 practice, said by the same speaker in a spontaneous conversation were prepared. In each paragraph a target word was chosen and four alternative paragraphs were created. One where the target was preceded by an FP (‘uh’), a silent pause (SP), the discourse marker ‘like’ (DM) or by nothing (i.e. fluent speech). The original paragraph was of one of these four cases, and the alternatives were made by altering the original by splicing out the segment immediately preceding the target word and splicing in the relevant replacement. The change word was a near-synonym or semantically related to the target word (i.e. the close-change condition of [2]). For the filler sentences no change existed, however a dummy target word was still chosen in front of which either an FP, SP or DM was placed. The paragraphs potentially included other FPs, DMs and SPs than the critical one so participants could not learn to use those as cues for the change. Two of the practice sentences contained no change and one a single change.

The vocoded versions were created taking the natural paragraphs and vocoding them using STRAIGHT [11], no further modifications to the audio was made. The synthetic utterances were made using HTS [15] and a good-quality state-of-the-art HMM-based voice trained on approximately 8 hours of speech. The transcripts of the paragraphs were used for the synthesis, and versions including a FP or DM was made by inserting these as words in the token stream, whereas the SP version was made in a similar way as in the RT experiments in [6], the length of the SP was thus similar to that of the FP.

![Figure 1: Detection rates per speech type. Permissive includes correct detection of change but incorrect identification. Exact does not.](image)

#### 2.1. Method

108 participants were recruited, 36 listened to natural speech only, 36 to vocoded and 36 to synthetic speech. Each participant only heard samples with either an FP, SP or DM such that for each type of speech and each type of pause there were 12 participants. Each participant listened to the practice sentences and then to each of the 40 paragraphs in a random order, of the 20 critical, half contained the appropriate form of pause, and the other half no pause (with 6 participants getting one set and other 6 the other set). In total this yielded 720 (36*20) critical evaluations per speech type and 240 (12*20) per condition (FP, SP or DM) within each speech style.

#### 3. RESULTS

Due to an error in the experiment scripts 96 trials were invalid (4.4%) and were removed from the analysis. In 116 of the remaining trials (5.6%) participants correctly detected a change but incorrectly specified which change. In 16 of these the participant answered that the DM was the change which can arguably be considered correct. Therefore, two analysis were carried out - with (Exact) or without (Permissive) the exact specification of change. Notably however, the pattern of the results are identical.

Please note that in the following analysis disfluent speech includes FPs, DMs and notably SPs, thus fluent speech is speech with none of these present.

A two-way ANOVA over the by-subject mean scores per condition was run. There was no overall effect of Disfluency Type (FP, DM, SP) or Disfluency Condition (Fluent or Disfluent), however a significant effect of Speech Type (Permissive: F(2, 99)=5.917, p<0.005, Exact: F(2, 99)=10.377, p<0.0001) was found and an interaction between Speech Type and Disfluency Condition for the Exact analysis (F(2, 99)=5.180, p<0.01) which was only marginal in the Permissive (F(2, 99)=2.788, p=0.066). Using Bonferroni correc-
Figure 2: Detection rates divided by disfluency condition and speech type. DIS are disfluent conditions and FLU the fluent condition.

The effect of Speech Type is such that for the Natural Speech detection rates were significantly higher than V oced (Permissive: t(139)=2.692, p<0.05, Exact: t(140)=4.745, p<0.0001) and Synthetic (Permissive: t(142)=3.878, p<0.001, Exact: t(139)=4.699, p<0.0001), but no difference existed between Synthetic and V oced (Permissive: t(138)=0.870, p=1, Exact: t(133)=0.662, p=1), see Figure 1. That is, changes are generally detected better in natural speech than in synthetic (by 13.6% in the Permissive and 16.1% in the Exact case) and voded (by 10.9% in the Permissive and 18.6% in the Exact case).

The interaction effect (see Figure 2) was explored as it was significant in the Exact case and near significant in the Permissive. Using Bonferroni correction, there was no effect of disfluency condition in synthetic (Permissive: t(70)=1.374, p=0.521, Exact: t(70)=0.582, p=1) and voded speech (Permissive: t(70)=0.355, p=1, Exact: t(70)=0.075, p=1), however a significant effect was present in natural speech (Permissive: t(70)=3.326, p<0.005, Exact: t(70)=3.307, p<0.005). The presence of a disfluency did not have any effect on detection rates in synthetic and voded speech, however in natural they increased detection rates by 14.4% in the Permissive and 15.3% in the Exact case.

As disfluency had an effect in natural speech, individual tests for each disfluency type was run. Using Bonferroni correction a marginal effect of the FP was found in the permissive case (t(220)=2.356, p=0.058) which was significant in the exact (t(220)=2.468, p=0.043). For the DM a significant effect was found in the permissive case (t(223)=2.736, p=0.020) which was marginal in the exact (t(223)=2.3608, p=0.057). There was no effect of SP in the permissive case (t(236)=1.739, p=0.250) but a marginal effect in the exact (t(236)=2.234, p=0.079). See below discussion about this. Figures 3, 4 and 5 show individual detection rates for each disfluency type in each speech type.

4. DISCUSSION

Disfluent speech increases change detection rates in natural speech compared to fluent speech with no disruption. However, this is not the case in voded or synthetic speech (Figure 2).

In natural speech the FP and DM provides the larger and more significant benefit, while the contribution of a SP is less clear-cut (Figure 2). The results are, seemingly, in line with [2] who concludes that the acoustic quality of the FP is important in providing a benefit. While Collard investigated varying the length of SPs surrounding the FP he did not evaluate SPs on their own as done here. Our SP results are, however, different from those found by [12] in a very similar experimental setting. Their results are in line with the temporal delay hypothesis of [4] that it is simply the disruption which causes the increase in change detection rates. Something which, in a strict interpretation, is not supported by our results. While the tendency was for the SP to have lower detection rates than either FP or DM it did still increase detection rates (Permissive: 9%, Exact: 15%). It may be that the difference between the SP/DM and FP results is a consequence of our many tests and as such we have lost statistical power. That the effect appears with the DM can support both the hypothesis that it is the disruption which is the cause but also the idea that the use and purpose of DMs and FPs is similar (e.g. as seen in [9]). To determine which is more likely to be true using a non-speech condition as in [4] could be considered in future studies, besides replicating the SP experiment with a focus purely on natural speech.

Current Synthesis and V ocoding techniques do not produce speech for which the change detection results observed for natural speech are replicated (Figure 2 and 3). Where FPs, DMs and SPs increase the detection rate with 11-17% in natural speech there is no discernible pattern in synthetic and voded speech, rather, they tend to produce the same detection rates. Not only did the natural effect not appear, for both voded and synthetic speech the overall detection rate dropped as compared to natural speech by 11 to 18%. This is not just an effect of increased detections in the disfluency conditions of the natural speech, but rather an overall effect of the speech type. It is notable that this inability to replicate the effect occurs in both synthetic and voded, as the initial expectation was that current voding techniques were good enough to replicate the effect. That they do not suggests that it is not simply a matter of the speech prosody and
general naturalness being poor, but rather that there is something about the inherent speech quality of the vocoder which limits synthetic speech in this regard.

In reaction time experiments we have found that vocoded speech [6, 14] elicits the same patterns as natural speech, which is in contrast to current results. V ocoding is known to introduce a buzzy character to the speech, while we are aware of the perceived naturalness of this [10], other possible psychological effects of this buzziness are unknown. It is possible that this demonstrates one of them. To detect a change the participant must necessarily be able to commit to (short term) memory what was being said in the paragraph in order to compare with the text later. Thus if the effect of vocoding decreases participants ability to memorize the salient elements of the paragraph, it should show an overall decrease in a participant’s ability to detect changes, something which is the case. This decrease is likely due to an additional strain on the participant’s cognitive resources and can also explain the lack of disruption/temporal delay effect. The participant must use so many resources to simply process the incoming speech stream that any potential benefit to be had from the disruption is lost. Following [2], the effect of disfluency found in natural speech is due to heightened attention to the target word, resulting in better recall and notice of changes. While durational and prosodic cues may still be present after vocoding, if the participant is already straining their cognitive resources to simply understand and commit the content to memory, it is likely that these cues do not result in an attentional shift. This is, however, speculative and further experimental evidence would be needed. Experiments explicitly manipulating the cognitive strain on participants, such as dual-attention tasks, could be used in combination with a change detection paradigm using natural speech, if this alters the results for natural speech to look similar to those of vocoded and synthetic speech it would provide evidence for a cognitive strain hypothesis.

5. CONCLUSION

We have shown that disfluent speech increase change detection rates in natural speech, but that this effect is not present in either vocoded or synthetic speech. Our vocoding results are in contrast to [6, 14] where the effect appears. The SP results seemingly support [2] and could be interpreted against the temporal delay hypothesis of [4]. As our results differ from [12] we have cautioned that this may be due to our high number of tests and given suggestions for further work which may resolve these tensions, including using a non-speech condition and a dual-attention paradigm. All research data associated with this paper can be found at Edinburgh DataShare [5] (http://hdl.handle.net/10283/808).
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ABSTRACT
Disfluency rates vary considerably between individuals. Previous studies have considered gender, age and conversational roles amongst other factors that may affect fluency. Testing a non-clinical, gender-balanced population of young adults performing the same speaking tasks, this study explores how inter-speaker variations in working memory and in long-term (lexical) memory affect disfluency in two different ways. Working memory was tested by a forward digit span test; long-term lexical memory was tested by the Verbal Fluency Test, both semantic and phonological versions. In addition, each participant provided 3 one-minute samples of monologue speech. The speech samples were analysed for disfluencies. Speakers with lower working memory scores produced more error repairs in running speech. Speakers with lower lexical access scores produced a higher rate of hesitations. The two types of memory affected fluency in different ways.

Keywords: hesitation, error repair, working memory, long term lexical memory.

1. INTRODUCTION

Speech production involves the rapid interaction of several levels of planning processes and muscular movements. It is not surprising that things can and do go wrong, so that the flow of speech is interrupted. This interruption to the flow of speech we refer to as disfluency. Let us take two examples of things that can go wrong during production. First, at the lexical level, some words are harder to access than others and words that are less familiar to the speaker (for example, less frequent words) can take longer to access [1]; words with lower name-agreement and therefore more competitors for selection also present problems to the speaker [2]. As Hartsuiker and Notebaert showed, difficulties with lexical access can lead to disfluent hesitation [2]. Once words have been selected, speakers have to retain the phonological components of a word form in working memory until the word is articulated [3]. This process can lead to errors. If two word forms are active in working memory at the same time, there is potential for phonological errors, such as anticipations, perseverations or full exchanges, to appear when the words are articulated. Such a relationship has been observed in an experiment designed to elicit speech errors [4] as well as in unpublished experiments in our laboratory. Where there is error, there is usually repair, when the speaker detects and corrects the error. So when things go wrong during the highly complex production processes, disfluency often ensues, with hesitation-type disfluencies (silent or filled pauses, prolongations, repetitions) where there is uncertainty over the next word, for example, and with repair-type disfluencies where errors have occurred (see [5] for more detailed discussion).

Considerable inter-speaker variability in rates of disfluency can be observed in corpus studies of spontaneous speech (e.g., [6-8]). Some studies have speculated about male:female differences in fluency, suggesting, for example, that males tend to be more hesitant than females [6,7,9] (though see [10]). A weak relationship between fluency and the speaker’s age has been shown by Bortfeld et al. [7], with older adults being slightly less fluent than younger. Aside from characteristics of the speaker, there is evidence that fluency clearly varies with the difficulty of the speaking task that the speaker is performing. When speakers are in a more dominant role in a dialogue, for example as instruction-givers in a map task scenario, then they are likely to have more strategic planning to do and their cognitive load is greater. As a result, they produce more disfluencies in general, with both more hesitations and more repair-type disfluencies [7,11]. So there are differences in fluency levels associated with characteristics of the speaker, like their sex and age, and differences associated with the difficulty of the tasks that speakers perform.

However, none of this accounts for the variability or the individual differences in fluency that we can observe between speakers of the same sex and age performing the same tasks. It is known that typical speakers vary considerably in their ability to access words in the lexicon [12] and in their performance in tests of working memory [13]. The questions in the present study are whether such differences in long term (lexical) memory and in working memory within a typical student population will relate to differences in fluency in running speech.
In order to measure lexical access, we employ the so-called Verbal Fluency Test (VFT), which has for decades played an important role in neuropsychological testing, both in clinical situations and in research [14]. In VFT, participants are asked to name as many words as they can of a given category within a given time frame (usually 60 seconds). There are two general versions of this test. In the phonemic version, the participant is asked to name as many words as possible that begin with a certain letter or sound, typically F, A or S. In the semantic version, a semantic category is given, most commonly animals. Usually, the measure taken in the test is simply the number of correct members of the given category that the participant names within 60 seconds [14].

For working memory, we employed the very simple, frequently-used task of testing forward digit span, where participants are asked to repeat back to the experimenter strings of digits of increasing length. Since we expect that people who have more trouble accessing their lexicon will also hesitate more in spontaneous speech [2], we hypothesised that a negative correlation would be found between VFT scores and hesitation rates. No association was expected between VFT and rates of repair-type disfluencies.

Since we expect that people with weaker working memory capacity will also produce more errors during the speech production process [4], we hypothesised that a negative correlation would be found between forward digit span scores and the frequency of repair-type disfluencies. No association was expected between forward digit span scores and rates of disfluent hesitations.

2. METHOD

2.1. Participants and data collection

Participants were 20 native speakers of British English, including 10 females and 10 males, aged between 20 and 25 years. So the group was balanced for sex and participants represented a narrow age range. Participants reported no hearing impairments and no visual impairment that could not be corrected by wearing glasses. In addition, participants had no history of speech and language therapy assessment or intervention. All participants were students in higher education.

Ethical permission was given by the Research Ethics Committee at Queen Margaret University, Edinburgh.

There were three parts to this study: We tested (1) working memory, using a digit span task (DST); (2) lexical access via 3 versions of the Verbal Fluency Test (VFT); (3) disfluency in running speech from 3 minutes of monologue. Digital audio recordings were made of all parts of the experiment. In the Digit Span Task, participants were presented with audio recordings of strings of digits (1-9), over headphones. They were asked to repeat the string that they had heard, verbatim. Participants heard a string of 5 digits first. If this was successfully recalled, a string of 6 digits was presented. If a participant failed to repeat the latest string correctly, another string of the same length was played. If this was repeated successfully, a longer string was presented. If the participant failed twice on a given string length, the test was stopped. This process continued up to a maximum string length of 10 digits. The score for this test equalled the number of digits in longest string successfully recalled.

In the Verbal Fluency Test, participants were given three lexical access tasks. In each task, participants were asked to name as many words as they could of a given category, within 60 seconds. The tasks were timed with a digital stopwatch. In two of the tasks, semantic categories were given: Animals and Things that are yellow. In the third task, participants were asked to name words beginning with the letter B. The score for each test was simply the number of real English words produced that correctly belonged in the category produced within the 60 seconds allowed.

Finally, participants were asked to speak on a given topic for 60 seconds, and to try to speak continuously, avoiding long pauses. Three different topics were given, and each participant spoke on all three topics: My best night out; My favourite place in the world (and why); My biggest achievement. The recordings were orthographically transcribed. These transcriptions were then perceptually analysed for filled pauses (uh, um, eh, em), silent pauses (judged subjectively), prolongations (judged subjectively), repetitions and repair disfluencies: substitutions, insertions and deletions as defined by the HCRC Disfluency Coding Manual [15] and in [5]. The participants’ scores on this task were the frequencies (per 100 words) of these disfluencies.

2.2. Statistical Analysis

Pearson product-moment correlation tests were used to test for associations between the two memory tasks (Digit Span, Verbal Fluency Test) and disfluency rates in running speech.
3. RESULTS

All 20 participants completed all parts of the experiment. Forward DST scores varied from 5 to 9 (Mean = 6.45, SD = 1.27).

As expected, given previous findings [12], participants produced different numbers of words, in each of the 3 VFTs, with the most words for the semantic category Animals (Mean = 26.05, SD = 8.02), the fewest for things that are yellow (Mean = 11.55, SD = 5.16) and slightly more in the phonological test Words beginning with B (Mean = 15.3, SD = 5.25).

Speakers’ disfluency rates varied from 7.6 to 29.4 per 100 words (Mean = 14.65, SD = 5.3) (note that including subjective judgments of silent pause and prolongation, rather than omitting them as most studies do, will lead to higher overall rates of disfluency).

As expected, DST scores did not correlate with VFT overall, but, unexpectedly, a strong positive correlation was observed between digit span and word count in the VFT for things that are yellow (Pearson’s r = .607, n = 20, p = .002).

3.1. Verbal Fluency Test and Hesitation rates

We hypothesised that the VFT scores would correlate negatively with speakers’ hesitation rates in running speech, and they did (Overall VFT compared to rate of Filled Pauses: Pearson’s r = -.587, n = 20, p = .006). However, there was a difference between the three categories used in the VFT, and the strongest correlation was between results for the phonemic test (words beginning with B) and filled pause rate (r = -.683, n = 20, p = .002, Figure 1). The second strongest correlation was between the scores for the semantic category animals (r = -.513, n = 20, p = .021), and there was no significant correlation for the category things that are yellow.

There was no significant correlation between VFT scores and repair-type disfluency rates.

3.2 Digit Span and Repair rates

We hypothesised that the DST scores would correlate negatively with speakers’ repair-type disfluency rates in running speech, and they did. We assumed that substitution, insertion and deletion type disfluencies represented error repairs (following [5]). As hypothesised, a strong negative correlation was found between rates of substitutions, insertions and deletions combined (r = -.615, n = 20, p = .004, Figure 2). While substitutions (r = -.429, n = 20, p = .03) and deletions (r = -.425, n = 20, p = .031) both correlated negatively with DST, the correlation of DST with insertions was not significant (r = -.284).

There was no significant correlation between forward digit span scores and rates of filled pauses (r = -.306, n = 20, p = .19).
4. DISCUSSION

This study provides initial evidence that individual differences in two aspects of disfluency may be attributed in part to differences in two aspects of memory. Speakers with more effective access to the long-term memory storage referred to as the lexicon produced fewer filled pauses in running speech. Speakers with stronger performance in the working memory task of digit span produced fewer error-repairs. There was no correlation between the scores for the lexical access test (except in one non-standard version) and the digit span task, so no association between the long-term memory task and the working memory task. Our initial hypotheses, based on previous research (e.g., [2,4]), are supported by this set of data.

Since the disfluent behaviours observed in our samples running speech are so strongly associated with results of tests typically used in clinic, even with a high functioning typical population, it is interesting to speculate over the extent to which changes in fluency in running speech may be used diagnostically to detect the onset of neurological conditions that affect memory and speech.

However, the study was relatively small, with a low number of participants and a small sample of running speech for each participant, consisting of just 3 minutes of monologue. So, despite the strength of the correlations and the significance levels in the results, the results need to be treated with caution. Despite the limitations, the results suggest that further study in this area is warranted. A current project employing larger number of participants, each producing a larger sample of running speech, and subject to a broader range of tests of memory will shed further light on the issues raised by this study.

NOTE

This work was completed as part of Stephanie Don’s Honours Dissertation, contributing to her BSc Honours degree in Speech and Language Therapy at Queen Margaret University, Edinburgh. Address for correspondence is rlickley@qmu.ac.uk
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ABSTRACT
Spontaneously produced Unfilled Pauses (UPs) and Filled Pauses (FPs) were played to subjects in an fMRI experiment. While both stimuli resulted in increased activity in the Primary Auditory Cortex, FPs, unlike UPs, also elicited modulation in the Supplementary Motor Area, Brodmann Area 6. This observation provides neurocognitive confirmation of the oft-reported difference between FPs and other kinds of speech disfluency and also could provide a partial explanation for the previously reported beneficial effect of FPs on reaction times in speech perception. The results are discussed in the light of the suggested role of FPs as floor-holding devices in human polylogs.

Keywords: speech disfluency, filled pauses, unfilled pauses, speech perception, spontaneous speech, fMRI, Auditory Cortex, PAC, Supplementary Motor Area, SMA, Brodmann Area 6, BA6

1. INTRODUCTION
A characteristic of spontaneous spoken language is that almost no one is completely fluent, and the most common voiced disfluency is the filled pause, “eh”. The reported average frequency of filled pauses (FPs) ranges from 1.9 to 7.6% (Eklund, 2010).

While a commonly expressed view regards speech disfluency as errors in speech production, there are several studies that indicate that certain kinds of disfluencies can have beneficial effects on listener perception (Fraundorf & Watson, 2011; Barr & Seyfeddinipur, 2010; Ferreira & Bailey, 2004; Fox Tree, 2001, 1995; Reich, 1980).

While several behavioral studies of speech disfluency have been carried out over the years, only a few strictly neurocognitive studies have been performed, mostly using electrophysiological methods and/or scripted or enacted disfluencies. Moreover, most of these studies have focused on the effect of speech disfluency on higher-level speech processing, like syntactic parsing. The present study uses functional Magnetic Resonance Imaging (fMRI) to analyse the effect of authentic disfluencies proper to study the effect of unfilled and filler pauses on brain processing.

2. METHOD
2.1. Subjects
The subjects were 16 healthy adults (9 F/7M) ages 22–54 (mean age 40.3, standard deviation 9.5) with no reported hearing problems. All subjects were right-handed as determined by the Edinburgh Handedness Inventory (Oldfield, 1971). All subjects possessed higher education. After a description of the study, including a description of fMRI methodology, written and informed consent was obtained from all subjects. A small participation remuneration was also administered.

2.2. Equipment
The fMRI scanner used was the General Electric 1.5T Excite HD Twinspeed scanner at Karolinska Institute, MR-center, Stockholm, Sweden. The coil used was a General Electrics Standard bird-cage head-coil (1.5T).

2.3. Stimulus data
The stimulus data used were excerpts from the human–human dialog speech data described in Eklund (2004: 187–190). Subjects were asked to play the role of travel agents listening to customers making travel bookings over the telephone, following a task sheet (Eklund, 2004: 185).

From the original data set, four speakers were chosen (2M/2F) and a number of sentences were excised that were fluent except that they included a number of UPs and an approximately equal number of FPs. The resulting number of both UPs and FPs roughly corresponded to reported incidence of UPs and FPs in spontaneous speech.

Stimulus data are shown in Table 1.

<table>
<thead>
<tr>
<th>Stimulus File</th>
<th>No. UPs / MIT</th>
<th>No. FPs / MIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17 / 11.9 s</td>
<td>23 / 7.1 s</td>
</tr>
<tr>
<td>2</td>
<td>9 / 9.7 s</td>
<td>8 / 13.8</td>
</tr>
<tr>
<td>3</td>
<td>10 / 5.5 s</td>
<td>9 / 8.7 s</td>
</tr>
<tr>
<td>4</td>
<td>22 / 7.2 s</td>
<td>15 / 10.7 s</td>
</tr>
</tbody>
</table>
2.4. Experimental design

The stimulus files described above were used in an event-related experiment. After initial localizer anatomical scanning sessions, the four stimulus files (M/F/M/F) were played. During the intermissions the subjects were briefed whether they were still awake/focused on the task. Interstimulus intervals were of sufficient duration so as to allow for reliable BOLD acquisition. FPs and UPs were modelled as events in SPM and were convolved using the Haemodynamic Response Function (HRF) in SPM.

2.5. Experimental setting

The subjects lay supine/head first in the scanner with earplugs to protect them from scanner noise and headphones with the sound data played to them. The perceived sound level was quite sufficient and no subjects reported having any problems hearing what was said. Head movement was constrained using foam wedges and/or tape.

2.6. Experimental instructions

The subjects were instructed to listen carefully to what was said, as if they were the addressed travel agent, but that they were not expected to react verbally to the utterances or say anything, only that they needed to pay attention to the information provided by the clients. All subjects understood the instructions without any confusion.

2.7. Post-experiment interview

After the scanning, all subjects were interviewed in order to confirm that they had been awake and focused during the experiment. A self-rating scale of how attentive the subjects felt they had been during the sessions was also used. All subjects reported that they had been attentive at a satisfactory level.

2.8. MRI scans

For each subject, a T1-weighted coronal spoiled gradient recalled (SPGR) image volume was obtained to serve as anatomical reference (TR/TE= 24.0/ 6.0 ms; flip angle 35°; voxel size = 1 × 1 × 1 mm³). Moreover, BOLD-sensitized fMRI was carried out by using echo-planar imaging EPI using 32 axial slices (TR/TE=2500/40 ms, flip = 90 deg, voxel size = 3.75 × 3.75 × 4 mm³).

In total, T2*-weighted images were collected four sessions: (3m30s/80 volumes; 2m22s/53 volumes; 1m33s/33 volumes; 3m05s/70 volumes).

2.9. Post-processing

The images were post-processed and analyzed using MatLab R2007a and SPM5 (Friston et al., 2007). The images were realigned, co-registered and normalized to the EPI template image in SPM5 and finally smoothed using a FWHM (Full-Width Half Maximum) of 6 mm. Regressors pertaining to subject head movement (3 translational and 3 rotational) were included as parameters of no-interest in the general linear model at the first level of analysis. No subjects were excluded due to head motion or for any other image acquisition related causes. Analyses were also carried out using the SPM Anatomy Toolbox (Amunts, Schleicher & Zilles, 2007; Eickhoff et al., 2007, 2006, 2005).

3. ANALYSES AND RESULTS

Using Fluent Speech (FS) as the baseline condition, the following three contrasts were analyzed:

1. Filled Pauses > Fluent Speech
2. Unfilled Pauses > Fluent Speech
3. Filled Pauses > Unfilled Pauses

The results were calculated with a False Discovery Rate (FDR) at $p < 0.05$ (Genovese, Lazar & Nichols, 2002) with a cluster level threshold of 10 contiguous voxels.

First, no activation in BA22, associated with semantic processing, was observed.

For **FP > FS**, increased activation was found in Primary Auditory Cortex (PAC) (Morosan et al., 2001; Rademacher et al., 2001) bilaterally, and in subcortical areas (cerebellum, putamen) and most interestingly in the Supplementary Motor Area (SMA), Brodmann Area 6 (BA6). Activation was also observed in the Inferior Frontal Gyrus (IFG).

Typical BA6 modulation is shown in Figure 1.

For **UP > FS**, increased activation was observed in PAC, bilaterally, and in Heschl’s Gyrus, the Rolandic Operculum and BA44. We did not observe any activation of SMA.

For **FP > UP**, the activation was very similar to that of FPs over FS. This suggests that FPs and UPs equally affect attention in the listener, but while UPs modulate syntax processing areas, this is not the case for FPs that instead modulate motor areas in the perceiving brain. Also, from the point of view of FPs, fluent speech and UPs seem to constitute more or less the same phenomenon in that there is no observed difference between the two contrasts FPs > FS and FPs > UPs.

4. DISCUSSION

As has already been pointed out, we also focused our analyses on FPs/UPs proper instead of their effect on subsequent linguistic items (e.g. words). The effect on subsequent words following FPs has been studied with electrophysiology, e.g. N400 attenuation on the word following an FPs, as reported in Corley, McGregor and Donaldson (2007). Our main observations will be presented in the following sections.
4.1. Activation of primary auditory cortex

Beginning with the strongest results, the bilateral modulation of PAC, it seems more than obvious that listeners’ attention increases significantly when FPs/UPs appear in the speech. Top down regulation of primary cortices, e.g. the PAC, has previously been reported (Ghatan et al., 1998) and that heightened attention influences auditory perception has also been shown (Petkov et al. (2004). This attention-heightening function of FPs could possibly help explain the shorter reaction times to linguistic stimuli that follow FPs as reported by e.g. Fox Tree (2001, 1995). However, since UPs also modulated PAC in the listeners, conceivably any break in the speech signal might serve as a potential attention-heightener. Consequently, the shorter reaction times reported by Fox Tree might also be observed for unfilled pauses or other types of disfluency.

4.2. Activation of motor areas

Perhaps more interesting is the observation that FPs activate BA6/SMA in the listening brain. The most obvious explanation for this activation is that when hearing the speaker produce FPs, the listeners prepare to start speaking themselves, i.e. take over the floor. It has been known already since Brickner (1940) that SMA is active in the processing of speech, and several later studies have confirmed both SMA and pre-SMA play a role in both speech production (e.g. Goldberg, 1985; Alario et al., 2006) and speech perception (e.g. Iacoboni, 2008; Wilson et al., 2004). Moreover, an interesting result was reported in Wise et al. (1991) where subjects in a PET study were instructed to silently (i.e. non-vocalizing) generate verbs, which resulted in activation of the SMA, very much in accordance with our own observations. However, it could conceivably be the case that motor cortex activation during speech tasks at least partly occur as a part of motor planning of speech breathing (as distinct from baseline breathing), as is pointed out in Murphy et al. (1997).

4.3. Implications for two FP hypotheses

Our observed FP-induced activation of SMA could be seen in the light of the “floor-holding” hypothesis of FPs, as first proposed by Maclay and Osgood (1959). This hypothesis suggests that FPs are used by speakers who want to maintain the floor in conversation, as a (semi-deliberate) means to prevent interlocutors from breaking in. Although this might be true, our observations that FPs “kick-start” the speech production system in the listener would indicate that this use of FPs is counter-productive in that the effect on the listener is exactly the opposite of the suggested function to prevent interlocutors from speaking, not preparing them to do so.

An alternative hypothesis concerning the roles FPs might play in human dialog could be called the “help-me-out” hypothesis, as suggested in Clark and Wilkes-Gibbs (1986). This hypothesis suggests that FPs can be used as a (semi-deliberate) signal asking for interlocutor help in that they signal to the listener that the speaker is encountering problems in the production of speech, or simply put: when a speaker is looking for a word or term which is not immediately available to them, uttering “uh” signals to the listener that some help is desired. Our observation that motor areas are activated by FPs should mean that a helpful interlocutor would be faster to come to the rescue.

5. CONCLUSIONS

Three things make this study unique (we believe):

1. We used fMRI to study disfluency perception, unlike other perception studies that have relied on EEG and the concomitant focus on temporal aspects of speech perception.
2. We investigated perceptual modulation caused by FPs proper, not their effect on ensuing items (words, phrases) or general cognitive processing.
3. Unlike previous studies where the auditory stimuli often have been scripted laboratory speech, we used ecologically valid stimulus data.
Our results suggest that FPs – unlike FS and UPs – activate motor areas in the listening brain. However, both FPs and UPs activate PAC, which lends support to the attention-heightening hypothesis that has been forwarded in the literature. It would also seem clear that it is not the break in the speech stream per se that causes this activation, since UPs seemingly do not have this effect.

6. ETHICS APPROVAL
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ABSTRACT

This study provides a longitudinal analysis of speech rate and the use of filled pauses (FPs) and unfilled or silent pauses (SPs) in the oral production of L2 learners of Spanish in two learning contexts: a 6-week intensive overseas immersion program (OIM), and a 15-week US-based ‘at-home’ foreign language classroom (AH). Fifty-six native speakers of English performed two video-retell tasks at three different time points. A total of five measurements of oral production were calculated. The results show a significant increase in rate of speech over time in the OIM group compared to the AH group. Additionally, the OIM learners show greater use of “disfluencies” over time, namely FPs and short SPs. We suggest that OIM learners increase their use of hesitation phenomena over time as a speech processing and planning strategy and discuss this finding within the framework of L2 cognitive fluency.
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1. INTRODUCTION

Research on second language (L2) oral production, and specifically on L2 fluency, investigates factors that influence the way speech is perceived and judged by native speakers [5,13], including temporal variables of speech such as amount of spoken units produced, speed of delivery [8,10,13], and perturbations in the speech chain, also known as disfluencies or speech errors [20]. According to Levelt’s [14] taxonomy for monitoring and error repair, disfluencies can be solved through a process of repair, which involves repeats, restarts, self-corrections, false starts, or editing, which entails the use of hesitation phenomena. Editing a speech error by means of a disfluency can be achieved by using silent pauses (SPs) or filled pauses (FPs). SPs can be analyzed by considering their different degrees of length. FPs may have a lexical status (e.g., the English word like) or non-lexical status (e.g., uh, um). Using the schematics of Levelt’s model as a basis, Segalowitz [17] explains the use of disfluencies in L2 speech in his own model of L2 cognitive fluency. [19] shows that L2 learners of English use more SPs in phrase-medial position than native speakers of the same language, and that these SPs are associated with processes such as replacement, reformulation, and online planning (see [9] for Spanish).

As for the effect of context of learning on L2 acquisition, when comparing developmental patterns in the study abroad (SA) vs. the at-home (AH) contexts, SA learners are typically superior for aspects related to oral production [18]. The quantification of disfluencies in L2 speech has been a widely used assessment for determining oral fluency in the SA learners [6,13,15,21]. SA programs researched in the literature have varied in length and duration, with programs lasting an entire academic year or just a few weeks [12]. However, few studies have addressed the fluency abilities of L2 learners who participate a special type of SA program, namely an overseas immersion program (OIM), where learners pledge not to use their L1 for the duration of their stay. García-Amaya [7], using a cross-sectional design, shows that OIM learners use a significantly higher rate of speech than proficiency-matched AH and SA learners.

Two aspects of language learning for which SA/OIM programs are thought to be particularly efficient compared to the AH contexts are pronunciation and oral fluency, the fluidity or “smoothness” of language use [4]. Researchers in this area typically extract measures of fluency (e.g., rate of speech; total speech produced; mean length of run) as well as measures of disfluency or hesitation phenomena (e.g., FPs and SPs). However, few studies have conducted principled comparisons of L2 fluency in different learning contexts using longitudinal data (but see [18]). The current study addresses these gaps in our knowledge through an analysis of L2 oral production for two learner groups of Spanish, tracking learner rate of speech as well as hesitation phenomena (FPs and SPs) over time.

2. METHOD

2.1. Speakers

We elicited L2 speech data from a total of 56 native
speakers of English who were L2 learners of Spanish: 27 OIM and 29 AH learners. The OIM learners were in their junior year of high school, and participated in an overseas program in Spain. These learners signed a language commitment, pledging to use their L2 exclusively during their time abroad. The AH learners were Spanish majors or minors at a large Midwestern institution in the US. The OIM program lasted 6 weeks, whereas the AH program lasted 15 weeks.

For all learners proficiency was determined by means of a 45-item Proficiency test. At Time 1 the average score was 24.89 for OIM and 24.06 for AH, indicating comparable proficiency at the start of their respective programs. Within each group, learners who scored between 0-24 at Time 1 were classified as low proficiency, and learners who scored between 24-45 were classified as high proficiency. All learners completed the same proficiency test at the end of their programs. The average score was 32.11 for OIM and 24.76 for AH, indicating considerable proficiency development for OIM learners only.

2.2. Data collection

A video-retell task (Simon Tofield’s ‘Simon’s Cat’) was used to elicit speech. Participants performed the video-retell at three time points in their respective language learning experiences: beginning (Time 1), middle (Time 2), and end (Time 3). For both learner groups, Time 1 occurred over the first two days of classes, and Time 3 occurred over the last two days of classes. Time 2 occurred after the third week of classes for OIM learners, and after the seventh week of classes for AH learners. At each time participants saw two different videos (lasting approximately three minutes total), and were instructed to wait until each video ended to begin their retells in Spanish. There were no time limitations on the length of the retell, and participants were encouraged to retell each video with as much detail as possible.

2.3. Fluency analysis

For this paper, we calculated five measures of oral production. To account for oral fluency, we calculated rate of speech in syllables per seconds. To account for hesitation phenomena we established different metrics of FP and SP production. FPs include vocalizations such as um, or vocalizations with nasalization such as uhm or mmm. SPs included stretches of time without linguistic content or vocalizations of any kind.

To account for FP production we calculated seconds between FPs [10]. As for SP production, although various authors [e.g., 2,3,11] have advocated for examining pauses shorter than 400 milliseconds, there is a large body of research that has discarded these shorter pauses since they are also common to native speaker speech [6,19]. We adopted the latter approach in this study. Wantanabe and Rose [22] also suggest that a more fine-grained fluency analysis could classify SPs into short, medium and long pauses in order to separate behaviour of articulatory-based from linguistically-based pauses in speech. We therefore decided to break silent pauses into three different lengths: silent pauses between 400 and 1000 ms (short SPs); silent pauses between 1000 and 2000 ms (intermediate SPs); and silent pauses between 2000 and 3000 ms (long SPs). We calculated the number of seconds between each of the three types of SPs.

2.4. Statistical analysis

We fitted five linear mixed-effects models (LMEMs), corresponding to the five dependent variables in the analysis (listed in Section 2.3). The predictor variables included in our models were TIME, GROUP, PROFICIENCY, and the two-way interactions between them. The LMEMs also included two random effects: the first was associated with each subject in general (to model correlations within a subject), and the second was associated with time blocks within a subject (to model additional correlations introduced by time blocks within a subject). All models were fitted using the MIXED procedure in SPSS, and degrees of freedom for approximate F-statistics for the fixed effects were computed using a Satterthwaite approximation. Post-hoc comparisons with Bonferroni adjustments were performed to compare selected means when fixed effects were found to be significant. In the following sections, we report results for statistically significant effects only.

3. RESULTS

Rate of speech increased for OIM learners across time, whereas it remained stable for AH learners (Figure 1). This general effect was constant for both proficiency levels. The LMEM showed significant effects for the fixed factors TIME (F(2,108) = 16.782, p < 0.001), PROFICIENCY (F(2,108) = 16.782, p < 0.001), GROUP (F(1,53) = 17.790, p < 0.001), and the GROUP X TIME interaction (F(2,108) = 16.55, p < 0.001). A Bonferroni adjustment used to determine the mean differences in the GROUP X TIME interaction returned significant effects for two of the three pairwise comparisons. The factor GROUP yielded a significant effect at Time 2 (p < 0.001) and at Time 3 (p < 0.001). This indicates that by the
second data collection time point the OIM learners had significantly increased their rate of speech in comparison to the AH learners.

![Figure 1: Rate of speech (syllables/second).](image1)

Regarding seconds between FPs (Figure 2), high proficiency AH and OIM learners remained constant in the time they took to produce FPs in Spanish. However, low proficiency learners showed different patterns based on Group. Whereas the low proficiency AH learners increased time between FPs, the low proficiency OIM learners decreased it. The LMEM yielded significant effects for the fixed factor GROUP (F(1,49.104) = 16.310, p < 0.001)) and the GROUP X PROFICIENCY interaction (F(49.105) = 5.029, p=.029). A Bonferroni adjustment revealed an effect of PROFICIENCY for the AH group (p = .036), indicating that the low proficiency AH learners used more FPs than high proficiency AH learners.

![Figure 2: Seconds between FPs.](image2)

As for seconds between short SPs (Figure 3), AH learners increased their speaking time between short SPs across time, whereas OIM learners decreased it. The LMEM showed significant effects of GROUP (F(1,50.657) = 21.542, p < 0.001) and the GROUP X TIME interaction (F(2,95.931) = 3.756, p=.027). A Bonferroni adjustment showed that when we compared means for both groups at each time point, there was an effect at Time 1 (p = .007), Time 2 (p < 0.001), and Time 3 (p < 0.001). Another post-hoc analysis to compare the time effect within each GROUP indicated that there were significant differences for seconds between SPs 400-1000ms for the AH learners for Time 1 vs. Time 3 (p = .016).

![Figure 3: Seconds between short SPs.](image3)

Regarding seconds between intermediate SPs (Figure 4), both learner groups generally increased their speaking time between SPs of 1000-2000 ms. The results of the LMEM showed significant effects for GROUP (F(1,49.086) = 4.599, p = .037), TIME (F(2,98.251) = 5.737, p = .004), GROUP X TIME (F(2,98.251) = 7.061, p = .001), and GROUP X PROFICIENCY (F(49.078) = 4.929, p = .031). A Bonferroni adjustment indicated significant effects of GROUP at Time 2 only (p < 0.001) and of PROFICIENCY for the OIM group only (p = .015). The implication is that within the OIM group, those learners who started the program with high proficiency had significantly more time between intermediate SPs than low proficiency learners.

![Figure 4: Seconds between intermediate SPs.](image4)

Finally, in terms of seconds between long SPs (Figure 5), AH and OIM learners increased their speaking time between long SPs with the exception of high proficiency OIM learners, who increased this amount by Time 2 but decreased it by Time 3. The LMEM returned significant effects for TIME (F(2,91.311) = 10.241, p < 0.001), GROUP X TIME (F(2,91.311) = 4.277, p = .017), and TIME X PROFICIENCY (F(1,91.311) = 9.925, p < 0.001). A Bonferroni adjustment indicated a significant effect of GROUP at Time 2 only (p = .007) and of PROFICIENCY at Time 1 only (p = .014).
To summarize the statistical results, we found significant effects of **TIME** for three measures (rate of speech, secs. between intermediate SPs, secs. between long SPs), **GROUP** for four measures (rate of speech, secs. between FPs, secs. between short SPs, secs. between intermediate SPs), and **GROUP X TIME** for four measures (rate of speech, secs. between short SPs, secs. between intermediate SPs, secs. between long SPs).

### 4. DISCUSSION

For rate of speech, the OIM learners clearly spoke faster by the end of their learning experience, compared to the AH learners. Although the OIM program was actually shorter in duration than the AH program, we attribute the fluency gain on part of the OIM learners to the increased opportunities for L2 interaction during their abroad experience. This interpretation is corroborated by the substantially greater improvement in proficiency test scores for OIM learners. This confirms previous research that compares speech rate based on learning context [7]. In addition, OIM learners decreased their seconds between FPs over time, implying that they increased their use of FPs between Time 1 and Time 3. Furthermore, OIM learners decreased their seconds between short SPs over time, whereas they increased their seconds between long SPs. The implication is that OIM learners produced more short pauses and fewer long pauses at Time 3 compared to Time 1.

Putting these data together, it becomes clear that we must account for why OIM learners showed faster rates of speech, but also used more FPs and short SPs over time. This combination of findings is not typically reported in the literature on L2 fluency. On the contrary, previous research reports that faster rates of speech proceed with a reduction of hesitation phenomena [18]. We would argue that the increase in use of FPs and short SPs is the result of multiple factors: first, since our OIM learners are communicating more linguistic content in less time by Time 3 (i.e., they have faster rates of speech), they may resort to a greater use of FPs and short SPs to facilitate lexical and syntactic planning [1,14]; second, since their speech by Time 3 is more complex from a syntactic standpoint (i.e., higher instances of subordination, etc.), their use of FPs and short SPs may serve as processing mechanisms to mitigate the greater demands of complex syntactic structure, etc. [19].

Recent research in L2 fluency research considers the relationship between hesitation phenomena and linguistic processes such as lexical access, syntactic processing or discourse planning [22]. Following a computational account, it can be posited that hesitation phenomena in the chain of speech are a by-product of processing difficulties at the cognitive level. Clark and Wasow [1] propose that these underlying processing difficulties may be associated with the degree of syntactic complexity of the utterance and the higher cognitive load necessary for processing it. Through their complexity hypothesis, these authors postulate that computing more complex syntax requires higher processing and may also cause longer delays. Based on the findings for our OIM learners, we would propose that short SPs (and not long SPs) provide a sufficient timing mechanism by which such processing and planning can occur. Although we did not assess syntactic complexity in this paper, previous research on similar OIM learners indicates that their speech contains a greater frequency of subordination and fewer sub-clause independent units than proficiency-matched AH learners [8].

### 5. CONCLUSION

To conclude, one important contribution of our study is that we have shown that OIM learners obtain faster rates by the end of their language learning program than AH learners. This development toward more “fluent” speech proceeds jointly with a development toward a greater use of disfluencies (i.e., FPs and short SPs). We suggest that these two strategies work in tandem as learners increase syntactic complexity [9]. In future work models of L2 cognitive fluency (e.g., [17]) will need to consider this interplay between fluency strategies and syntactic and grammatical development.
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1. INTRODUCTION

Much research on disfluencies in spontaneous spoken interaction has been carried out on corpora of task-based conversations, resulting in greater understanding of the role of several phenomena. Modern multimodal corpora allow the full spectrum of signals in face to face communication to be analysed. However, the ‘unmarked’ case of casual conversation or social talk with no obvious short-term instrumental goal has been less studied in this manner. Corpus-based work on social talk tends to deal with short dyadic interactions, although the norm for social conversation is for longer multiparty interaction. In this paper, we outline our programme of exploratory studies of disfluency in a longer multiparty conversation. We briefly describe the background to our research goals, and then report on the collection, transcription, and annotation of the data for our experiments. We present and discuss some of our early results.

2. SOCIAL TALK

Casual social conversation is defined as talk engaged in when ‘talking just for the sake of talking’[7], and includes smalltalk, gossip, and conversational narrative. Malinowski described ‘phatic communion’ as an emergent activity of congregating people, comprising free aimless social conversation, which he viewed as the most basic use of speech [15]. For Malinowski, the purpose of such talk is not to exchange information or to express thought, but to avoid unfriendly silence and strengthen social bonding. This view is echoed in Jakobson’s phatic component in his model of communication [11], Brown and Yule’s distinction between interactional and instrumental language [4], and Dunbar’s theory that language evolved to maintain social cohesion through verbal grooming as group size grew too large for physical grooming [6]. Laver focuses on the ‘psychologically crucial margins of interaction’, conversational openings and closings, postulating that small talk performs a lubricating or transitional function from silence to greetings to business and back to closing sequences and to leave taking [13]. Schneider analysed audio recordings of naturally occurring small talk, concentrating on the linguistic content of entire dialogues [21]. He described instances of small talk at several levels, from frames such as ‘WEATHER’ to sequences and adjacency pairs, and their constituent utterance types. He identifies idling sequences of repetitions of agreeing tails such as ‘Yes, of course’, ‘MmHmm’ as prevalent in social talk. Ventola viewed conversational as composed of several phases - with ritualised opening greetings, followed by approach segments of light uncontentious small talk, which sometimes led to longer and more informative centre phases consisting of sequential but overlapping topics, and then back to ritualised leavetakings [23]. Thus a social conversation could range from a simple exchange of greetings, through a short exchange of small talk, to longer more varied stretches of spoken interaction covering several topics. Slade and Eggins state that through casual conversation people form and refine their social reality [7]. They cite gossip, where participants reaffirm their solidarity by jointly ascribing outsider status to another, and show examples of conversation between friends at a dinner party where greater intimacy allows differences of opinion. They identify story-telling as a frequent genre in conversation and highlight ‘chat’ (interactive exchanges involving short turns by all participants) and ‘chunks’ (longer uninterrupted contributions) elements of conversation. They report that casual conversation tends to involve multiple participants rather than the dyads normally found in instrumental interactions or examples from conversation analysis. Instrumental and interactional exchanges differ in duration; task-based conversations are bounded by task completion and tend to be short, while casual conversation can go on indefinitely. Indeed, early conversation analysts pointed out that these casual conversational situations or ‘continuing state(s) of incipient talk’ were not covered by the theories of (task-based) conversational structure being developed [19].

It seems likely that the distribution of disfluencies, both within turn pauses, hesitations and repairs, and phenomena such as recycled restarts and abandoned utterances, will vary between different types
of interaction, and across different phases or sub-genres of the same interaction. If, as is frequently claimed, disfluencies are a mark of planning difficulties or cognitive load, they should be less frequent in shorter more ritualised small talk or approach sequences. In more central sequences, they may appear more often in discussion sequences or at the beginning of narrative sequences as the speaker ‘gets going’, but less in idling sequences. Distributions may also vary between social and task-based conversations. In order to test these ideas, we have prepared a 70-minute sample of extended social talk data, on which we are currently experimenting, as described below.

### 3. DATA AND ANNOTATION

Corpora used for studies of disfluencies in human-hum human non-pathological adult spontaneous speech in English include the HCRC MapTask corpus of dyadic information gap task-based conversations [1], SWITCHBOARD corpus of dyadic telephonic speech [9], ICSI and AMI multiparty meeting corpora [12] [17], and resources such as recordings of televised political interviews [2]. However, the speech in these resources, while spontaneous and conversational, does not meet our need for longer multiparty social face to face conversation data. Therefore, for our preliminary studies, we have prepared a sample drawn from a longer conversation in the D64 corpus of spontaneous multiparty social talk.

The D64 corpus is a multimodal corpus of over 8 hours of informal conversational English recorded in an apartment living room, as shown in Fig. 1. Several streams of video, audio, and motion capture data were recorded for the corpus. There were between 2 and 5 people on camera at all times. There were no instructions to participants about what to talk about and care was taken to ensure that all participants understood that they were free to talk or not as the mood took them. Design and collection of the corpus is fully described in [18]. The audio recordings included near-field chest or adjacent microphone recordings for each speaker. These were found to be unsuitable for automatic segmentation as there were frequent overlaps and bleedover from other speakers. After a manual synchronisation, the audio files for each speaker were segmented manually into speech and silence intervals using Praat [3] on 10 and 4-second or smaller windows as necessary. The process was then repeated for the sound file recorded at the same time for each of the other speakers, resulting in annotations checked across five different sound files. Any remaining speech intervals not assigned to a particular speaker were resolved using Elan [24] to refer to the video recordings taken at the same time. There are concerns to note with the manual segmentation into speech and silence and indeed in manual annotation of disfluencies, as human hearing and comprehension is a filter rather than a simple sensor. Humans listening to speech can miss or imagine the existence of objectively measured silences of short duration, especially when there is elongation of previous or following syllables [16], and are known to have difficulty recalling disfluencies from audio they have heard [5]. However, in the current work, speech can be slowed down and replayed and, by zooming in on the waveform and spectrogram, annotators can clearly see silences and differences in amplitude on the speech waveform and spectrogram. This need to match the heard linguistic and non-linguistic content to the viewed waveform and spectrogram means that it was much more likely that pauses and disfluencies would be noticed.

**Figure 1:** Setup for Session 1 of D64 Recordings.

After segmentation the data for Session 1 of the corpus were manually transcribed and annotated, using a scheme largely derived from the TRAINS transcription scheme [10]. Words, hesitations, filled and unfilled pauses, unfinished words, laughs and coughs were transcribed and marked. The transcription was carried out at the intonational phrase (IP) level rather than the more commonly used interpausal unit (IPU) as IPs are a basic unit for intonation study and can easily be concatenated to the interpausal unit (IPU) and turn level as required. The transcriptions were then text-processed for automatic word alignment, which was carried by running the Penn Aligner [25] over a sound file and accompanying transcription for each intonational phrase annotated. Sections which could not be automat-
ically aligned, where there was significant overlap or cut off words, were manually aligned. In order to more fully investigate genre within casual talk, conversational sections were labeled as discussion, dominated, or idling. Idling was labeled orthogonally to discussion and dominated as it could occur within either modality. Discussion referred to stretches of talk shared more or less evenly among two or more participants throughout the bout, while dominated referred to bouts largely dominated by one participant. These often took the form of narratives or recounts of personal experiences, extended explanations or opinions. A total of 142 ‘bouts’ were annotated, of which 14 were labeled as ‘discussion’ while the remaining 128 were classed as dominated.

Table 1: The annotation code used for disfluencies.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>.</td>
<td>interruption point</td>
</tr>
<tr>
<td>-</td>
<td>unfinished word</td>
</tr>
<tr>
<td>~</td>
<td>unfinished utterance</td>
</tr>
<tr>
<td>caret</td>
<td>contracted word</td>
</tr>
<tr>
<td>r</td>
<td>repeated word</td>
</tr>
<tr>
<td>s</td>
<td>substituted word</td>
</tr>
<tr>
<td>d</td>
<td>deleted word</td>
</tr>
<tr>
<td>f</td>
<td>filled pause</td>
</tr>
<tr>
<td>x</td>
<td>pause</td>
</tr>
<tr>
<td>o</td>
<td>overlap</td>
</tr>
</tbody>
</table>

The word level transcription was then used with the sound files to annotate disfluencies using Praat. The scheme and procedures used were based largely those outlined in Shriberg’s and Eklund’s respective theses [22] [8], and in Lickley’s annotation manual for the MapTask corpus [14], with extra labels and conventions for recycled turn beginnings [20], disfluencies in the presence of overlapping speech from another participant, and unfinished and abandoned utterances. The symbols used are outlined in Table 1. Complex, or nested, disfluencies were labelled following Shriberg’s method [22], and no indexing was used for substitutions or repetitions. Pauses within utterances were annotated with ‘x’ when they occurred within a larger disfluency or with ‘[.x]’ when they occurred alone. The annotated data sample comprised 15,545 words across 6164 intonation phrase units, with 1505 annotated disfluencies. There were 653 lone pauses, which were removed from the dataset for the purposes of this analysis. Of the remaining 853 disfluencies, 117 were complex. Just over 15%, 128 disfluencies, occurred in the presence of overlap by another speaker below we describe preliminary results on the distribution of disfluencies in the corpus in general and particularly disfluencies in the presence or absence of overlapping speech in the dominated genre.

4. RESULTS AND CONCLUSIONS

We concentrate on the dominated genre of talk, comprising 777 disfluencies. For preliminary investigation, complex disfluencies were removed from the dataset, leaving 668 disfluencies, of which 13%, 87 disfluencies, were in the presence of overlap.

Table 2: Disfluency types in overlap in dominated genre (%).

<table>
<thead>
<tr>
<th>Sp</th>
<th>Del</th>
<th>Rep</th>
<th>Sub</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>52</td>
<td>34</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Main</td>
<td>59</td>
<td>18</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>Other</td>
<td>67</td>
<td>25</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

In the overlap condition, the distribution of disfluency type over all disfluencies, and for the dominant or main speaker and other speakers in the dominated genre is shown in Table 2. It can be seen that the distributions are similar for both the main and other speakers with the bulk of disfluencies in overlap occurring as deletions of unfinished utterances. This finding is consistent across both dominant speakers and other speakers. However, speakers other than the main speaker were even more likely to abandon their utterance, while the main speaker used more filled pauses in overlap, possibly to indicate intention to continue.

Table 3: Disfluency types in non-overlap in dominated genre (%).

<table>
<thead>
<tr>
<th>Sp</th>
<th>Del</th>
<th>Rep</th>
<th>Sub</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>18</td>
<td>36</td>
<td>8</td>
<td>38</td>
</tr>
<tr>
<td>Main</td>
<td>20</td>
<td>37</td>
<td>7</td>
<td>36</td>
</tr>
<tr>
<td>Other</td>
<td>13</td>
<td>36</td>
<td>10</td>
<td>41</td>
</tr>
</tbody>
</table>

In the non-overlap condition there were 581 disfluencies, distributions for all speakers, main and other speakers can be seen in Table 3. In this condition, deletions and filled pauses are the most common types of disfluency and almost equally common, with the distribution showing consistency for main and other speakers. Figure 2 contrasts the frequency of each disfluency type in main and other speakers in the overlap and non-overlap environments.

Our preliminary results show a strong tendency for speakers to stop in the presence of overlap,
although this does not always happen. It would be very interesting to analyse whether this tendency and indeed the occurrence of disfluency varies throughout the course of a bout of dominated conversation for main and other speakers. However, we cannot simply use distance of disfluencies from the bout start as the proportion of speech by different participants varies as each bout progresses. We are currently working on a measure of distance from the start of each bout which takes account of this variation. This will allow us to further explore the role of disfluency in casual multiparty conversation.
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ABSTRACT

Against the background of a ‘cline model’ of increasing fluency/decreasing disfluency from ENL to ESL to EFL forms of English, the present pilot study investigates (dis)fluency features in British English, Sri Lankan English and German Learner English. The analysis of selected variables of temporal fluency (viz. unfilled pauses, mean length of runs) and fluency-enhancement strategies (viz. discourse markers, smallwords and repeats) is based on the c. 40,000-word subcorpora of the British and the Sri Lankan components of the International Corpus of English (ICE-GB and ICE-SL) and the c. 80,000-word German component of the Louvain International Database of Spoken English Interlanguage (LINDSEI-GE). The study reveals that, while the EFL variant shows the lowest degree of temporal fluency (e.g. the highest number of unfilled pauses), the findings are mixed for ESL and ENL (e.g. the ESL speakers show a lower number of unfilled pauses, but the ENL speakers show a higher number of smallwords). Also, variant-specific preferences of using certain fluency-enhancement strategies become clearly visible.

Keywords: ENL vs. ESL vs. EFL, fluency, corpus-based (dis)fluency, fluency profiles.

1. INTRODUCTION

Kachru’s [14] distinction between English as a native language (ENL), English as a second language (ESL) and English as a foreign language (EFL) has exerted an enormous influence on the modelling of Englishes worldwide. However, newer research shows that this distinction is far from clear-cut and the recent tendency has been to bridge this “paradigm gap” [22] and view EFL, ESL and ENL rather as a continuum (cf. [4, 5, 7, 13, 15, 17, 18]). Corpus-based studies in this vein have mainly focused on written English so far (very few exceptions being [1], [5] or [9]). A comparative approach to spoken fluency in inner-circle compared to outer-circle and expanding-circle varieties has not yet been undertaken; indeed, fluency has not played a major role so far in the description of post-colonial varieties of English. Thus, in the present pilot study, I put into perspective some all-pervading and typical features of spoken English, namely variables that are associated with fluency and/or disfluency. Against the background of a ‘cline model’ of ENL, ESL and EFL forms of English [7], I assume that the use of fluency variables such as filled or unfilled pauses by competent speakers of institutionalised ESL varieties shares some aspects with ENL usage while other aspects are shared with EFL usage. I also assume that there are correlations between the variety and frequencies of “fluency-enhancement strategies” [8], such as discourse markers on the one hand and the status of variant type of English (along the lines of [14]’s model from EFL over ESL to ENL) on the other.

2. FLUENCY IN ENL, ESL AND EFL

To a certain extent, differences between ENL, ESL and EFL are to be expected on all descriptive levels, caused by the different underlying acquisition processes, as L1 acquisition in an ENL context is held to be more holistic in nature while the acquisition of English as a non-native language in ESL and EFL contexts tends to be more analytic (see [23]). On the other hand, English is used much more widely and ‘naturally’ in both ENL and ESL contexts for intranational purposes, while in EFL contexts English is taught and learned primarily as an international means of communication without the EFL learners having much exposure to the target language. Therefore, an increase in fluency performance from EFL to ESL to ENL can be expected.

Against this background, this paper investigates a speaker’s fluency level (1) on the one hand, by looking at his/her use of temporal fluency features (here, I count unfilled pauses [UPs] and measure the mean length of runs [MLR]), and (2) on the other hand, by seeing how a speaker employs “fluency-enhancement strategies”, i.e. strategies of “dealing with speech planning phases and easing processing pressure” [8, 42]. In the pilot study, I included the following three categories that are used as fluency-enhancement strategies:

1. Discourse markers ([DMs], viz. you know, you see, well, like, right, all right, okay, I don’t know);
2. Repeats that usually tend to occur with a high frequency at the beginning of an
utterance to ease the processing load [2] ([REPs], viz. pronouns, articles/determiners, possessive determiners, conjunctions, prepositions, high-frequency verbs and subject-verb-contractions); and
3. Smallwords, i.e. “small words and phrases, occurring with high frequency in the spoken language, that help to keep our speech flowing” [12] ([SWs], viz. sort of/sorta, kind of/kinda, quite).

In order to test if there are variant-specific preferences of using certain fluency-enhancing strategies within speaker groups, the use of these strategies will be set in relation to one another across the three variants. To this end, I investigated Great Britain from the inner circle, Sri Lanka from the outer circle and Germany from the expanding circle.

Thus, the aims of the present pilot study are
1. To test if temporal fluency increases from ENL to ESL to EFL and thus reflects the ‘cline model’;
2. To test whether there are variant-specific preferences in the use of fluency-enhancing strategies in ENL, ESL and EFL variants of English.

3. DATABASE AND METHODOLOGY

As the present pilot study investigates selected temporal fluency variables and fluency-enhancement strategies whose frequency and distribution are very prone to genre- and register differences, it is important to use comparable datasets for the analysis. However, since a spoken corpus including all three ENL, ESL and EFL variants is not (yet) available, the most practical solution for the time being is to use comparable corpus data from two different projects including similar and thus comparable genres and registers, namely the International Corpus of English (ICE; cf. [10]) and the Louvain International Database of Spoken English Interlanguage (LINDSEI; cf. [6]). I thus chose one inner circle and one outer circle 40,000-word subcorpus, compiled from the ‘private conversations’ and ‘broadcast discussions’ sections of the British and the Sri Lankan components of ICE (ICE-GB and ICE-SL), and the German component of LINDSEI (LINDSEI-GE; cf. [3]), a c. 86,000-word learner corpus compiled from 50 interviews with advanced German learners of English at the university level.

The analysis of (dis)fluency features was done in two steps: In a first step, all (dis)fluency features were automatically extracted from the corpora by using the corpus-analysis software Wordsmith v. 5.0; cf. [20] and then manually disambiguated (for discourse markers, repeats and smallwords) in a second step. The MLR was calculated semi-automatically. A run is defined as being a speaker’s utterance until the occurrence of a disfluency. All the uninterrupted runs were measured manually and their mean value was then calculated automatically. Linear regression models were then fitted [11] to predict the effect of the variant type on the investigated fluency variables and fluency-enhancing strategies using the software package R [19].

4. FINDINGS

4.1. Temporal fluency

For the temporal variables, the hypothesized distinct cline in fluency from EFL to ESL to EFL is only visible in the variable MLR. A linear model revealed that the variant types differ significantly from each other (adjusted $R^2=0.42$, $F=31.88$, $df=82$, $p<5.73e-11$). As it becomes clearly visible from the left-hand panel in Figure 1, the model predicts the longest MLRs for ENL speakers of British English, followed by the ESL speakers of Sri Lankan English. The model predicts by far the shortest MLRs for the EFL speakers from Germany.

![Figure 1: Effect plots of predicted MLR in ICE-GB, ICE-SL and LINDSEI-GE (left-hand panel) and number of UPs phw in ICE-GB, ICE-SL and LINDSEI-GE (right-hand panel).](image)

For the frequency of UPs, the model revealed that, again, the variants differ significantly from each other. This model even accounts for 74% of the variance in the data (adjusted $R^2=0.74$, $F=129.6$, $df=87$ DF, $p<2.2e-16$). However, for UPs the model’s predictions do not follow the hypothesized cline: The model predicts by far the highest frequency of UPs for German EFL this time, however, followed by British ENL, and the lowest frequency is predicted for Sri Lankan ESL. These findings are illustrated in the right-hand panel in Figure 1.
4.2. Fluency-enhancement strategies

The analysis of the functions of fluency-enhancement strategies across variants yields highly significant differences between the three variants \( \chi^2 = 893.52, df = 6, p < 2.2e-16 \). These are illustrated in the association plot in Figure 2, where a significant overrepresentation is illustrated by a black upward block and a significant underrepresentation is illustrated by a red downward block. The frequency of a feature is accounted for in the width of the blocks (i.e. FPs are the most frequently used strategies and SWs the least frequently used ones).

Figure 2: Association plot of fluency-enhancement strategies (viz. FPs, SWs, REPs and DMs) in ICE-GB, ICE-SL and LINDSEI-GE.

There are indeed highly significant variant-specific preferences when we see which fluency-enhancement strategies are used in ICE-GB vs. ICE-SL. A comparison between British ENL and Sri Lankan ESL, again, reveals highly significant differences \( \chi^2 = 70.60, df = 3, p < 3.182e-15 \). More specifically, the ESL variant clearly prefers to use REPs and DMs as fluency-enhancing strategies, whereas the British speakers have a marked preference for FPs and SWs.

5. CONCLUSION AND OUTLOOK

The present pilot study revealed that temporal fluency increases from EFL to ESL/ENL speakers. The German EFL speakers show by far the lowest temporal fluency reflected in their short mean length of runs and their high frequency of unfilled pauses. The same is reflected in the learners’ immense overrepresentation of filled pauses as their main fluency-enhancement strategy. This is very much in line with the initial hypothesis that learners of English from the expanding circle who cannot take advantage of having much exposure to the target language in their everyday lives show a highly significantly lower temporal fluency (even though two thirds of the learners in the corpus spent time abroad in an English-speaking country).

However, things are somewhat different when we compare the British ENL speakers and the Sri Lankan ESL speakers, as the investigated fluency variables do not always follow the predicted cline of an increase in fluency from ESL to ENL. Speakers of ESL have a much lower number of unfilled pauses in their speech than ENL speakers, which is an indication of a high temporal fluency on the part of the ESL speakers. Also, when comparing the ESL speakers to the ENL speakers regarding the use of fluency-enhancement strategies, we find that ESL speakers have clear variant-specific preferences of establishing spoken fluency through strategies that are different from the British ENL speakers’. This seems to be one first indication that speakers of ESL variants of English can establish an even higher temporal fluency than ENL speakers regarding some variables. Also, ESL speakers establish spoken fluency by using different strategies than the other two variants. EFL speakers’ fluency performance seems to be affected by the low degree of exposure to the target language, and by the same token, the ESL speakers’ fluency performance seems to highly benefit from their exposure to English in their everyday lives.

However, the present study included one representative of each variant only and can thus only be seen as a preliminary pilot study that will need much more empirical back-up before it will be possible to make any valid claims across variant types. Future studies thus need to include more data of different variants from all three circles: 1) from
the inner circle, in order to determine whether there are differences within the circle of native speakers how they establish spoken fluency by using possibly different fluency-enhancement strategies; 2) from the outer circle that represent different “evolutionary stages” [21], in order to test if the trends found in the present pilot study can be extended to other variants at different degrees of nativization, as such correlations have already been shown to exist at the lexicogrammatical level in previous studies (e.g. [16]); and 3) from the expanding circle that have different degrees of exposure to the target language, in order to determine if all learner variants show a lower degree of fluency than the representatives of the other two circles.

From the perspective of corpus comparability, it would be highly desirable to have a language database that includes spoken data of representatives of all three circles in order to be able to compare datasets that are maximally compatible.
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ABSTRACT

A growing stream of research shows evidence of the metalinguistic information that disfluencies (silent and filled pauses, repetitions, false-starts, repairs, etc.) can display to listeners. As a result, disfluencies may work as fluent devices. By means of a decision task latencies, this study investigates whether lexical repetition co-occurring with an editing term affects the perception of native speakers of French. There is a lack of consensus in the literature: do disfluencies trigger conceptual priming of complex entity or act simply as attention cues? Results from multiple analysis of variance and linear mixed-effect modelling show that the presence of a disfluency triggers a faster response from the participant, however complex the following noun-phrase might be, supporting the hypothesis that repetition and co-occurring editing terms act as cognitive signposts rather than as cues of complexity of an upcoming event.

Keywords: Disfluencies, reaction time, perception, prosody, repetitions, French.

1. INTRODUCTION

Literature qualifies oral speech production as notoriously disfluent (i.e. containing silent and filled pauses, false-start, prolongations, repetitions, substitutions, deletions, insertions, etc.): disfluency rate range from 1 up to 6% of speech in conversation [9], varying according to multiple parameters as cognitive, social and situational factors that may interact to affect speech production (age, gender, familiarity of the subject, etc.) [15, 4]. In perception, most of these occurrences do not lead to comprehension issue. Research agrees that disfluencies may work as fluent devices as they depict information about the speaker’s confidence, his planning difficulties, and are even used as tools to coordinate conversational interaction [18].

The goal of a cognitive approach to disfluencies would be to determine on the one hand which factors are responsible for disfluencies’ production in everyday speech and on the other hand to understand how speech containing disfluencies would affect the processes of the listeners in terms of comprehension, prediction, memory or attention [5]. Accordingly, in Segalowitz’ terminology, the hypothesis underlying this contribution works towards a better understanding of the perceived fluency by native French speakers or “the inferences hearers make about speakers’ cognitive fluency based on their perceptions of the utterance fluency” [17]. Within this framework, the utterance fluency is acoustically measured on the generated audio stimuli while the experimental design connects it to the cognitive fluency (or the “efficiency of operation of the underlying processes responsible for the production of utterances”) [17] by measuring latency of responses (RT) to a decision task with sentences including a disfluency, namely a lexical repetition and a co-occurring editing term.

1.1. The present study

Repetitions are the second most frequent marks of (dis)fluency, after filled and silent pauses: they represent an average 25% of all disfluency types in various discourse genres [12]. Disfluency have been sometimes depict as a tool to capture attention and/or a cue for conceptual priming of a complex entity [2, 19]. As priming facilitates perceptual processing, some disfluencies would make utterances more fluent. Literature already attests for the structuring function of silent and filled pauses, especially in the hearers’ expectations about the complexity of an upcoming event [7, 19] and its relevance [2]. The field of linguistics tends to assume that all disfluencies types display metalinguistic information [6] but neurological work attested that “not all disfluencies are equal”: they do not affect underlying cognitive processes of speech perception identically in terms of prediction, attention, comprehension or memorization [13]. However, apart from works by [9], [16] and [19] little experimental evidence exists on the hypothetical coherence and fluency function of disfluencies other than filled pauses (FP), such as repetitions, false starts or reformulations.
1.2. Hypothesis

According to the fact that, as the simplest exemplars of a target category, visually non compound stimuli (a sphere without vs with arrows) are inherently more fluent (i.e., easier to process) [1], we predict that RTs to simple shapes would be shorter than to compound ones. Secondly, we hypothesize that RTs to compound shapes would be shorter when preceded by a repetition, than when there is none, as they might give a cue to the speaker’s planning difficulty and allow some time to predict the content of the upcoming utterance [19]. Thirdly, due to FPs’ relative salience in the speech flow, we predict an additional result of disfluencies: repetitions containing an editing term will result in quicker response than simple repetitions.

2. METHOD

2.1. Participants and Design

Inspired by [19], the within repeated measures design invited 62 native speakers of French to listen once to 96 sentences describing both a simple and a compound shape (complexity factor – as verbally, linguistic complexity in surface generally “includes more words”). Their task was to listen once to each sentence and press the left or right key as soon as, from a displayed pair on a computer screen, they identified the shape corresponding to the description.

The paired shapes (Figure 1) were always of the same type and colour so that these features would not affect the task. The simple shape was always on the left side and the compound one on the right. The actual measurement of the exhaustion of the free capacity (log(RT)) is used as a concrete definition of “retrieval disfluency”, the speed with which objects are accessed. They were automatically subtracted by the word onset-time (disambiguating syllable) from the RT measured from the start of the sound files.

2.2. Material

In summary, the experiment consisted of 96 items (24 similar items in 4 different conditions). The shapes in the sentences were either preceded by a repetition including (1) a FP (original filler repetition), (2) a silent pause of same duration (repetition with silent pauses), (3) no pause (contiguous repetition) or (4) no repetition at all (no repetition) (fluency factor). In addition, each utterance contained a phrase describing a colour and a shape in this order (e.g. “Bring me the uh the red circular paper from the living room” (simple shape with filler repetition), “Bring me the the orange circular paper with arrows from office” (compound shape with contiguous repetition)). All sentences were transcribed and phonetically aligned under Praat [3] using EasyAlign [11].

A thorough prosodic analysis of the 24 original sentences including a filler and a repetition were pronounced twice by a French native speaker, allowing the selection of stimuli with very little prosodic variation. The original utterances including a filler repetition were used to generate the 3 other sets of conditions by editing the appropriate audio segment. Using Prosogram v2.9 [14], the 24 stimuli showing the least prosodic variation were selected according to the smallest relative distance from the mean and median of : the speech rate, the pitch range in semitones, the top and bottom pitch, the pitch mean and median, the mean proportion of glissando, rises and falls of each audio-sample, the duration of the schwa in “le” (the first “le” in “Apporte-moi le euh le papier bleu triangulaire qui est dans le bureau”) and the relative duration of the filler “euh”.

T-tests for the two levels of complexity were separately performed for each prosodic feature and none of them was proven significant apart from the absolute speech time of the stimuli between the two complexity conditions. On average compound shape stimuli are 600 ms. longer than simple stimuli. Filled pauses in the simple condition were not longer than in the compound shape condition. Schwas before the repetition were uttered with a homogeneous lengthening across conditions \((M = 350 \text{ ms.}, SD = 38 \text{ ms.})\), in accordance with the tendency observed on the first part of repetitions and segments preceding a FP [18].

3. MAIN RESULTS

3.1. Error Rates and Types

Overall, the mean rate of correct responses was 98.147% \((SD = 1.73)\), results comparable with [19]. Precocious responses (i.e. anticipated responses made before the disambiguating sound) were discarded and treated as errors. Error rates were significantly different in the simple and compound conditions \((t(4.92) = 4.92, p < 0.005)\), supporting the fact that the compound shapes were indeed of higher complexity.
Roughly, the participants pressed a key between 0.55 and 0.70 sec. after the onset of the disambiguating syllable (Fig. 2). As in [19], a two way repeated measures analysis of variance (ANOVA) revealed an expected main effect of the complexity factor \( F(1,61) = 26.76, p < 0.001 \). As the first hypothesis predicted, latency is indeed shorter for simple NPs than for complex ones. Moreover, contrary to the homologue Japanese study, we did find a significance of the main effect of the fluency factor as post-hoc comparisons using t-test with Bonferroni correction indicated that the mean scores within fluency conditions were statistically significant \( F(3,183) = 3.87, p < 0.02 \).

### 3.2. Linear mixed-effect Modeling

A linear-mixed effect model was selected based on AIC and log-likelihood \((\text{pseudo} - R^2 = 57\%)\). Aside from random items and subjects, the model included complexity and fluency factors as well as the position of the item in the experiment and the results of the participants to the Cognitive Reflection Test (CRT), a simple measure of cognitive ability associated with analytic thinking [10]. The latter parameter adds robustness to the model as it is highly correlated with the intercept \((r = 0.821)\). Table 1 shows the results for fixed effects (with default contrast treatment). The intercepts represent the original filler repetition in the compound shape condition \( M = (e^{660.82/1000}) = 1.94 \) sec.). Increased knowledge about participants (age, gender, musical knowledge or bilingual aptitude) were not included in the model as they did not increase the explained variance.

Firstly, the negative estimates on the CRT reveals that the lower the participants score on the Cognitive Reflection Test (i.e. make assumption or anticipate on the upcoming content), the fastest participants react to the stimuli. Overall, RTs were indeed 1.65 sec. shorter for simple NPs than for complex ones. Moreover, the fluent condition elicited longer RTs than all other conditions, for both compound and simple shapes (+1.01 sec., \( p < 0.05 \)).

Little variance is attested between other fluency levels. Post-hoc tests did show a significant difference among fluency conditions in the simple condition, \( F(3,58) = 2.79, p < 0.05 \), but no significant difference in the compound shape condition \( F(3,58) = 1.9, p = 0.131 \). These results contrast with [19] who reported and inverted significance. As a result, the second hypothesis according to which RTs to compound shapes would be shorter when there is a repetition than when there is none, and that RTs to simple shapes might be longer with a repetition than without can not be fully supported. In fact, due to the lack of interaction between fluency and complexity factors, we can solely conclude that, no matter the complexity condition, overall sentences with repetitions did induce shorter RTs than fluent ones. No matter the complexity condition, sentences with repetitions did induce shorter RTs than fluent ones. The third hypothesis is partially confirmed. Overall, repetitions including a FP as an editing term show shorter RTs than their homologue silent version \((t(60) = 4.018, p < 0.001)\), thus leaning in favour of the interpretation of the filler and repetition additive weight. Nonetheless, there is no strong difference in latency between the filler condition and contiguous repetition condition, encouraging to consider that the decrease in latency may be due more to the presence of a repetition than to the presence of FP. Moreover, within the simple condition, replacing the FP by a silence doesn’t significantly increase the latency, same is said when erasing the FP altogether (+1.011 and +1.00 sec. respectively).

To summarize, Figure 3 illustrates the differences in least square means across fluency conditions and their confidence interval (based on Kenward-Roger approximation). The least mean square differences were also found shorter for sentences including a
repetition with silence than for fluent ones, but not significantly. In decreasing order, fluent sentences, repetitions with silent pauses and contiguous repetitions show longer RTs than repetitions with filler. Furthermore, latency to contiguous repetitions are also significantly shorter than their fluent version ($p < 0.001$ for no.rep-sil).

4. DISCUSSION AND CONCLUSION

The study tested the hypothesis according to which hearers expect rather long or complex phrases when preceded by a disfluency. Our results do not entirely converge with previous studies: no interaction was found between fluency and complexity factors. Repetition and its editing terms do not seem to facilitate processing or bias hearers’ expectations when complexity rises which does go in line with [13] and [8]. Significant difference in RTs was observed within the fluency condition for simple shapes but not for compound ones. Results show that native speakers of French are quicker to respond to compound and simple shapes when there is a contiguous repetition or a repetition with a FP. In decreasing order, fluent sentences, repetitions with silent pauses and contiguous repetitions show longer RTs than repetitions with filler. The findings seem to support that the combination of repetition with FP does not have an additive effect. According to the results, repetitions and FPs would cause hearers to react faster; they can thus be interpreted as a cue to catch their attention rather than as a complexity cue.
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ABSTRACT

Faced with planning problems related to lexical access, speakers take advantage of a major function of disfluencies: buying time. It is reasonable, then, to expect that the structure of disfluencies sheds light on the mechanisms underlying lexical access. Using data from the Switchboard Corpus, we investigated the effect of semantic competition during lexical access on repetition disfluencies. We hypothesized that the more time the speaker needs to access the following unit, the longer the repetition. We examined the repetitions preceding verbs and nouns and tested predictors influencing the accessibility of these items. Results suggest that speed of lexical access negatively correlates with the length of repetition and that the main determinants of lexical access speed differ for verbs and nouns. Longer disfluencies before verbs appear to be due to significant paradigmatic competition from semantically similar verbs. For nouns, they occur when the noun is relatively unpredictable given the preceding context.
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1. INTRODUCTION

Several studies have suggested that disfluencies are used by speakers to buy time until the selection and planning of upcoming items is completed [9, 26]. This claim is supported by studies that show an increase in the rate of disfluencies as a result of utterance length [28] and difficulties in planning [21]. But more specifically, it is supported by the fact that disfluencies appear in production before words that are hard to access. Words may be hard to access because they are unpredictable [8, 2] or infrequent [17, 2], or because there are many semantically similar words that compete with them for selection [14, 25]. This difficulty in access is especially severe if the competitors are more frequent than the target word [27] or have been made highly accessible through priming [18]. The stronger the competition, the more time is needed for the lexical selection process. Disfluencies may therefore be longer in highly competitive contexts, as the speaker needs to buy more time to plan the upcoming material.

In the current paper, we examine this hypothesis for repetition disfluencies preceding nouns and verbs. Theories of sentence production differ on whether verbs and nouns are selected at the same time during planning. On the one hand, both are lexical rather than functional items and therefore might be expected to be selected at the same time following the building of the sentence’s structural frame [6]. On the other hand, verbs have been suggested to project the sentence’s argument structure into which nouns (or noun phrases) are then slotted, or, in constructionist approaches to syntax, to be tightly fused with the sentence’s argument structure construction, which again is selected early in sentence planning [10]. If verbs are selected before nouns, we expect to see predictors of accessibility vary with lexical category of the target, as nouns are selected in the context of verbs while verbs are selected in a more context-independent manner. Differences in predictors of accessibility for nouns vs. verbs, as reflected in lengths of repetition disfluencies preceding these items, may therefore shed light on the time course of sentence planning.

2. METHODS

2.1. Repetition disfluencies

Repetition disfluencies are interruptions in the flow of speech followed by repetition of one or more of the items preceding the interruption point. We limited our study to instances of one-word and two-word repetitions preceding main verbs and nouns in the Switchboard Corpus [7]. Some data were excluded. Repetitions that were within one word of the preceding clause boundary were excluded. This is due to the fact that repetitions never span clause boundaries, so in these cases, the speaker would be limited to produce a one-word repetition only. Cases in which another disfluency immediately preceded or followed the repetition disfluency were also excluded. Our data included 2858 verbs and 1899 nouns following one-word repetitions and 776 verbs and 452 nouns following two-word repetitions. Examples of one-word and two-word repetitions are shown in (1) and (2). The ‘+’ indicates the...
interuption point and the ‘[’ mark the disfluency boundary.

1) I think it gets them prepared [to, + to] learn how to volunteer as they get older.
2) Now I’m probably [going to, + going to] upset you.

Henceforth, we use the following templates to refer to the structure of repetitions in the preceding and following context of the interruption point. ‘W’ stands for ‘word’ and the subscriptions denote the distance from the interruption point. The word(s) within the brackets on either side of the interruption point is (are) the same words. W1 is either a noun or a verb and immediately follows the repetition.

- One word repetitions
  \[ W_{-3} W_{-2} [W_{-1} + W_{-1}] W_1 \]
- Two-word repetitions
  \[ W_{-3} W_{-2} [W_{-1} + W_{-2} W_{-1}] W_1 \]

2.2. Cohesion and interruptibility

Besides accessibility, the length of a repetition disfluency may be influenced by characteristics of the preceding context. In particular, studies have shown that production tends not to restart from the middle of a cohesive unit [5]. Words, as the paradigm examples of cohesive units in language, are impervious to restarts: following an interruption, production always restarts from at least as far back as the preceding word boundary, in (3) and (4), and never from the middle of the word, hence the ungrammaticality of (5).

3) I [had a similar, + a similar] health plan.
4) I [had a similar, + similar] health plan.
5) *I [had a similar, + -imilar] health plan.

But not all words are the same when it comes to interruptibility. Less frequent words are more susceptible to interruption than frequent ones. Logan [15] shows that in stop-signal tasks, it is more difficult to stop typing the word *the* compared to other less frequent words such as *thy*. There is also evidence that frequent words are less likely to be interrupted prior to completion than infrequent words [12, 23]. Likewise, cohesion of a unit bigger than a word may result from a high degree of co-occurrence between words rather than being completely determined by syntactic constituency. For example, sentence comprehension is sensitive to frequencies of compositional four-word strings that are not syntactic constituents (e.g., *in the middle of vs. in the side of*) even when frequencies of the component units are controlled [29]. This is in line with usage-based linguistic theory, which claims that “units used together fuse together” [4].

According to Levelt [13], speech production is restarted from the nearest major syntactic constituent boundary. However, the restart location is also influenced by co-occurrence, more specifically backward transitional probability: the probability of a word given the following word [11]. Speakers tend not to restart speech from transitions of high backward transitional probability. This observation is illustrated in (6) and (7). The probability of *of* before *the* is higher than the probability of *for* before *the*. While the speaker has an overall tendency to repeat as little as possible, thus interrupting the fairly cohesive for *the*, they do not interrupt the even more cohesive of the despite the nearest constituent boundary being before *the* in both cases.

6) That place is known for [the, + the] rudest waitresses.
7) The crime level is not as high as it is in other areas [of the, + of the] city.

High cohesion between words preceding the interruption point may therefore cause speakers to repeat more than one word, avoiding interrupting a cohesive unit. Thus, we need to take into account characteristics of the context preceding the disfluency before arguing that repetition length is affected by accessibility of the following word.

2.3. Independent measures

2.3.1. Accessibility

Influences on lexical accessibility include the frequency of the upcoming word [19], the number of semantic competitors (synonyms) of the word, and their frequencies [27]. Words that are infrequent relative to their competitors and that have many competitors are expected to be harder to access [16] and therefore be preceded by longer repetitions. A machine-readable version of Roget’s Thesaurus [24] was used to retrieve and count the number of synonyms for verbs and nouns following disfluencies, but the synonyms were limited to the ones found in the Switchboard Corpus. Frequencies of verbs and nouns and their synonyms were then retrieved from the Switchboard Corpus. So, the predictors for measuring accessibility include: Frequency of the verb or noun following the disfluency; probability of the word following the disfluency given the word that precedes it (i.e., forward transitional probability or FTP) – \( p(W_1|W_{-1}) \); and competition index (the product of number of synonyms for the noun or verb and mean frequency of the synonyms).

2.3.2. Cohesion

Based on the findings of previous work on repetition repair [11], backward transitional probability (BTP) was used in the model as the best index of cohesion
as it impacts repetition length. If BTP of $W_2$ or $p(W_2 | W_d)$ is high, sequence $W_2W_d$ is cohesive, so speakers should avoid restarting the speech from the middle of it, which would result in a longer (two-word) repetition. On the other hand, if BTP of $W_3$ or $p(W_3 | W_2)$ is high, sequence $W_3W_2$ is highly cohesive, which should prevent the repetition of $W_2$ because repetition of $W_2$ would require interruption of the cohesive sequence $W_3W_2$.

2.4. Analysis

Multimodel inference with logistic regression [3] was used to assess the predictors (MuMIn package in R [1]). In this method, models containing all possible subsets of predictors are built from a complex regression model. Coefficients are then derived by averaging across models, weighting each model in proportion to its predictiveness. There were no random effects in the model, as models with random effects (of speaker and following word) would not converge given the small number of observations per speaker and per following word. Note that to reduce skew, predictors were scaled using log, rank, and square root transformations. Therefore, the magnitudes of coefficients of the various predictors within a model cannot be directly compared.

3. RESULTS

The results of the analysis for verbs are summarized in Table 1. High BTP of $W_2$ resulted in longer repetitions, and high BTP of $W_3$ resulted in shorter repetitions ($p < .001$). Thus, speech production tends not to restart from transitions with high backward transitional probability. In addition, there is an effect of accessibility: nouns with higher predictability (forward transitional probability) tend to follow shorter repetitions ($p = 0.0142$).

| Predictors     | Estimate | z value | Pr(>|z|) |
|----------------|----------|---------|----------|
| (Intercept)    | -0.351   | 0.535   | 0.5924   |
| Noun Frequency | 0.068    | 1.059   | 0.2898   |
| BTP($W_2W_1$)  | 0.421    | 9.289   | < 2e-16  |
| BTP($W_3W_2$)  | -0.002   | 8.231   | < 2e-16  |
| Competition    | 0.062    | 1.032   | 0.3020   |
| FTP($W_1|W_2$)   | -0.129   | 2.451   | 0.0142   |

The results of the analysis for nouns are summarized in Table 2. Comparable to verbs, high BTP of $W_2$ resulted in longer repetitions, and high BTP of $W_3$ resulted in shorter repetitions ($p < .001$). Thus, speech production tends not to restart from transitions with high backward transitional probability. In addition, there is an effect of accessibility: nouns with higher predictability (forward transitional probability) tend to follow shorter repetitions ($p = 0.0142$).

Table 2: Model averaged coefficients for nouns.

| Predictors     | Estimate | z value | Pr(>|z|) |
|----------------|----------|---------|----------|
| (Intercept)    | -0.351   | 0.535   | 0.5924   |
| Noun Frequency | 0.068    | 1.059   | 0.2898   |
| BTP($W_2W_1$)  | 0.421    | 9.289   | < 2e-16  |
| BTP($W_3W_2$)  | -0.002   | 8.231   | < 2e-16  |
| Competition    | 0.062    | 1.032   | 0.3020   |
| FTP($W_1|W_2$)   | -0.129   | 2.451   | 0.0142   |

4. DISCUSSION

For both verbs and nouns, disfluency length was significantly influenced by both accessibility of the upcoming word and cohesion of the preceding string. Cohesive word sequences preceding hard-to-access nouns or verbs are likely to be repeated as a unit. However, the best predictors of accessibility were different for nouns and verbs. For verbs, accessibility was best captured by context-independent measures: frequency and the cumulative strength of semantic competitors. For nouns, accessibility was best captured by probability of noun given the preceding context. In other words, longer disfluencies before verbs happen when the verb is facing significant paradigmatic competition from semantically similar verbs. Longer disfluencies before nouns appear to occur when the noun is relatively unpredictable given the preceding context. This is consistent with the idea that sentence planning consists of selecting a grammatical frame / argument structure construction first, followed by filling in the content words during lexicalization [6] as long as verbs are considered to be tightly fused with the argument structure construction [10]. After verbs are specified during the selection of argument structure construction, nouns are selected and filled in during lexicalization, rendering the choice of noun a more context dependent process.

Why is backward transitional probability a reliable predictor for the length of repetition? Our current interpretation is that BTP is indexing cohesion in the sense of co-occurrence. Studies of statistical learning show learners to be sensitive to BTP in segmenting units out of a continuous speech stream [22]. However, BTP in pre-posing languages such as English is highly correlated with syntactic constituency [11, 20]. So, it is possible that BTP acts as an index of constituency rather than an independent influence on it.
5. CONCLUSION

We investigated factors that predict the lengths of repetition disfluencies based on the preceding and following context. We found that cohesive units preceding interruption point are less likely to be interrupted when restarting production. Additionally, speed of lexical access of verbs or nouns following the disfluency negatively correlates with the length of repetition. However, the best predictors of accessibility differ across lexical category. Frequency and semantic competition are best predictors of the length of repetition before upcoming verbs while the best predictor of repetition length for nouns is contextual predictability. This difference may be due to differences in the timecourse of planning, namely that accessing nouns occurs at a later stage than accessing verbs. The results also corroborate the hypothesis that repetition disfluencies are used to buy time for lexical access.
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ABSTRACT

This paper reports the prevalence of disfluencies in a group of 55 (25F/30M) Swedish children with typical speech development, and within the age range 6:0 and 6:11. All children had Swedish as their mother tongue. Speech was elicited using an “event picture” which the children described in their own, spontaneously produced, words. The data were analysed with regard to sex differences and lexical ability, including size of vocabulary and word retrieval, which was assessed using the two tests Peabody Picture Vocabulary Test and Ordracet. Results showed that girls produced significantly more unfilled pauses, prolongations and sound repetitions, while boys produced more word repetitions. However, no correlation with lexical development was found. The results are of interest to speech pathologists who study early speech development in search for potential early predictors of speech pathologies.
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1. INTRODUCTION

Disfluency is a naturally occurring phenomenon that occurs in with some degree of individual variation in all speakers. While disfluency in adult speech has been devoted a numbers of studies over the past decades, the speech of children have not been subject to a similar number of studies, and in most cases research on non-pathological child speech mainly occurs in control groups in studies of stuttering and other pathologies. The development of speech disfluency in children is to a large extent unknown, and several theories have been forwarded, focusing on different aspects of language acquisition.

2. PREVIOUS RESEARCH

As was pointed out in the previous paragraph, disfluency in adult speech has been thoroughly studied over the past decades, partly from a speech technological perspective. Disfluency research on child speech looks a little different. While it could be argued that disfluency studies in the speech of children commenced already in the seminal papers by Davis (1939, 1940), later studies have appeared at intermittent intervals, using different test and control groups, and to complicate matters further present the reader with the problem of the fast and complicated language and speech development in the young child; comparing a three-year-old with a five-year-old does not amount to the same thing. Or, to use the words of Bornstein, Hahn and Haynes (2004: 268): “At virtually every age, children vary dramatically in terms of individual differences in their language abilities”.

Moreover, many previous studies have focused on stuttering, and children with typical, or non-pathological, speech development have quite often been included mainly as control groups. Thus, it could be argued that even after 75 years of studies, the development of speech disfluency in children is still to a large extent unknown.

Studies of disfluency rates in adult speech have established that around 6% of spontaneously produced speech exhibits some kind of disfluency (Fox Tree, 1995; Oviatt, 1995; Brennan & Schober, 2001; Bortfeld et al., 2001; Eklund, 2004). Studies of general disfluency rates in children have presented similar figures, e.g. Guitar (2013) who reported that preschool children were observed to produce around seven disfluencies per one hundred words, although the percentage of disfluencies in children vary more. It has also been reported that disfluency rates are higher as a function of age, with younger children being more disfluent than older children (Gordon & Luper, 1989).

Levin and Silverman (1965) compared fluency and hesitation in 48 children who told two stories and two different situations: to an audience and to a microphone when no one was present. Using the schemata developed by Trager (1958) and Mahl (1956) they found that speech production was consistent over the different conditions, but that stressful hesitations were responsive to whether the children were speaking in public or privately.

Levin, Silverman and Ford (1967) compared speech disfluency in 24 children, six each from
kindergarten, second, fourth and sixth grade. The children were shown simple physical demonstrations and were then asked to provide descriptions and explanations of these demonstrations. For children of all ages, explanations exhibited more words, more pauses and hesitations, lower speech rate and also longer pauses.

Speech disfluency in children has also been examined from a syntax perspective. Westby (1974) found that highly “dysfluent” children made significantly more grammatical errors than fluent children, irrespective of whether or not the children exhibited stuttering or typical development. Likewise, Haynes and Hood (1978:79), studying 5-year-olds, found “a significant relationship between linguistic complexity and disfluency in children”. On the other hand, Muma (1971) reported no significant relation between disfluency and syntax in a group of highly fluent and highly disfluent 4-year-olds. Pearl and Bernthal (1980), studying 3- and 4-year-olds, reported significantly more disfluencies in passive sentences than in any other sentence type. Similar results, this time for 5-year-olds, were reported by McLaughlin and Cullinan (1989). It has also been shown that speech disfluency in children has a tendency to be subject to clustering (Sawyer & Yairi, 2010; Colburn, 1985) and especially frequent when language development begins and reaches a level where (rudimentary) sentences are being produced (Colburn, 1985).

As for lexical factors, the literature presents inconsistent findings. While some studies on have reported that disfluencies predominantly are related to content words (Juste et al., 2012), the opposite observation has also been made, relating early disfluency primarily to function words (Silverman, 1974). Moreover, Westby (1974) reported that children with atypical lexical development had a higher incidence of disfluency than children with normal lexical development, while e.g. DeJoy and Gregory (1983) reported no significant effect for either vocabulary or syntax.

While sex differences in adult speech disfluency (males being more disfluent), has been reported for e.g. American English (e.g. Shriberg, 1994), no sex differences between the sexes was found in studies of Swedish adult speech (Eklund, 2004; Bell, Gustafson & Eklund, 2000). In a study on speech disfluency in English 7-year-old children (Kools & Berryman, 1971), no differences between the sexes were observed. Likewise, Yairi (1981) found no sex differences in the speech of 2-year-olds.

Finally, looking at disfluency as a function of age, Haynes and Hood (1977) studied speech disfluency in 4- and 8-year-olds and reported only very small, non-significant, differences. DeJoy and Gregory (1978) studied 3.5- and 5-year-olds and reported both similarities (ungrammatical pauses, revisions) and differences (the younger children produced more phrase repetitions, dysrhythmic phonations etc; the older children produced more grammatical pauses). Wexler and Mysak (1982) reported similar disfluency patterns in 2-, 4- and 6-year-old nonstuttering children.

Summing up, it should be obvious from the previous passages that the situation is far from clear when it comes to speech (dis)fluency in children. Whatever factor one looks at, results seem to have a tendency to “point both ways”, and individual variation seems to play a very large role, as pointed out by Bornstein, Hahn and Haynes (quote above). However, this does not mean that the results are “pointless”. From a clinical perspective, any piece of information available to the clinician might be valuable in that it provides the basis to more careful diagnosis and makes the acting clinician more aware of what potential factors and the degree and type of variation present in the developing child. Consequently, all the previous as well as future studies help shed a little light on what apparently is a very complex phenomenon.

3. THE PRESENT STUDY

The present study focused on speech disfluency in a group of 6-year-old children without any diagnosed speech pathology, with focus on three parameters: (1) a general mapping of disfluency in 6-year-old girls and boys; (2) sex differences with regard to disfluency production; and (3) possible correlation with lexical development, including an analysis of vocabulary size and lexical retrieval.

4. METHOD AND ANALYSIS

The study included 55 children, 25 girls and 30 boys between 6;0–6;11 years old. All children had Swedish as their mother tongue. To elicit speech an event picture was used, taken from a neurolinguistic aphasia examination package described in Lindström & Werner (2006). Lexical ability was examined using the two tests Peabody Picture Vocabulary Test (PPTV) (Dunn & Dunn, 1997) and “Ordracet” (Eklund, 1996). The speech data were recorded using a discreet iPhone iOS7 and the sounds files were later converted into wave format and analysed in Praat (www.praat.org). Statistics were calculated using SPSS 22 (www.spss.com).

Interlabeller reliability was tested both between the two main investigators (CH, FP) and an outside speech therapist (MK) and was found to be .94.
Table 1. Summary statistics for all disfluencies broken down for type, number, proportion/percentage and position in sentence/word. All disfluency figures are given as disfluencies/words. Girls and boys are presented in separate columns. Statistical significance is calculated performing Z test-of-proportions, two-tailed. In cases where the difference is significant, the more disfluent group is specified using ♀ for girls and ♂ for boys.

<table>
<thead>
<tr>
<th>Category</th>
<th>Girls</th>
<th>Boys</th>
<th>Statistical Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of words</td>
<td>3377</td>
<td>4600</td>
<td></td>
</tr>
<tr>
<td>Total number of disfluencies</td>
<td>575 (17.0 %)</td>
<td>670 (14.6 %)</td>
<td></td>
</tr>
<tr>
<td>Unfilled Pauses</td>
<td>328 (57%)</td>
<td>360 (53.7%)</td>
<td>p &lt; 0.01 (♀)</td>
</tr>
<tr>
<td>Filled Pauses - All Positions</td>
<td>113 (19.6%)</td>
<td>153 (22.8%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Filled Pauses - initial</td>
<td>58 (10%)</td>
<td>75 (11.2%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Filled Pauses - medial</td>
<td>55 (9.6%)</td>
<td>78 (11.6%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Filled Pauses - final</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Segment Prolongations - All Positions</td>
<td>81 (14.1%)</td>
<td>49 (7.3%)</td>
<td>p &lt; 0.01 (♀)</td>
</tr>
<tr>
<td>Segment Prolongations - initial</td>
<td>26 (4.5%)</td>
<td>12 (1.8%)</td>
<td>p &lt; 0.01 (♀)</td>
</tr>
<tr>
<td>Segment Prolongations - medial</td>
<td>32 (5.6%)</td>
<td>13 (1.9%)</td>
<td>p &lt; 0.05 (♀)</td>
</tr>
<tr>
<td>Segment Prolongations - final</td>
<td>23 (4%)</td>
<td>24 (3.6%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Sound Repetitions - All positions</td>
<td>5 (0.9%)</td>
<td>6 (0.9%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Sound Repetitions - initial</td>
<td>2 (0.4%)</td>
<td>6 (0.9%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Sound Repetitions - medial</td>
<td>3 (0.5%)</td>
<td>0 (0%)</td>
<td>p &lt; 0.05 (♀)</td>
</tr>
<tr>
<td>Sound Repetitions - final</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Syllable Repetitions - All positions</td>
<td>6 (1%)</td>
<td>12 (1.8%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Syllable Repetitions - initial</td>
<td>6 (1%)</td>
<td>12 (1.8%)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Syllable Repetitions - medial</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Syllable Repetitions - final</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td></td>
</tr>
<tr>
<td>Word Repetitions</td>
<td>23 (4%)</td>
<td>56 (8.4%)</td>
<td>p &lt; 0.05 (♂)</td>
</tr>
<tr>
<td>Truncations</td>
<td>19 (3.4%)</td>
<td>34 (5.1%)</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

5. RESULTS

The results are summarized in Table 1 above. As for general frequency, we found that the 6-year-olds in this study on average produced 15.6 disfluencies per 100 spoken words, a result that is different from what is reported in Guitar (2013), who presented adult-like figures in child disfluency. We also observed considerable individual variation, similar to what has previously been reported in the literature for adult speech (e.g. Oviatt, 1995; Bell, Eklund & Gustafson, 2000).

As for differences between the two sexes, we found that girls produced significantly more unfilled pauses, prolongations, sound repetitions in medial position and word repetitions, while boys exhibited more word repetitions. This observation replicates the results presented by Kools & Berryman (1971) for 7-year-olds, and Yairi (1981) for 2-year-olds.

We did not observe any correlation between the amount of disfluencies produces and lexical ability, including vocabulary size and word retrieval, which runs counter to Westby’s (1974) observations.

6. DISCUSSION AND CONCLUSIONS

As has already been pointed out, there is an obvious lack of consistency in the results reported in the literature, across most variables. Although it must be borne in minds that given the very fast and complex development of language and speech in young children, comparisons between different and across studies are cumbersome, for obvious reasons. Comparing our results with previously reported studies highlights this phenomenon in that we both replicate results and present results that run counter to previous studies. It is our belief, and a limitation of the present study, that disfluency in young children must be studied in a way that is solidly based in general theories on child language acquisition. Similar to many previous studies, the present study included a small group of children with a given, and our results need to be corroborated or contested and future studies of children of the same or similar ages. We do hope, however, that the present study helps shed a little bit more light on disfluency incidence in young children.
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ABSTRACT

Despite a great deal of research effort, disfluency and laughter annotation is still an unsolved problem, both in terms of consensus for a general applicable system, and in terms of annotation agreement metrics. In this paper we present a new annotation scheme within a light-weight mark-up for spontaneous speech. We show, despite the low overhead required for understanding the annotation protocol, it allows for good inter-annotator agreement and can be used to map onto existing disfluency categorization, with no loss of information.
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1. INTRODUCTION

Annotating spontaneous speech material is always constrained by a trade-off between time and effort on the one hand and coverage on the other. Here we develop a system for annotating spontaneous speech that reduces effort while increasing coverage of disfluency and laughter phenomena.

The low effort required is due to (1) a minimalist and comprehensive vocabulary to be learned by the annotator and (2) the application directly on the transcription text at transcription time. This makes the scheme easy to learn and handle for non-experts who can facilitate the markup of spontaneous speech phenomena on the fly while transcribing. Further analysis and correction is left to interested experts who can focus on their own research questions more directly than in existing annotation systems where more expert work for identification and labeling of these phenomena might be necessary from the outset. Analyses of agreement confirm that non-experts indeed have little trouble in comprehension and application of this system.

Despite the existence of numerous annotation systems, some of which even focus on spontaneous speech phenomena (see §2 for an overview), these systems never cover all the phenomena potentially of interest to disfluency and dialogue researchers. Our system encompasses a light-weight way of covering all disfluency and laughter phenomena and the potential to be mapped onto existing annotation schemes.

2. EXISTING DISFLUENCY AND LAUGHTER ANNOTATION SCHEMES

There is a plethora of existing speech annotation schemes, some of which have been developed especially to capture disfluency phenomena. They vary in terms of practical implementation, the use of category labels and whether or not they mark non-verbal or paralinguistic events.

[15]’s thesis and the ensuing Switchboard disfluency annotation manual [9] are perhaps the most well known for disfluency mark-up. Other more general schemes, such as that used in the German Verbmobil corpus for task oriented dialogue annotation, have various conventions, covering a wide range of spontaneous speech phenomena, including, but not explicitly focusing on, disfluencies [2].

Technically, some schemes annotate disfluencies on a separate tier, for instance [4], [2] or [10], while others use an in-text annotation on the transcription tier, for instance [9], [12], [13], with more recent schemes often doing this by means of an XML-style annotation [12], [1]. Several schemes require annotators to assign disfluency category labels like “repair”, “insertion” or “stutter” from a pre-specified set (vocabulary) as they go through the data ([12], [2], [1], [4]), so training costs can be substantial.

3. A LIGHT-WEIGHT DISFLUENCY AND LAUGHTER ANNOTATION TECHNIQUE

In an effort to both improve the ease of annotation for non-disfluency experts, and allow subsumption of existing categorical approaches, here we propose a more light-weight approach than those mentioned above which does not reduce the mark-up information. It combines transcription and annotation in one pass, so that turn segmentation and word transcription can be aided by directly observing their inter-
Table 1: Exemplary DF annotations and their equivalent labels in [1] and [8].

<table>
<thead>
<tr>
<th>Annotation</th>
<th>[1]</th>
<th>[8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ich + ich) will (I + I) want</td>
<td>&lt;repetition&gt;</td>
<td>Covert repair</td>
</tr>
<tr>
<td>(nicht verwinkelt so dass +) und breit (not contorted so that+) und breit</td>
<td>&lt;restart&gt;&lt;rm&gt;</td>
<td>Fresh start</td>
</tr>
<tr>
<td>die (p=&quot;Küche&quot;&gt;Krü-&lt;/p&gt; + Küche) the (kri- + kitchen)</td>
<td>die &lt;sot&gt; Krü- &lt;/sot&gt; Küche</td>
<td>Phonetic repair</td>
</tr>
</tbody>
</table>

We include filled pauses, marked simply by a {F} bracketing and other fillers simply use {}. We also include laughed speech with simple XML-style tags spanning the affected speech <laughter>...<laughter> and a <laughterOffset/> tag for the often audible deep inhalation of breath after laughed speech or a laughter bout marked <laughter/> (see (3)).

(3) (Und mit einem +) mit vielleicht Sachen die nicht <laughter> auseinander brechen <laughter> <laughterOffset/> -
   (And with a +) with perhaps things that don’t fall apart -

For partial words, we encourage transcribers to guess the complete form of the word where possible, again using a simple tag <p="..">..-</p>, as below:

(4) ( <p="Wohnzimmer">Wohn-</p> + . [ja also] ( die + ( die + das ) ) {F ah} ... Wohnzimmer )
   <p="living room">liv-</p> yes well the the the uh living room -

4. INTER-ANNOTATOR AGREEMENT

<table>
<thead>
<tr>
<th>Category</th>
<th>Agreement</th>
<th>$\kappa_{free}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>reparandum</td>
<td>0.9477</td>
<td>0.8954</td>
</tr>
<tr>
<td>repair</td>
<td>0.9677</td>
<td>0.9353</td>
</tr>
<tr>
<td>filled pause</td>
<td>0.9968</td>
<td>0.9937</td>
</tr>
<tr>
<td>laughed speech</td>
<td>0.9558</td>
<td>0.9117</td>
</tr>
</tbody>
</table>

Table 2: Inter-annotator agreement scores for disfluent word types using $\kappa_{free}$

We test our annotation scheme on a corpus of dyadic interactions between German speakers, the Dream Apartment (DAP) corpus [7], which in contrast to existing corpora used to studies disfluencies...
Table 3: The frequency of disfluent and laughed words in Switchboard (SWBD) and the Dream Apartment (DAP) corpora. Starred categories indicate a significantly different frequency between the two corpora.

<table>
<thead>
<tr>
<th>Class</th>
<th>SWBD % of words</th>
<th>DAP % of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reparandum words</td>
<td>5.16</td>
<td>5.51</td>
</tr>
<tr>
<td>Partial words*</td>
<td>0.75</td>
<td>1.10</td>
</tr>
<tr>
<td>Filled pauses*</td>
<td>1.12</td>
<td>1.81</td>
</tr>
<tr>
<td>Laughed words*</td>
<td>0.45</td>
<td>6.06</td>
</tr>
</tbody>
</table>

like [6],[14] or [13], is a relatively domain-general corpus of face-to-face interactions. The DAP consists of 9 dialogues of 15 minutes in length. In the task, participant pairs were instructed to discuss their ideal apartment they could jointly design such that they could describe it to an architect. They are given a substantial budget of 500,000 Euros. The familiarity of the subjects varied with 2 of the pairs being strangers and the others varying in familiarity. All participants were students.

To test agreement we use one transcript and 3 annotators: one was the second author, while the other two were non experts. We compared the inter-annotator agreement of words being part of different disfluency and laughed speech elements using the marginal-free multi-rater metric $k_{free}$ [11]– we use this metric as other multi-rater agreement measures like Fleiss’ $k$ suffer from an assumption annotators know a priori how many cases they should assign to each category, which is not the case here.

The results shown in Table 2 are both interesting and encouraging. Filled pauses and repair phase words have very good agreement, while the lower reparandum word agreement shows a deviation in the way annotators perceive the extent of repairs, and consequently their discourse effects—see [5] for a similar finding. The lower agreement for laughed speech segmentation is not detrimental, as it is still good enough to provide search terms for subsequent stand-off annotation.

5. USE CASE 1: DISFLUENCY AND LAUGHED SPEECH RATES IN PHONE AND FACE-TO-FACE CONVERSATIONS

One of the benefits of our scheme is that it is directly compatible with established schemes, including the Switchboard disfluency annotation mark up [9]. We can therefore directly compare the rates of the disfluency and laughter phenomena in the DAP with Switchboard.

In Switchboard we use the held-out data for disfluency detection (all files named sw4[5-9]* in the Penn TB III release: 52 transcripts, 6.5K utterances, 49K words) marked up according to the scheme in [9]. The DAP is smaller with fewer, but longer, dialogues (9 transcripts, 4.1K utterances, 20K words).

The proportion of reparandum words in each corpus was not significantly different ($\chi^2=3.568, p=0.06$) however the proportion of filled pauses, laughed words and partial words of the total word tokens was significantly lower in the Switchboard corpus.

The most striking difference is in the proportion of laughed words. We hypothesize this may have been due to the difference in topics between the DAP and Switchboard, and also due the familiarity of the participants. Upon inspection there were many opportunities for laughables based primarily on the incongruity of the situation of being students with a vast amounts of spending money.

6. USE CASE 2: DISFLUENCY AND LAUGHTER INTERACTION

A second use case we investigate for our annotation protocol is a qualitative analysis of the interaction of laughed speech, laughter and disfluency in the DAP corpus. In Figure 1 three extracts from the corpus with our mark-up scheme are shown with their English translations. In Example 1 we see some evidence to explain the high frequency of laughed speech described above being due to the topic of conversation. Here the subject of intimacy and privacy with one’s partner in the dream apartment is not being fully addressed but is jointly laughed at. A filled pause is employed after the joint laughter.

In Example 2, disfluency and laughed speech interact again on the same topic as in Example 1, with a chaining replacement repair directly following the laughter. In Example 3, a laughable is taken up by both participants in response to a self-answered question by A who mocks her own lack of intelligibility in her explanation to B. Following this the turn is immediately held by A by use of a filled pause.

While these few examples do not provide a thorough analysis of the interactions, we hope they illustrate that Conversation Analysts and dialogue theorists may also benefit from our simple mark-up.
Example 1: Laughter and laughed speech (joint):
A okay also ( wenn wir + wenn wir ) <v="eine">ne</v> Küche haben ein {F ähm } Wohnzimmer zusammen haben und {F äh } ein [ Badezimmer ] das ist ja so wie in <v="einer">here</v> WG [ ] <breathing/> brauchen wir auf jeden Fall <breathing/> jeder so grosse Zimmer dass jeweils unsere <laughter> Partner die dann ja auch noch zu [ Besuch kommen ] <laughter> breathing/></F um ] auch noch Platz finden.

B en

A en

Example 2: Chaining substitution repair after laughed speech:
A dann hat jeder genug Privatsphäre .. mit seinem <laughter> Partner </laughter> / ( und die Küche + ( und die + {F ähm } ) ( und die + ... und das Wohnzimmer ) ) ist quasi so ... mttig

B [ mhm ] / [ ja ] / [ <laughter> sehr richtig </laughter> ]

Example 3: Laughter at embarrassment of disagreement followed by turn hold filled pause:
A und vom Wohnzimmer kannst du halt in die Küche gehen / <v="verstehst du">verstehste</v> das ? / [ okay ] nee / [ gut ] / {F ähm }

B [ nee ] / [ <laughter> ] / [laughterOffset>


Figure 1: Examples of the interaction between disfluency and laughter in the dream apartment corpus

7. CONCLUSION

We present a light-weight and reliable protocol for disfluency and laughter annotation which is currently being used in the DUEL (DisflUencies, Exclamations and Laughter in dialogue) project [3]. It is both fast and easy to use for non-experts, and subsumes existing schemes. Stand-off timing information for detailed investigation into phenomena of interest is derivable from this automatically using the MINT tools [7] software, among others. We have shown two use cases of the scheme, one which allows direct comparability to other schemes, and one which allows fast mark-up of dialogues at transcription time for quantitative and qualitative analysis.
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INTERVENTION FOR CHILDREN WITH WORD-FINDING DIFFICULTY: IMPACT ON FLUENCY DURING SPONTANEOUS SPEECH FOR CHILDREN USING ENGLISH AS THEIR NATIVE OR AS AN ADDITIONAL LANGUAGE
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ABSTRACT

Types of intervention that could be targeted when there are high rates of word-finding difficulty were examined for any impact they had on speech fluency (whole-word repetition rate in particular). Results are reported that are interpreted as showing that a semantic-based intervention has an impact on fluency as well as word-finding.

Keywords: EAL, word-finding, stuttering, intervention

1. INTRODUCTION

A procedure has been developed that identifies reception-class children who are disfluent [6, 8], allowing schools to refer them for speech language therapy (SLT). About 40% of the children in the schools we work with speak English as an additional language (EAL) and thus often experience word-finding difficulty (WFD) on some content words. They respond to WFD by repeating function words or pausing prior to the content word that they cannot retrieve. This interrupts the forward flow of speech and gives them time to seek an alternative way to communicate their message. Our screening procedure excluded whole-word repetitions (WWRs) as signs of disfluency [11]. Therefore, EAL children who had high rates of WWR because of WFD were not considered disfluent. However, other authors count WWR as disfluencies [10]. The speech-based assessment was appropriate as it was validated against a non-word repetition (NWR) test designed so that it applied to the majority of languages spoken by the EAL children [7]. Children with disfluencies (EAL or English only, EO) performed worse on the NWR test than did fluent controls, but children with WFD (EAL or EO) performed similarly to fluent controls. Whilst the children with disfluencies are considerations for referral to SLTs, schools regard WFD to be an issue that they should address themselves; improving vocabulary is an educational goal. A systematic review identified the types of intervention directed at EAL children, the majority of which involved literacy training (reading) in one form or another [9]. Based on the above observations, it would be expected that these interventions would also have an impact on fluency and reduce WWR rate in particular. This would also serve as a check as to whether children with disfluencies have been missed and classed as having WFD.

The literature on interventions used with patients with WFD, including that on WFD in second language learning, was examined to identify suitable possibilities for intervention. Semantic feature analysis (SFA) is one treatment used with aphasic patients. The semantic attributes of words are used as probes to activate semantic networks that encompass the target word to be retrieved [13]. SFA with aphasic patients leads to more accurate naming of words in isolation [11] and in discourse [1,2]. Circumlocution-Induced Naming (CIN) is another method. CIN trains patients to talk round target words when they experience retrieval difficulty [3]. CIN improves word retrieval of test and novel words [3, 9]. Circumlocution has been successfully used with adults learning a second language [12]. The effects of circumlocution training depend on participants’ language proficiency insofar as advanced learners use this, as well as language-based strategies, to avoid WFD more often than do beginning language learners [12].

Here a group-based procedure was designed for use with 4-5 year old children in schools who had WFD (not EAL children alone). However, more EAL children than EO children have WFD. Details of EAL children’s language history were obtained. The standardized test of WFD [4] and fluency assessments [6, 11] were made before and after the intervention, and one week after the intervention finished. Children were assigned to treatment or non-treatment interventions in mixed language groups.

2. METHOD

2.1. Participants

Children’s speech had been assessed as part of the ongoing screening study [7]. This procedure involves assessment of %WWR and % fragmentary disfluencies in a sample of speech which is at least 200 syllables long. The children who were selected had rates of WWR in the top 10% but had below
average disfluency counts. The selection was not based on language spoken nor gender, but 64% were EAL and 70% were male. Many languages were spoken (see [8]). Language history information was obtained from the children and verified by teachers. This included information where the child was born, language spoken at home and school etc. (space limitations preclude a full report). A protocol was used to score the questions, and these were used to match the EAL children for language level and to check EO children’s status. Children’s scores correlated well with parents’ scores.

Sixteen children were selected for the study and were split into four groups of four. In each group of children, two were EO and two were EAL, and all were male. The two EAL children in each group spoke a different language (otherwise they may have used code-switching). Native language of the EAL groups was matched for two pairs of groups. Polish and Urdu were the languages in one pair and Akan African and Romanian in the other pair. One of these pairs of groups received the intervention and one received no intervention (see below).

2.2. Baseline performance

German’s [4] Test of Word Finding in Discourse (TWFD) was used to measure WFD according to the instructions in the manual. The experimenter first conversed with the participants to put them at ease. A practice picture description task was given to children to familiarize them with the speech procedure. Participants then described a carnival scene. In this report only prevalence of word-finding characteristics (e.g. unnecessary repetition of words, empty words that add no content or specificity, speech delays etc.), are reported as indications of WFD.

A separate spontaneous speech sample was recorded and used to obtain %WWR [7]. Participants chose a topic and talked about it. Occasionally children did not speak long enough on the topic and the experimenter had to give short prompts. Each WWR was counted as one event irrespective of the number of times the word was repeated; this was expressed as the percentage of WWR out of all syllables reported. As a further check on fluency, fragmentary disfluencies were assessed, as described in [11] and it was confirmed that rates for these children were low.

2.3. Intervention and no-intervention conditions

There were two components to the intervention. The first checked that the children knew the name of each picture by pointing at one of the four pictures on a card – one picture was of the target word and the other three were fillers. Stimuli were selected (based on a pilot study) as likely to be known, but difficult to name by children with WFD. The words were low frequency and there were 30 nouns and 30 verbs in total. This component was done once, at the time of the TWFD assessment.

The second component was a picture-naming game that started one week after the first component and continued for three sessions, with one-week intervals between each session. Pairs of children were tested, and the pairings of members in the groups was counterbalanced such that each child had one session with each other member of the group. The procedure was identical in all three sessions, except that each child was tested on different sets of stimuli each time, so by the end of three weeks they had been tested on all stimuli. Thirty-three percent (10 nouns and 10 verbs) of the stimuli were assigned as the stimuli for that participant for the particular session. Different stimuli were given to each member of a pair. One child was selected for test at random. The other child helped the experimenter by showing the test child the picture.

The experimenter asked: ‘What is this object?’ when a noun was presented, and ‘What action is happening?’ when a verb was presented. When stimuli were named correctly, the next test item was presented. Two semantic prompts were prepared in case the child failed to name the word. Examples of probes for nouns were ‘Where would you see this? and ‘Who would use this?’ and ‘Where would you see this?’ . The test child was given an opportunity to respond after the first prompt. If they still could not name the object, they were given the second prompt. If the child still failed to name the object correctly, the first phone of the word was said by the experimenter and the child was given another opportunity to respond. If this last prompt did not help, they were told what the target word was. Scores for the amount of semantic and phonological help given ranged from 0 (no help), 2 (one semantic cue needed) 4 (two semantic cues needed) and 5 (two semantic cues and first phone). This scoring procedure weights semantic cues more than phonic cues. The roles of test child and helper were then reversed and the second child performed these tests.

The order of who was tested first was arranged so all children were tested first and second. At the end of the three training sessions, the fluency and TWFD assessments were repeated. A week later these same tests were run again to establish whether any intervention effects on WFD and WWR had been retained. The non-treatment group received the same procedure, but the probes were given to words that the child had responded to correctly.
3. RESULTS

Raw scores for word-finding behaviours (WF) were calculated as %T-units with Word Finding characteristics specified in [4]. A mixed model ANOVA was conducted with two between group factors (factor one was intervention/no intervention and factor two was EO/EAL) and one within group factor (three levels, before, at the end and one week after the intervention) using WF as the dependent variable. The means for all levels of these factors and the associated sds (in brackets) are given in Table 1. Assessment ($F(2, 24) = 39.02$, $p < .001$, $\eta^2_p = .765$) was the only significant main effect and it interacted with intervention group ($F(2, 24) = 5.08$, $p = .014$, $\eta^2_p = .297$). Inspection of Table 1 shows that WF scores dropped over the intervention and stayed at the low level one week after the intervention. This occurred for both intervention and no-intervention groups, but the interaction of assessment with intervention indicated that the drop was more marked for the intervention group.

<table>
<thead>
<tr>
<th>Assessment Phase</th>
<th>Control (EO) (EAL)</th>
<th>Intervention (EO) (EAL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-treatment</td>
<td>11.20 (11.35)</td>
<td>14.18 (14.18)</td>
</tr>
<tr>
<td>Post-treatment</td>
<td>10.23 (7.70)</td>
<td>8.05 (8.05)</td>
</tr>
<tr>
<td>1 week follow-up</td>
<td>9.57 (5.60)</td>
<td>7.70 (7.70)</td>
</tr>
</tbody>
</table>

A second analysis examined the same factors but used %WWR as the dependent variable. The means and sds are given in Table 2. Again assessment: $F(2, 24) = 21.80$, $p < .001$, $\eta^2_p = .645$) was the only significant main effect and it interacted with intervention group ($F(2, 24) = 6.16$, $p = .007$, $\eta^2_p = .339$). Table 2 shows that %WWR decreased for both groups, but the decrease was more marked for the intervention group.

<table>
<thead>
<tr>
<th>Assessment Phase</th>
<th>Control (EO) (EAL)</th>
<th>Intervention (EO) (EAL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-treatment</td>
<td>8.18 (8.10)</td>
<td>7.20 (7.20)</td>
</tr>
<tr>
<td>Post-treatment</td>
<td>7.60 (6.73)</td>
<td>4.93 (4.93)</td>
</tr>
<tr>
<td>1 week follow-up</td>
<td>6.90 (5.78)</td>
<td>4.18 (4.18)</td>
</tr>
</tbody>
</table>

4. DISCUSSION

The present study showed that an intervention for WFD that used a mixture of semantic and phonic cues resulted in improvements in word-finding behaviours [4]) and it reduced WWR rates. The improvements relative to baseline occurred immediately post-treatment and were sustained over at least a one-week follow-up period. Similar, but smaller changes occurred for the non-intervention group.

These results suggest that this intervention has promise for addressing WFD and associated fluency problems irrespective of what language a child speaks. Several further features need to be examined. First, only word-finding behaviours have been reported and other measures in [4] need to be examined too. Second, a novel non-word test could be conducted at the end of testing similar to what was done for the training material to see whether the results generalized to non-familiar material. Third, children were matched for WFD across EO and EAL groups. The data in all analyses were inspected for language group differences, but none were seen (as expected). Other ways of selecting children for tests may have revealed differences. For example, instead of matching samples so that EO and EAL children had similar %WWR and the number was constant across language groups, children could be selected at random and differences in sample size could have been allowed. Differences across language groups might then arise for all the dependent variables (WF, %WWR). Fourth, language history was used as a matching factor; it too merits investigation. Further analyses could use children with the same native language to see whether this resulted in higher rates of code-switching (although the current procedure mitigated against this by having different languages spoken by the EAL children). Fifth, a typology of circumlocutions is needed and results with this should be examined for differences across language groups. Finally, the results with this intervention have been explained in terms of the WFD intervention having an effect on fluency. The recent systematic review on interventions used with EAL children [9] shows that the majority of them address reading/literacy. An efficacious intervention for reading that would not be expected to have an impact on fluency should be run to verify whether or not the current intervention is the only one that addresses fluency.
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ABSTRACT

In this paper, we applied a general method of testing path models, investigating causal relationship between cognitive load in speech planning and four types of disfluencies in Japanese monologs. The four disfluencies examined were i) clause-initial fillers, ii) inter-clausal pauses, iii) clause-final lengthening, and iv) boundary pitch movements, which occurred at weak clause boundaries. The length of the constituents following weak clause boundaries was assumed to be a measure of the complexity affecting the cognitive load. By using a model selection technique based on the AIC, we found an optimal model with the smallest AIC, in which the constituent complexity had direct effects on all of the four disfluency variables. In addition, some of the disfluencies influenced one another; clause-final lengthening was enhanced by the presence of a boundary pitch movement and the occurrence of clause-initial fillers was affected by all the other three disfluency variables.

Keywords: path models, fillers, pauses, clause-final lengthening, boundary pitch movements

1. INTRODUCTION

Disfluencies such as fillers and word repetitions occur very frequently at initial positions of major constituents, where they help speakers gain time for speech planning[1, 2]. In Japanese, these linguistic devices for speech planning have also been found to occur at clause-initial positions within an utterance. For example, Watanabe [10] reported that fillers tend to occur more frequently at syntactically deeper, stronger clause boundaries than at shallower, weaker clause boundaries. She also found that the longer the following clause, the more frequently fillers occur at weak clause boundaries, but this tendency was not observed at strong clause boundaries. Watanabe and Den [11] also found that the duration of the filler e is positively correlated with the length of the following clause only at weak clause boundaries.

In order to examine acoustic and linguistic features related to speech planning at weak clause boundaries, Koiso and Den [5] focused on clause-initial fillers, clause-final lengthening, and boundary pitch movements (BPMs), showing that all these features were significantly correlated with the length of the following constituents, which was assumed to be a measure of the complexity affecting the cognitive load in speech planning. The study, however, conducted linear mixed-effects models in which the length of the following constituents was treated as a response variable, while disfluencies such as fillers as explanatory variables. This cause-effect relationship is reversed, if we suppose that disfluencies are caused by the complexity.

Two major problems arise if we use the complexity as an explanatory, rather than response, variable; i) there are two or more response variables, and ii) some of those response variables are correlated with each other. To overcome these problems, we apply path analysis, in which dependencies among variables are described by a directed acyclic graph. We show how the length of the following constituents directly affects disfluencies such as clause-initial fillers, inter-clausal pauses, clause-final lengthening, and BPMs at weak clause boundaries and how these disfluencies influence one another.

2. METHOD

2.1. Data

The Corpus of Spontaneous Japanese [6] was used in the present study. The CSJ is a large-scale corpus of spontaneous Japanese, consisting mainly of monologs. From among its Core data set (CSJ-Core), the simulated public speech subset (20 hours) was selected for the analysis, which consists of 107 casual 10- to 12-minutes narratives on everyday topics given by laypeople.

The CSJ-Core provides a variety of hand-corrected annotations, including clause units, bunsetsu phrases, words, phonetic segments, depen-
dency structures, and prosodic information.

Clause boundaries are automatically detected and classified into one of the following categories based on the degree of completeness as a syntactic/semantic unit and on the degree of dependency on the subsequent clause. i) Absolute Boundary (AB): the sentence boundary in the usual sense; ii) Strong Boundary (SB): the boundary of a clause that is relatively independent of the subsequent clause; and iii) Weak Boundary (WB): the boundary of a clause that is relatively dependent on the subsequent clause.

Bunsetsu phrases are basic syntactic phrases in Japanese, which consist of one content word possibly followed by one or more function words. Dependency structures between bunsetsu phrases were labeled within clause units.

Prosodic labels were also provided based on the X–JToBI scheme [7]. An accentual phrase is always terminated with a low tone, which can be followed by an additional tone such as a simple rising tone and a rising-falling tone. These additional tones are called boundary pitch movements (BPMs).

2.2. Measure of the complexity

At clause boundaries, speakers need to plan the content and the structure of an upcoming syntactic unit. We assume that this unit corresponds to a region containing constituents between the boundary of the current clause and the phrase modified by that clause. Following this assumption, the duration between the end of the current WB clause and the end of its depending phrase was used as a measure of the complexity of constituents being planned, which affects the cognitive load in speech planning (Figure 1). Pauses and fillers appearing at the beginning of this interval were excluded from the calculation.

2.3. Statistical model

Since the corpus data is clustered by speakers and lexical items, the standard models for path analysis cannot be applied. In the field of ecology, Shipley [8] proposed a general method of testing path models, which is applicable to generalized mixed-effects models. In this method, the adequacy of a path model is tested in the following way.

1. Find a set of variable pairs such that the two variables in the pair are hypothesized to be independent of each other.
2. For each pair in the set, formulate a model with one variable in the pair, \(y_i\), as a response variable and the other variable in the pair, \(x_i\), together with other variables that are direct causes of \(y_i\) or \(x_i\), as explanatory variables. Random effects may also be included in the model. Obtain the \(p\) value associated with the probability that the slope coefficient for \(x_i\) is zero.
3. Combine the obtained \(p\) values by the following formula:

\[
(1) \quad C = -2 \sum_{i=1}^{n} \log p_i,
\]

where \(n\) is the number of pairs tested and \(p_i\) is the \(p\) value for the \(i\)th pair. Compare the \(C\) value to a \(\chi^2\) distribution with \(2n\) degrees of freedom to test the adequacy of the path model. The model is rejected if the \(C\) value is significant.

Shipley [9] also proposed a model selection technique for path models based on the AIC, where the AIC statistic is defined as follows:

\[
(2) \quad AIC = -2 \sum_{i=1}^{n} \log p_i + 2K = C + 2K,
\]

where \(C\) is the \(C\) statistic of the model, given the data, and \(K\) is the number of maximum-likelihood parameters that are estimated using the data.

2.4. Variables for statistical model

The duration of the constituents between the current clause and its depending phrase (\(\text{ConstDur}\)) was used as a variable that may cause four types of disfluencies at the current-clause’s boundary, which
were measured by the following variables:
1. presence or absence of a filler at the beginning of the next clause (Filler)
2. duration of a pause between the current and the next clauses (PauseDur)
3. duration of the last mora of the current clause (MoraDur)
4. presence or absence of a BPM at the end of the current clause (BPM)

The duration variables were log-transformed and standardized before statistical analysis.

Models that represent all possible cause-effect relationships among these variables were hypothesized. (Some are shown in Figure 2.) In addition to the influence of the complexity to the four types of disfluencies, the influences of temporally preceding disfluencies on succeeding ones were also considered. Random intercepts and slopes for speakers and lexical items were used both in models for obtaining the C statistic and in models for obtaining the path coefficients. (Correlations among random parame-

Table 1: Statistics of models that were not rejected at a significance level of .05.

<table>
<thead>
<tr>
<th>Model</th>
<th>C value</th>
<th>df</th>
<th>p value</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>.31</td>
<td>2</td>
<td>.856</td>
<td>78.31</td>
</tr>
<tr>
<td>Model 2</td>
<td>3.25</td>
<td>2</td>
<td>.197</td>
<td>81.25</td>
</tr>
<tr>
<td>Model 3</td>
<td>8.13</td>
<td>4</td>
<td>.087</td>
<td>80.14</td>
</tr>
<tr>
<td>Model 4</td>
<td>3.54</td>
<td>4</td>
<td>.472</td>
<td>75.54</td>
</tr>
<tr>
<td>Model 5</td>
<td>11.36</td>
<td>6</td>
<td>.078</td>
<td>77.36</td>
</tr>
</tbody>
</table>

We excluded from the analysis clauses that did not modify any phrase or that did not coincide with accentual phrase boundaries. We also limited the data to clauses immediately followed by silent pauses, since clauses tightly connected to the following constituents without intervening pauses are less likely to serve as locations for speech planning. Of 11,244 weak clause boundaries in the data, 4,937 instances were retained for the analysis.

We excluded from the analysis clauses that did not modify any phrase or that did not coincide with accentual phrase boundaries. We also limited the data to clauses immediately followed by silent pauses, since clauses tightly connected to the following constituents without intervening pauses are less likely to serve as locations for speech planning. Of 11,244 weak clause boundaries in the data, 4,937 instances were retained for the analysis.

In each of the hypothesized path models, a set of variable pairs assumed to be independent of each other were identified. For example, in Model 4 in Figure 2, independent pairs, i.e., lacking an arrow between the paired variables, are (BPM, PauseDur) and (MoraDur, PauseDur). In the regression model of the second variable in each pair, the null probability was calculated for the slope coefficient for the first variable in the pair, considering other affecting variables (e.g., (ConstDur) for the pair (BPM, PauseDur) in Model 4) and random effects. The obtained null probabilities were combined based on Equation (1), getting the C statistic and the probability of observing this value by chance.

Table 1 shows the C statistics and the p values for five models that were not rejected at a significance level of .05, and Table 2 shows the claims of independence implied by these five models. Figure 2 represents the cause-effect relationships hypothesized in these models; the numbers associated with arrows indicate the estimated path coefficients, which were all highly significant. The AIC statistics of these models are also shown in Table 1.

4. DISCUSSION

According to the AIC statistics in Table 1, Model 4, with the smallest AIC, was optimal. In Model 4, the length of the following constituents, i.e., the
complexity, had direct effects on all of the four disfluency variables. When the complexity got higher, fillers and BPMs occurred more frequently and the durations of clause-final morae and inter-clausal pauses became longer. Fillers and segment lengthening have been reported to be affected by the complexity [10, 3]. Our results are consistent with these previous studies. Note that the occurrence of BPMs was directly affected by the complexity; when we removed the dependence between ConstDur and BPM from Model 4 in Figure 2, the resulting model was rejected ($\chi^2(6) = 40.89, p < .001$).

Some of the four disfluency variables also influenced one another. Clause-final lengthening was enhanced by the presence of a BPM and the occurrence of clause-initial fillers was affected by all the other three disfluency variables. Unexpectedly, BPMs had direct influence on the occurrence of fillers. In Model 5, which has excluded the dependence between Filler and BPM from Model 4, the slope coefficient for BPM in the regression model of Filler was significant ($p = .02$) in Table 2, suggesting that BPMs might have direct influence on the occurrence of fillers.

An alternative explanation for the direct cause-effect relationships between the complexity and BPMs and between BPMs and fillers might be that some unseen variable serves as a common cause of these three variables, i.e., BPM, ConstDur, and Filler. In this situation, we may observe spurious relationship between two variables. One candidate of such an unseen variable is the syntactic boundary depth, which is reported to be related with the rate of BPMs [4] as well as with the rate of fillers [10]. We will explore this possibility in future research.
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ABSTRACT

Using the Core of the Corpus of Spontaneous Japanese, acoustic analysis of F1, spectral tilt (TL), H1-H2, jitter and F0 was conducted to examine the voice-quality difference between the vowels in filled pauses and those in ordinary lexical items. It turned out by simple SVM analysis that the two classes of vowels could be discriminated with the mean accuracy of higher than 70%.

1. INTRODUCTION

Recently, analysis on the cognitive functions of filled pauses (FP hereafter) has made remarkable progress [1-3]. Speech production mechanisms of FP, on the other hand, remained largely unclarified even now. In this paper, results of preliminary voice-quality analyses of Japanese FP will be presented.

In Japanese, voice-quality of FP seems to be controlled by the speakers to transmit various "paralinguistic" information [4,5]. For example, FP /eH/ (prolonged /e/, the most frequent FP in Japanese) is often produced with noticeable creaky phonation, and the listeners tend to perceive the FP as transmitting strong ‘hesitation’ of the speaker. Similarly, /eH/ with breathy phonation tends to be perceived as implying the speaker’s attitudes like ‘politeness’, ‘weariness’, or ‘lack of self-confidence’.

Needless to say, similar control of voice-quality can be observed in ordinary lexical items (LX hereafter) like nouns and verbs [6]. But it seems that the control of voice-quality is more salient (and frequent) in FP than in LX. It is presumably because the number of possible word-form is considerably limited in FP than in LX.

The aim of the present study is to show that there is systematic acoustic difference related to voice-quality between the vowels in FP and LX in Standard (Tokyo) Japanese. In this study, the word “voice-quality” is used to refer to both laryngeal and supra-laryngeal features of speech. The phonation characteristics mentioned above belong to laryngeal voice-quality, while the variation in vowel articulation (measured in terms of vowel formant frequencies) belongs to supra-laryngeal, or segmental, voice-quality. Both of them are analysed in this paper.

2. DATA

Monologue talks in the CSJ-Core, i.e., the X-JToBI annotated part of the Corpus of Spontaneous Japanese was analysed [7]. 79 male and 58 female speakers were involved in this data. Among more than 30,000 FP recorded in the CSJ-Core, vocalic FP (namely, those FP consisting exclusively of monophthong vowels, /iH/, /eH/, /aH/, /oH/, and /uH/) were analysed and compared to the corresponding LX long vowels. Only the LX vowels located in the word-initial positions like /eHgo/ “English”, and /koHgi/ “lecture”) were analyzed. Vowels that were estimated to have less than eight pitch cycles were omitted from the analysis, because jitter analysis (see below) required the duration of at least 5 pitch cycles.

Table 1 shows the number of samples analysed in the current study. Omitting the cases where numbers of samples were too small, male’s /aH/, /eH/, and /oH/, and female’s /aH/ and /eH/ were analysed.

Table 1: Numbers of analysed samples *

<table>
<thead>
<tr>
<th>Speaker sex</th>
<th>Vowel</th>
<th>Filled Pause (FP)</th>
<th>Lexical Item (LX)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>/aH/</td>
<td>108</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>/eH/</td>
<td>2411</td>
<td>764</td>
</tr>
<tr>
<td></td>
<td>/iH/</td>
<td>16</td>
<td>281</td>
</tr>
<tr>
<td></td>
<td>/oH/</td>
<td>66</td>
<td>2177</td>
</tr>
<tr>
<td></td>
<td>/uH/</td>
<td>16</td>
<td>561</td>
</tr>
<tr>
<td>Female</td>
<td>/aH/</td>
<td>40</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>/eH/</td>
<td>1049</td>
<td>529</td>
</tr>
<tr>
<td></td>
<td>/iH/</td>
<td>2</td>
<td>248</td>
</tr>
<tr>
<td></td>
<td>/oH/</td>
<td>10</td>
<td>1910</td>
</tr>
<tr>
<td></td>
<td>/uH/</td>
<td>12</td>
<td>500</td>
</tr>
</tbody>
</table>

*Samples in the shaded cells are omitted.

3. ANALYSIS

3.1. Formant frequency

Formant analysis was conducted using Praat [8]. Mean F1, F2, and F3 of vowels were computed by LPC method (number of poles was set to 12). An interesting result was obtained with respect to the first formant frequency (F1). F1 was significantly higher in FP than in LX in the male samples of /eH/...
and /oH/ (See Fig.1). Female vowels showed significant difference in /eH/, but not in /aH/.

**Figure 1**: Mean F1[Hz] in LX and FP.

3.2. Intensity

Intensity information of vowels was also analysed by Praat. Mean vowel intensities were z-normalized based upon the distribution of all vowel samples encompassing both FP and LX for each subject. Mean intensity was significantly smaller in FP than in LX in all vowels across male and female samples (Fig.2).

**Figure 2**: Mean z-transformed intensity in LX and FP.

3.3. Spectral tilt (TL)

Spectral tilt (TL) is a measure of phonation types. In order to estimate the TL of vowels in an efficient way, cepstrum-based method was used for analysis. Overall trend of a spectrum was approximated by the first cepstrum component, and the difference between the estimated amplitudes at 0 and 3000 Hz was used as the estimated TL [9]. Fig. 3 shows an example of the analysis where blue curve is the FFT spectrum, green curve represents the first cepstrum coefficient, and the red line stands for the TL. Note the TL estimated by this method is not the tilt of laryngeal source. Rather, it is the tilt of speech sound radiated from the mouth of speaker.

In male samples, TL was significantly larger in FP than in LX in all vowels (Fig. 4), while in female samples significant difference was not observed in any vowel.

**Figure 3**: Cepstrum-based estimation of TL.

**Figure 4**: Mean TL [dB] in LX and FP.
3.4. H1-H2

H1-H2 (the difference between the levels of the first and second harmonics) is another measure of phonation types, which is popular among phoneticians [10]. An open source script of Praat developed by Chad Vicenik was used for the computation [11]. Fig. 5 shows the mean H1-H2 values for male and female speech. In male speech, mean H1-H2 was significantly higher in FP than in LX (significance is marginal in the case of /aH/). In female speech, mean H1-H2 was significantly higher in /eH/, but not in /aH/.

**Figure 5**: Mean H1-H2 [dB] in LX and FP.

3.5. Jitter

Jitter is an index of the fluctuation of speech fundamental frequency (F0). In speech pathology, jitter is used frequently for the evaluation of pathological voices, and measured on the basis of the analysis of long sustained vowels. In this study, however, jitter analysis was applied for vowels in running spontaneous speech. Among various definitions of jitter, PPQ5 was computed using the voice report function of Praat. Mean jitter in logarithmic scale was significantly higher in FP than in LX in all vowels of male and female samples (Fig. 6). See the discussion below for the problem of this analysis.

**Figure 6**: Mean jitter in log scale in LX and FP.

3.6. F0

F0 contours of FPs is believed to be simpler compared to that of LX [12]. Moreover, the F0 values of FPs are supposed to be predictable, to some extent, from the surrounding phonological (tonal) context [13,14]. Here, mean F0 of FP vowels is compared to that of LX. As shown in Fig. 7, mean F0 was significantly lower in FP than in LX in all vowels across male and female samples.

**Figure 7**: Mean F0 [Hz] in LX and FP.

3.7. Automatic classification

Acoustic analyses presented above suggested strongly the presence of voice-quality difference between the FP and LX. Automatic classification by means of SVM was carried out using the e1071 package of R language (version 3.1.3) in order to know how systematic the differences were.

Table 2 shows the results of ten-fold cross-validation. Note that SVM parameters were fixed to the same values (cost=3.0, gamma=0.5, and kernel is
radial) for all vowels. Note also that the samples of FP and LX vowels were resampled from the data set of Table 1 so that each class has the same number of samples. Therefore, the baseline accuracy was 50% in all cases. The number of samples thus resampled is shown in the third column (‘N’) of the table.

Mean accuracy of classification (%) was computed under four combinations of explanatory variables: ‘All’ stands for the case where all six acoustic features were used as explanatory variables. ‘-P’ and ‘-J’ stand respectively for the cases where pitch and jitter were removed, and ‘-PJ’ mean the removal of both of them. The success rates are considerably higher than the baseline in all cases.

Table 2: Accuracy (%) of classification by SVM.

<table>
<thead>
<tr>
<th>Sex</th>
<th>Vowel</th>
<th>N</th>
<th>All</th>
<th>-P</th>
<th>-J</th>
<th>-PJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>/aH/</td>
<td>200</td>
<td>72.0</td>
<td>65.0</td>
<td>70.5</td>
<td>60.5</td>
</tr>
<tr>
<td></td>
<td>/eH/</td>
<td>400</td>
<td>76.0</td>
<td>70.3</td>
<td>76.3</td>
<td>69.5</td>
</tr>
<tr>
<td></td>
<td>/oH/</td>
<td>100</td>
<td>71.0</td>
<td>61.0</td>
<td>74.0</td>
<td>70.0</td>
</tr>
<tr>
<td>F</td>
<td>/aH/</td>
<td>60</td>
<td>73.3</td>
<td>63.3</td>
<td>78.3</td>
<td>73.3</td>
</tr>
<tr>
<td></td>
<td>/eH/</td>
<td>400</td>
<td>80.0</td>
<td>64.3</td>
<td>78.5</td>
<td>64.5</td>
</tr>
</tbody>
</table>

4. DISCUSSIONS

Systematic difference was observed between the voice-quality of vowels in FP and LX in spontaneous speech. As a general tendency, vowels in FP had relatively “softer” (as indicated by larger TL and H1-H2 values) and unstable (as indicated by larger jitter values) phonation. They were also marked by lower intensity, lower F0, and higher F1. Moreover, SVM analysis using these features as explanatory variable revealed that it was possible to make distinction between the FP and LX vowels with the mean accuracy of higher than 70%.

There are, however, two important cautions about the current analysis. First, computation of jitter values may be influenced seriously by F0 tracking error, which is inevitable in the current data that contains many samples with heavy creaky / breathy phonation. In this respect, it is noteworthy that in Table 2 the highest mean accuracy was often achieved when the jitter data was removed from the explanatory variables (i.e., the ‘-J’ condition).

Second, the difference of F1 is not easy to interpret. There are at least two interpretations that seem to be equally plausible. For one, it can be the consequence of incomplete glottal closure of ‘soft’ phonation that makes vocal tract open at both ends [15]. For another, it can be the consequence of speakers’ deliberate control over vowel articulation. Prior studies reported the case where speakers control their segmental articulation (in addition to the control of prosody) to transmit certain paralinguistic information [5,16].

As suggested in the introduction, it is the present authors’ belief that the observed acoustic difference is related, in some way, to the transmission of paralinguistic information. But this remains as a mere conjecture at the current stage of inquiry. In the current analysis, samples having different paralinguistic information were analysed altogether. Because of this, it is highly probable that the observed acoustic characteristics of FP were biased strongly by the properties of the samples whose paralinguistic information have high occurrence frequencies. For example, higher values of TL and H1-H2 observed in FP samples could be the result of frequent use of FP to transmit ‘politeness’ and/or ‘lack of self-confidence’.

Manual annotation of perceived phonation types and intended paralinguistic message is currently underway in view of automatic annotation. The classification data will help us to understand the production mechanism of FP more precisely.
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ABSTRACT

This paper focuses on disfluency detection across distinct domains using a large set of openSMILE features, derived from the Interspeech 2013 Paralinguistic challenge. Amongst different machine learning methods being applied, SVMs achieved the best performance. Feature selection experiments revealed that the dimensionality of the larger set of features can be further reduced at the cost of a small degradation. Different models trained with one corpus were tested on the other corpus, revealing that models can be quite robust across corpora for this task, despite their distinct nature. We have conducted additional experiments aiming at disfluency prediction in the context of IVR systems, and results reveal that there is no substantial degradation on the performance, encouraging the use of the models in IVR domains.

Keywords: Disfluency detection, acoustic-prosodic features, cross-domain analysis, European Portuguese.

1. INTRODUCTION

Disfluencies are on-line editing strategies with several (para)linguistic functions. They account for a representative portion of our spoken interactions. Everyday we are analysts of our own speech and of others, monitoring distinct linguistic and paralinguistic factors in our communications, using disfluencies to make speech a more error-free system, a more edited message, and a more structured system with coherent and cohesive mechanisms.

Disfluencies are an important research topic in several areas of knowledge, namely, Psycholinguistics, Linguistics, Automatic Speech Recognition, and more recently in Text-to-Speech conversion and even in Speech-to-Speech translation. Yet, whereas for several languages one can find much literature on disfluencies, for others, such as European Portuguese, the literature is quite scarce.

Detecting and filtering disfluencies is one of the hardest problems in rich transcription of spontaneous speech. Enriching speech transcripts with structural metadata \cite{15} is of crucial importance for many speech and language processing tasks, and comprises several metadata extraction/annotation tasks besides dealing with disfluencies such as: speaker diarization (i.e. assigning the different parts of the speech to the corresponding speakers); sentence segmentation (also known as sentence boundary detection); punctuation and capitalization recovery; topic and story segmentation. Such metadata extraction/annotation technologies are recently receiving increasing attention \cite{7, 6, 15}, and demand multi-layered linguistic information to perform such tasks. A simple segmentation method, for instance, may rely only on information about pauses. More complex methods, however, may involve, e.g., lexical cues, dialog acts cues. In fact, the term \textit{structural segmentation} encompasses all algorithms based on linguistic information that delimit \textit{spoken sentences} (units that may not be isomorphic to written sentences), topics and stories.

Acoustic-prosodic features have been pervasive in disfluency prediction tasks, mostly due to the fact that ASR systems are still not mature enough to account for spontaneous speech in all its complexity. Therefore, the lexical output of a recognizer may not be reliable to train models to account for highly spontaneous data, as the datasets used in this work. Generally, the acoustic-prosodic set of features described for disfluency detection encompass: slower speech rate, lengthier adjacent silent pauses, higher values of spectral tilt, jitter, shimmer, pitch and energy differences relatively to the adjacent contexts (e.g., \cite{13, 18, 19}).

Previous experiments conducted for European Portuguese \cite{12, 1, 9, 8, 11} reported that different structural regions of a disfluency can be predicted based exclusively on discriminative acoustic-prosodic features of disfluencies. Building on that, we now aim at a cross-domain disfluency prediction. Therefore, the aim of this work is threefold: to characterize the acoustic-prosodic features of disfluencies; to evaluate the impact of acoustic features within and across domains. In order to understand the realms of potential transversality in disfluency prediction tasks in dialogues in European Portuguese, domain-specific models will be created for each one of the different scenarios, and then those models will be reused across domains. The literature on cross-domain analysis of disfluencies in dialogues is, in general, quite scarce. It is, therefore, not clear, how one may transpose findings from one domain into another in human-human dialogues. Ultimately, this work may be seen as a contribution to the scarce studies on disfluencies in human-human dialogues, on the most salient features, and on the common vs. distinct properties of such phenomena.
2. DATASETS

This work focuses on two domains to predict disfluencies, namely: university lectures and dialogues. The choice of the corpora was influenced by the availability of large amounts of (highly spontaneous) transcribed data in European Portuguese for these two domains. Both corpora are available through ELRA.

LECTRA (ELRA-S0366) is a university lectures corpus, collected within the national project LECTRA (LEcTure TRAnscriptions in European Portuguese) [20], aiming at producing multimedia contents for e-learning applications, and also at enabling hearing-impaired students to have access to recorded lectures. It includes seven 1-semester courses, six of them recorded in the presence of students, and only one recorded in a quiet environment. Most classes are 60-90 minutes long. The initial set of 21 hours orthographically transcribed was recently extended to 32 hours [16]. The corpus was divided into train+development (89%) and test (11%). The sets include portions of each of the courses and follow a temporal criterion, meaning the first classes of each course were included in the training and development sets, whereas the final ones were integrated into the test sets.

CORAL (ELRA-S0367) is a corpus of map-task dialogues [21]. One of the participants (giver) has a map with some landmarks and a route drawn between them; the other (follower) has also landmarks, but no route and consequently must reconstruct it. In order to elicit conversation, there are small differences between the two maps; one of the landmarks is duplicated in one map and single in the other; some landmarks are only present in one of the maps; and some are synonyms. The 32 speakers were divided into 8 quartets and in each quartet organized to take part in 8 dialogues, totaling 64 dialogues, which corresponds to 9h (46k words). The manual annotation of the last two quartets was finished very recently and could not be used in the scope of this work.

The corpora were multilayered annotated, as described in more detail in [11]. The disfluency annotation followed mostly [18, 2]. For the purposes of the present work, sentence-like units were transformed into “chunks” and sequences of distinct types of disfluencies were merged into “disfluent sequences”. A binary classification will allow, at a first instance, to discriminate the most important classes. One of the goals is to provide a first evaluation of cross-domain characteristics in order to apply to an IVR system. The datasets comprise manual transcripts and force aligned transcripts, produced by the in-house ASR Audimus [14].

Overall statistics of the corpora are presented in Table 1. Chunks correspond to distinct types of sentence-like units (full stop, question mark, comma) and disfluent sequences encompass all the different types of disfluencies (e.g., filled pauses, complex sequences of disfluencies, repetitions, inter alia). The percentage of disfluent sequences in the university lectures corpus is of 28.5% in the train set and of 29.3% in the test set. The percentage of disfluent sequences in the dialogue corpus is relatively smaller, corresponding to 21%. These results, at a first inpection, point out to dialogues having fewer disfluencies than lectures. However, when considering more refined measures, e.g., the number of sentence-like units (either fluent or with disfluencies) uttered per minute, there are more sentences of both types per minute in dialogues than in lectures, clearly supported on the fact that dialogues have fewer words in both SUs, motivated by temporal constraints in the interaction between interlocutors. Further details on the characteriztion of disfluencies in both corpora can be found in [11].

3. EXPERIMENTS

The goal of this section is to find a set of features that allows us to discriminate disfluent segments from non-disfluent ones. The reported experiments are based on an automatic segmentation, provided by the in-house ASR system [10]. We have used the large set of openSMILE features from the Interspeech 2013 Paralinguistic challenge. The openSMILE toolkit [3] is capable of extracting a very wide range of speech features and has been applied with success in a number of paralinguistic classification tasks and for disfluency prediction [17]. It has been used in the scope of this study to extract a feature vector containing 6125 speech features (henceforth denoted as OS-F) by applying segment-level statistics (means, moments, distances) over a set of energy, spectral and voicing related frame-level features.

Different classification methods from the Weka toolkit [4] have been applied, including: Naïve Bayes, Logistic Regression, Decision trees, Classification and Regression trees, and Support Vector Machines (SVM). However, results reported in this section refer to SVM only, which have almost consistently achieved the best performances. The SVM has been setup to use Sequential Minimal Optimization with a Linear kernel as the training algorithm.

3.1. University lectures

Table 2 presents a summarized view of the results presented in this section. The cross-validation column shows the accuracy performance achieved using only the training data, with 10 folds, and offers useful insights about the model performance. The best experimented complexity of the model, expressed by the parameter C, was also

---

Table 1: Overall characteristics of the datasets.

<table>
<thead>
<tr>
<th></th>
<th>Lectra</th>
<th>Coral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>Chunks</td>
<td>16569</td>
<td>4194</td>
</tr>
<tr>
<td>Disfluent sequences</td>
<td>6619</td>
<td>1737</td>
</tr>
<tr>
<td>% disfluent sequences</td>
<td>28.5%</td>
<td>29.3%</td>
</tr>
</tbody>
</table>

Table 2: Performance for cross-validation and test set.

<table>
<thead>
<tr>
<th>C-value</th>
<th>Cross-validation</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc.</td>
<td>Acc.</td>
</tr>
<tr>
<td>OS-F</td>
<td>0.01</td>
<td>86.84%</td>
</tr>
<tr>
<td>AS-F</td>
<td>1.0</td>
<td>85.51%</td>
</tr>
</tbody>
</table>
calculated based on training data only, and the resulting model was applied to the test set. The Kappa statistic is a chance-corrected measure of agreement between the classifications and the true classes. A value close to zero indicates that results could be achieved almost by chance, whereas a value close to 1.0 means an almost complete agreement.

The first row of Table 2 show results achieved with the initial set of features. The OS-F feature set comprises a very high number of features, most of them possibly not useful for our specific task. In this context, the need to search for a smaller subset, without lowering the classification performance, is crucial. Having a subset of these features, selected by their usefulness to distinguish the disfluent and non-disfluent classes is useful only if it allows to have simpler models that are equally discrimination. To this end, we automatically selected features using the WEKA's implementation on correlation-based feature subset selection [4], and used a best first search strategy. This approach evaluates the relevance of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. Therefore, subsets of features that are highly correlated with the class, while having low intercorrelation, are preferred. Selecting over the training data gives us a total of 222 automatically selected features (AS-F) that best discriminate between the two classes of segments. Results achieved with this subset of features are presented in the second row of Table 2. Apart from a small degradation in accuracy performance, this subset allowed us to use a higher complexity model and significantly reduced the time required to train and test the model.

3.2. Cross-domain experiments

To test the robustness of our features in a cross domain scenario we created and applied models across corpora. We have started by creating an additional model using the CORAL corpus for training. These models were then applied to the LECTRA test set, and Table 3 shows the corresponding results. The achieved results are about 9% lower than the corresponding results achieved using the model created with the LECTRA training data (vide Table 2). Two main factors contribute to interpret these results, as shown in [11] on an analysis of speaking style effects in the production of disfluencies, considering the same corpora studied in the present work. Firstly, the distributional patterns of disfluencies evidenced that the selection of disfluency types is corpus dependent. Excluding filled pauses, the remaining disfluency categories have different distributional patterns. In dialogues, speakers produce more often repetitions and fragments than in lectures. In lectures, teachers prefer complex sequences of disfluencies (mostly repetitions and substitutions used for lexical search). Those strategies were associated with teachers having more time to edit their speech, displaying strategies associated with more careful word choice and speech planning, whereas dialogue participants had stricter time constraints. Secondly, the prosodic parameters analyzed showed that, although there is a cross corpora prosodic contrast mark-

<table>
<thead>
<tr>
<th>Table 3: CORAL models applied to LECTRA test set.</th>
<th>C</th>
<th>CORAL</th>
<th>LECTRA test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-val. Acc.</td>
<td>Acc.</td>
<td>Kappa</td>
<td></td>
</tr>
<tr>
<td>OS-F 0.01</td>
<td>82.00%</td>
<td>75.74%</td>
<td>0.495</td>
</tr>
<tr>
<td>AS-F 1.0</td>
<td>80.71%</td>
<td>74.85%</td>
<td>0.484</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: LECTRA models applied to CORAL.</th>
<th>Upperbound</th>
<th>CORAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>Acc.</td>
<td>Kappa</td>
</tr>
<tr>
<td>OS-F</td>
<td>82.00%</td>
<td>74.25%</td>
</tr>
<tr>
<td>AS-F</td>
<td>80.71%</td>
<td>71.36%</td>
</tr>
</tbody>
</table>

ing between disfluency/fluency repair, there are significant differences in the degrees of contrast made in both corpora. Lectures exhibit the highest pitch maxima in all units of analysis, whereas dialogues exhibit the highest energy maxima. As shown in Tables 3 and 4, there is, in fact, an impact of speaking styles in automatic disfluency detection, however the features that best characterize the behavior of the disfluent sequences in the dialogue corpus fairly predict the disfluencies in the university lectures corpus.

The same parameters used in previous experiments were applied to the models used in Table 3. As we did not adjust the parameters, the performance reported for the cross-validation can be assumed to be an upper-bound for the CORAL data. Finally, we have applied our initial models, trained using the LECTRA training data, to the CORAL corpus. Table 4 shows the corresponding results, where the cross-validation performance achieved previously serve as an upper-bound.

In the scope of an European Project and aiming at disfluency prediction in the context of IVR systems, the original disfluency detection models trained with 16kHz full bandwidth were downsample to 8kHz, with the use of the telephone simulator FaNT [5]. The main goal is to compare the performance between full and telephone bandwidth, replicating the same conditions of the previous experiments, using the openSMILE features, with the C parameter at 0.01, using the test set of LECTRA and the k-fold cross-validation (k=10) for CORAL. The results of the experiments with the telephone bandwidth are displayed in Table 5, revealing no substantial degradation on the performance and encouraging the models’ use in IVR domains.

The most informative features include the following: \texttt{mfcc_sma[6]}_quartile3, \texttt{mfcc_sma[14]}_amean, \texttt{mfcc_sma[12]}_skewness, \texttt{aadspec_lengthL1norm_sma_lpe3}, and \texttt{pcm_Mag_harmonicity_sma_de_iqr1-3}. This selection of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. Therefore, subsets of features that are highly correlated with the class, while having low intercorrelation, are preferred. Selecting over the training data gives us a total of 222 automatically selected features (AS-F) that best discriminate between the two classes of segments. Results achieved with this subset of features are presented in the second row of Table 2. Apart from a small degradation in accuracy performance, this subset allowed us to use a higher complexity model and significantly reduced the time required to train and test the model.

Table 5: Telephone bandwidth models.

<table>
<thead>
<tr>
<th>LECTRA</th>
<th>CORAL</th>
<th>LECTRA to CORAL</th>
<th>CORAL to LECTRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>Kappa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>85.95%</td>
<td>0.64</td>
<td>86.75% 0.54</td>
<td>80.87% 0.45</td>
</tr>
<tr>
<td>80.05%</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
tion points out to the importance of the MFCCs features and for the audiospectral differences. It is known that MFCCs highly contribute to distinct types of tasks, being quite transversal in a plethora of speech prediction tasks, what is specific of disfluencies are the audiospectral differences, in line with [19].

4. CONCLUSIONS AND FUTURE WORK

We have performed a disfluency detection task using openSMILE features, extensively used in Interspeech paralinguistic challenges. Amongst different machine learning methods being applied, Support Vector Machines achieved the best performance. Feature selection experiments revealed that the dimensionality of a large set of features can be further reduced at the cost of a small degradation (about 1% absolute). The robustness of the features across domains was investigated using university lectures and dialogues. Different models trained with one corpus were tested on the other, revealing that models can be quite robust across corpora for this task, despite their distinct nature. Models trained using university lectures achieved about 74% accuracy on the dialog corpus, and about 76% accuracy in the opposite direction. This later results is possibly due to the fact that CORAL contains more contrastive tempo characteristics, shares with LECTRA most of the pitch and energy patterns on disfluent sequences and therefore a model created with such data generalizes better. In the scope of an European Project, we have conducted additional experiments aiming at disfluency prediction in the context of IVR systems. Results show no substantial degradation on the performance, encouraging the use of the models in IVR domains.

Future work will encompass merging features now being extracted with openSMILE with knowledge-based features in order to their contribution in cross-domain disfluency prediction. Our work will also tackle other spontaneous domains and cross-language studies in human-machine interfaces.
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ABSTRACT

In this paper we describe two experiments exploring possible for reasons for earlier conflicting results concerning the so-called word-onset effect in interactional segmental speech errors. Experiment 1 elicits errors in pairs of CVC real words with the SLIP technique. No word-onset effect is found. Experiment 2 is a tongue-twister experiment with lists of four disyllabic words. A significant word-onset effect is found. The conflicting results are not resolved. We also found that intervocalic consonants hardly ever interact with initial and final consonants, and that words sharing a stress pattern are a major factor in generating interactional errors.

1. INTRODUCTION

Recently, in an investigation on interactions speech errors in spontaneous Dutch [1], two things were demonstrated:

1) Interactional consonant substitutions only rarely cross between initial, medial and final positions in the word (see Fig. 1).

Fig. 1. Error frequencies as a function of source and error position in the word. Data from speech errors in spontaneous speech.

2) Relative numbers of interactional segmental substitutions may be predicted rather accurately from the relative numbers of opportunities for phonotactically allowed interaction in different positions (see Fig. 2).

Fig. 2. Numbers of consonant substitutions, in spontaneous Dutch in three positions. Predictions are made from relative numbers of opportunities for interaction.

Obviously, relatively many interactional consonant errors in spontaneous Dutch are in word-initial position, but this apparent word-onset effect (see Fig. 1) can be explained from the number of phonotactically allowed opportunities for interaction (Fig. 2): There are simply on average more onset consonants than other consonants in the immediate context.

However, tongue-twister experiments reported in the literature have shown a considerable and significant word-onset effect that, at least in the context of those experiments, cannot be explained from the relative numbers of opportunities for interaction for different positions, because those were kept equal. [2] found that in a tongue twister experiment focused on CVC real words no word-onset effect was found in sequences of four words, such as "leap note lap lute" but a considerable word-onset effect was found when such CVC words were embedded in phrases, as in "from the leap of the note to the nap of the lute". This result can perhaps be explained by the fact that in lists of CVC words there are equally many initial as final consonants, but in phrases there are many more initial than final consonants and therefore more opportunities for interaction between initial than between final consonants. But a result reported in [4] cannot be explained from numbers of opportunities. There, in a tongue twister experiment with lists of four CVC words, a considerable and highly significant word-onset effect was found for real words but no effect whatsoever for nonwords. The effect for real words conflicts with both the explanation from numbers of opportunities for interaction proposed in [1] and the data reported in [2]. In [3] some different tongue-twister experiments are described apparently demonstrating a considerable word-onset effect that cannot be easily explained from numbers of opportunities.

To explore possible causes for these contradictory findings, we have conducted two experiments eliciting interactional substitutions of single consonants. The first experiment was set up to elicit interactional substitutions of both the initial and the final consonant in CVC real words. The second experiment was a tongue-twister experiment with disyllabic words.

2. EXPERIMENT 1

In this experiment the classical SLIP technique was used, applying the phonological preparation of substitution errors by precursor word pairs. Targeted errors were either on the initial or on the final
consonant. In Table 1 we present examples of how interactional errors on initial and final consonants might be elicited using the SLIP technique.

The precursor word pairs are visually presented to the speaker one by one in the middle of a screen, and have to be read silently. The target word pair is also to be read silently, but is then followed by a series of ????. This a prompt for the speaker to speak the target word pair aloud. Every now and then in the response the two initial consonants are exchanged.

For elicitations, there are fewer final errors than initial ones, but the difference is relatively small and not significant \( (p=0.1854) \). Similarly, for elicited exchange errors, the error rate is significantly higher for final errors than for initial ones, i.e., fewer initial errors than final ones \( (p=0.0141) \). This can perhaps be explained from the fact that final consonants tend to be more confusable than initial consonants [5], although it remains unclear why there are not more final than initial anticipations. In any case, these data do not show a clear and significant word-onset effect. They resemble more the results reported by [2] than those reported by [4]. These latter results, showing a considerable and highly significant word-onset effect for real words but not for nonwords, in a tongue twister experiment, remain as yet unexplained.

3. EXPERIMENT 2

This experiment was a replication of an experiment reported by [3] but with a twist. Table 2 gives examples of stimuli in [3].

Note that in [3] in conditions S and N interactions are elicited between initial and medial consonants. This probably artificially reduces the numbers of errors (cf. Fig. 1 above). Therefore in our experiment we used two sets of Dutch stimuli, one comparable to the stimuli in Table 2, the other with disyllabic words only, thus avoiding the confound with crossing positions.

As exemplified here, stimulus word pairs of the "2vs2 syllables" type were derived from those of the "1vs2 syllables" type. We have decided that such related quartets should not be presented to the same participant because this might be confusing. Therefore we created two lists of stimuli each with 12 quartets of the "1vs2 syllables" type and 12 quartets of the "2vs2 syllables" type, in such a way that for each quartet of the "1vs2 syllables" type the

![Fig. 3. Main results of Experiment 1. There is no significant difference between the numbers of interactional errors elicited in initial and final position.](image)

The probability of an interactional error was analyzed by means of generalized linear mixed models (GLMM), using Markov Chain Monte Carlo simulations. The dependent variable was the binomial outcome of a response being an interactional substitution error or being a fluent and correct response. Other types of responses were ignored in the present analysis. Fixed effects were the position of the elicited error within the word, the direction of the elicited error, and the interaction of these two fixed effects. Subjects and items were included as random effects. For the current study, the interesting comparison is between the error rates for the initial and final positions. For elicited anticipations, there are fewer final errors than initial ones, but the difference is relatively small and not significant \( (p=0.1854) \). For perseverations, the error rates are marginally higher for final than for initial consonants \( (p=0.0557) \). Similarly, for elicited exchange errors, the error rate is significantly higher for final errors than for initial ones, i.e., fewer initial errors than final ones \( (p=0.0141) \). This can perhaps be explained from the fact that final consonants tend to be more confusable than initial consonants [5], although it remains unclear why there are not more final than initial anticipations. In any case, these data do not show a clear and significant word-onset effect. They resemble more the results reported by [2] than those reported by [4]. These latter results, showing a considerable and highly significant word-onset effect for real words but not for nonwords, in a tongue twister experiment, remain as yet unexplained.
corresponding quartet of the "2vs2 syllables" type was in the other list and vice versa. Thus each list had 24 quartets and therefore 96 sequences of four words. There were 28 participants, 20 females and 8 males, all students of Utrecht University. Their age ranged from 18 to 26. Data from one participant (female, even-numbered) were lost due to technical malfunction. The analysis reported below is based on the remaining 27 participants.

Each speaker was tested individually in a sound-treated booth. He or she was instructed to repeat each sequence of words that appeared on the screen three times, then to push a button that made the stimulus disappear and to repeat the same sequence of words three more times from memory. The resulting speech from each participant was transcribed and coded separately for "1vs2 syllables" stimuli and the "2vs2 syllables" stimuli. The source and error position of each interactional error was coded. There was quite some hysteresis in the sense that once a particular error was made, the participant tended to repeat that error during the six response utterances for that stimulus. Because of this we counted only the first of identical errors made to a stimulus. Because of this we counted only the first of identical errors made to a stimulus. The errors were counted separately for the "visible" and "invisible" phase of the experiment. All interactional substitutions, targeted and not targeted, by exchange, anticipation and perseveration were counted.

Table 4 gives the main results for the targeted interactional substitutions only.

<table>
<thead>
<tr>
<th></th>
<th>1vs2 syllables</th>
<th>2vs2 syllables</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vis</td>
<td>inv</td>
<td>sum</td>
</tr>
<tr>
<td>B</td>
<td>32</td>
<td>85</td>
<td>117</td>
</tr>
<tr>
<td>W</td>
<td>18</td>
<td>35</td>
<td>53</td>
</tr>
<tr>
<td>S</td>
<td>8</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>N</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>sum</td>
<td>62</td>
<td>138</td>
<td>200</td>
</tr>
</tbody>
</table>

These data were fed into a mixed-effects logistic regression model (GLMM; Quené & Van den Bergh, 2008). Fixed effects were the condition (with N as baseline), 1vs2 syllables (baseline) versus 2vs2 syllables, and visible versus invisible (baseline). Random intercepts were included for participants and for stimulus quartets, and condition was included as a random slope between stimulus quartets (an extended model with random slope of condition between participants did not increase the model’s performance). The three-way interaction between the fixed effects was not significant according to a likelihood ratio test ($\chi^2=6.9, \text{df}=3, p=.074$), and it was therefore dropped from the model. The visibility factor does not interact with the condition factor and does not interact with the "1vs2 syllables" versus the "2vs2 syllables" factor (according to a likelihood ratio test, a simpler model from which these interactions were dropped performs equally well: $\chi^2=4.2, \text{df}=4, p=.38$).

Two findings are remarkable: (1) There are more targeted interactional substitutions elicited by the "2vs2 syllables" stimuli than by the "1vs2 syllables" stimuli ($p<.0001$), but only in the B and S conditions. Consequently the distributions of interaction errors over conditions are significantly different for the "1vs2 syllables" stimuli and the "2vs2 syllables" stimuli. (2) There are significantly fewer targeted interactional substitutions in the visible phase of the experiment than in the invisible phase ($p<.0001$). When the participants do not see the four-word sequence on the screen they make more interaction errors. This suggests a memory problem. However, there is no interaction between visibility and condition.

Obviously, the distribution of the numbers over conditions is very different for the two sets of stimuli. This appears to be related to the fact that in the "1vs2 syllables" stimuli in two conditions targeted interactions involved two different positions in the word, whereas in the "2vs2 syllables" stimuli they did not. Therefore we refrain from further analysis of this data set and rather turn to the data set for the "2vs2 syllables" only. This time, however, we choose to include all valid interactional errors and not only the targeted ones.

First we want to see whether in this experiment interactional errors have the same resistance against crossing positions as found for errors in spontaneous speech by [1]. Fig. 4 gives the relevant data.

![Fig. 4. Error frequencies as a function of the position of both error and source in the word. Data from Experiment 2.](image)

Obviously, as in spontaneous speech, in this experiment also interactional errors have a strong resistance against crossing positions. Only 11 % of errors cross positions. We further analyze only cases for which source and error have the same position in the word.
Table 5 gives the breakdown over positions and conditions of all interactional substitutions for the "2vs2 syllables" stimuli.

Table 5. Numbers of single consonant substitutions for the "2vs2 syllables" stimuli, not crossing positions, for both targeted and not-targeted errors, collapsed over visible and invisible, and separately for the initial, medial and final consonant positions, and for the four conditions B, W, S, N. Positions targeted for interaction are printed in boldface. The highest number of each row is printed in italics.

<table>
<thead>
<tr>
<th></th>
<th>initial</th>
<th>medial</th>
<th>final</th>
<th>sum</th>
<th>fluent</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>126</td>
<td>55</td>
<td>73</td>
<td>254</td>
<td>456</td>
</tr>
<tr>
<td>W</td>
<td>51</td>
<td>13</td>
<td>11</td>
<td>75</td>
<td>481</td>
</tr>
<tr>
<td>S</td>
<td>83</td>
<td>57</td>
<td>28</td>
<td>168</td>
<td>462</td>
</tr>
<tr>
<td>N</td>
<td>41</td>
<td>16</td>
<td>38</td>
<td>95</td>
<td>476</td>
</tr>
<tr>
<td>sum</td>
<td>301</td>
<td>141</td>
<td>150</td>
<td>592</td>
<td>1875</td>
</tr>
</tbody>
</table>

Two things are immediately conspicuous:
(a) Overall numbers of errors differ considerably between conditions, also for consonants not targeted for interaction.
(b) The highest number of errors in each condition is in word-onset position, whether or not this is the targeted position.

In conditions B and S all 4 words in the tongue twisters share a stress pattern, viz. Sw in B and wS in S. This is not so in conditions W and N. Therefore we suspected that the enormous differences between conditions might have something to do with the sharing of stress patterns. We applied an analysis with a mixed-effects logistic regression model, and three different contrasts for the factor condition: (1) initial vs medial position (B & W vs S & N); (2) sharing vs not sharing a stress pattern (B & S vs W & N); (3) sharing Sw vs sharing wS (B & S vs W & N). Contrast (1) was insignificant (p = .347), contrast (2) highly significant (p < .0001), contrast (3) significant (p = .0307). Contrast (1) being insignificant suggests that targeting specific pairs of consonants does little to generate interactions between those consonants. This may come as a surprise to those dedicated to doing tongue twister experiments. Contrast (2) being highly significant suggests that activation of all segments of words in each other's immediate context that share a stress pattern is increased, as if by stress-pattern-based priming. Thereby their probability for interactions is increased. The stronger effect of Sw than of wS probably is related to the fact that Sw is by far the most common of the two stress patterns in Dutch.

We found a similar effect of stress pattern in spontaneous speech: In a collection of single segment substitutions there were same and different stress patterns in 151 and 169 cases respectively. Expected values based on stress pattern frequencies were 98 and 222. The distributions are clearly different (Fisher's exact test: p<.0001).

The above analysis could not address the effect per se of position in the word, independent of other contrasts, because this was not an experimental variable. However, a post hoc logistic regression analysis with 1000 bootstrap replications over both speakers and matching stimulus sets, with position as main variable, clearly showed a significant word-onset effect in all 4 conditions (p<.05). This effect cannot be explained from relative numbers of opportunities for interaction.

4. CONCLUSION

We have not succeeded in explaining the absence of a word-onset effect in spontaneous speech, other than caused by number of opportunities for interaction, in [1], and also in lists of real CVC words in [2] and the current experiment 1, as compared to the presence of a clear word-onset effect in CVC words in phrases in [2] and in lists of real CVC words in [4], and also in lists of disyllabic words in the current experiment 2. We stumbled over two major effects that were previously hardly known: (1) Intervocalic consonants do not interact with initial or final consonants. This means that at the level where interactional substitutions arise, there is no resyllabification. (2) There is a major effect, confirmed in spontaneous speech, of words sharing a stress pattern on the frequency of their interactions.
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ABSTRACT
The English filled pauses *uh* and *um* have been argued to correspond respectively to shorter and longer anticipated delays in speech production. This study looks at some contextual factors that might cause this difference by investigating filled pause instances in monologue and conversation speech corpora. Results are consistent with previously observed delay differences and further show that discourse-level processing may influence differential delay marking though monologue results are more conclusive than conversation results. However, no evidence was found that lexical factors (word type, frequency) correlate with filled pause choice. The findings suggest a limited view of how speakers use filled pauses as delay markers: Not all contextual factors may trigger differential delay marking.
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1. INTRODUCTION
According to the perceptual loop theory [1,2], speakers are constantly monitoring their speech production and, upon identifying a problem in their production, may initiate repair of the problem. In many cases, the repair may be covert and entirely unnoticeable to the listener. But in other cases, the repair takes some overt form. In this way, filled pauses (FPs)—like other hesitation phenomena (e.g., repeats, self-repairs, lengthenings, silent pauses)—can be said to mark such a repair sequence and thus constitute a delay in the communication of the speaker’s message [cf., 3,4].

In English, the FP inventory is extremely limited, consisting almost exclusively of just an open syllable *uh* or a closed syllable *um*. Furthermore, the English FPs *uh* and *um* show some difference with respect to the length of the associated delay [3-7; but see 8-9 for counter-evidence]. *Uh* corresponds to a lower likelihood of an immediately following silent pause and an overall shorter delay (FP duration plus following silent pause duration) than *um*. Thus, it has been proposed [3-5] that when speakers detect a minor problem in their speech production and thus predict a minor delay to repair the problem, they are more likely to mark this delay with *uh* rather than *um*. Conversely, when speakers detect a major problem in their speech production, they are more likely to mark the associated delay with *um*.

Given the empirical observations of a differential delay between *uh* and *um*, then the next problem is to pinpoint the cause or causes of the respective minor and major delays that trigger the FPs. Several contextual factors have been observed to correspond with the occurrence of FPs. For example, much evidence exists to show that filled pauses are more likely to be used at major rather than minor discourse boundaries [7,10]. For instance, consider the hypothetical spoken discourse shown in (1). The beginning of the discourse {A} is a major discourse boundary requiring much planning effort as the storyteller plans the entire discourse to follow. The sentence boundary {B} is a less major boundary in the discourse as a whole, while the beginning of the subordinate clause {C} is a minor boundary and the clause-internal point {D} is a more minor boundary.

(1) {A}Yesterday I was walking down the street when I saw a surprising thing. There was this guy selling toys {E} in a small {F} stall and everyone was watching him because he was so unique. {B} He would balance several toys at once in one hand {C} while demonstrating a new toy {D} with the other hand. All the kids couldn’t help but watch and so many parents had no choice but to buy something!

Major discourse boundaries like {A} and {B} incur greater speech production difficulty than minor boundaries like {C} or {D} and therefore increase the likelihood of a delay.

FPs have also been observed to occur more often before content words than before function words [11] and before words with low rather than high contextual frequency [12]. Hence, in (1), there is a greater probability of a FP at point {F} before the low-frequency word *stall*, than there is at point {E} before the high-frequency word *in*. More effort is required to retrieve low-frequency words from memory and thus the likelihood of a delay increases [13]. Since content words as a whole are lower frequency than function words, the same explanation applies, meaning a higher probability of FPs before content than function words.
Because such contextual factors as discourse boundary level and word frequency have been observed to incur speech delay as measured by the occurrence of FPs, a further hypothesis is that gradient differences in these contextual factors correspond to a speaker’s anticipation of greater or lesser delay and thus greater or lesser choice of um or uh, respectively. This paper reports on a test of this hypothesis using speech corpora.

2. EXPERIMENT

2.1. Methods

In order to test the hypothesis in a broad range of speech contexts, this study used two English speech corpora: one of monologues and the other of conversations. The monologue corpus is the Corpus of Presentations in English (COPE: [14]) in which native English participants spoke in response to a prompt for about ten minutes, following minimal preparation time. Participants spoke in front of a small audience of peers. The conversation corpus is the Santa Barbara Corpus (SBC: [15]) which consists of unstructured, non-task-oriented conversations. Recordings were taken as speakers engaged in normal, everyday activities and conversations in non-laboratory settings (cf., BNC Spoken Corpus [16]).

A sample of FPs from each corpus were taken and the following delay measurements were made: FP duration, presence of immediately following silent pause, duration of following silent pause, and total delay (calculated as FP duration plus duration of any immediately following silent pause). Subsequently, the following contextual measurements were also made: syntactic location (clause boundary or clause-internal: a simplified view of discourse boundary level, corresponding to points A, B, and C versus D in (1) above), following word type (content or function), and following word frequency (using frequency counts from Brown Corpus [17]).

2.2. Results

The analysis is based on 163 FPs contained in 20 minutes of the COPE (monologue) corpus and 149 FPs contained in 165 minutes of the SBC (conversation) corpus. Turn-final FPs in the conversation corpus—where a following silent pause could arguably be attributed not to the speaker but rather to an interlocutor’s latent uptake—were not included in this analysis. The results for the delay measures are shown in Tables 1-4 (with test statistics for main effects).

<table>
<thead>
<tr>
<th>Table 1: Mean duration of FPs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech type</td>
</tr>
<tr>
<td>monologue 328 ms</td>
</tr>
<tr>
<td>conversation 340 ms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: Proportion of FPs followed by silent pauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech type</td>
</tr>
<tr>
<td>monologue 16.4%</td>
</tr>
<tr>
<td>conversation 16.9%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Mean duration of silent pauses following FPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech type</td>
</tr>
<tr>
<td>monologue 398 ms</td>
</tr>
<tr>
<td>conversation 744 ms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4: Mean total delay (duration of FP plus following silent pause).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech type</td>
</tr>
<tr>
<td>monologue 465 ms</td>
</tr>
<tr>
<td>conversation 592 ms</td>
</tr>
</tbody>
</table>

The duration of FPs (Table 1) differs with respect to the type of FP (uh, um) and the speech type (monologue, conversation), and even the interaction is significant [F(1,308) = 6.1, p<0.05]. While um is longer on the whole, this difference is only significant in monologue speech [t(143)=4.6, p<0.001]. Although um consists of two phonemes compared to the one in uh, this does not necessarily mean that um consistently takes longer to articulate. The articulation of FPs seems to be partially modulated in the presence of interlocutors.

Results further show that there is more likely to be a silent pause (Table 2) after um than uh, but there is no difference between speech types in this regard. However, when looking at the length of the following silent pauses (Table 3), results show that despite the apparently very short pauses after uh in monologues, there is only a marginal difference between um and uh barely reaching significance at α =0.05 and no difference between speech types. This result therefore waters down differences between the FPs themselves (Table 1) when looking at the effect of the total delay (Table 4): There is a difference between um and uh, but no difference between the speech types and no interaction.
The results for the total delay show, therefore, that *um* marks a longer delay than *uh*. This replicates previous findings [3-7], and shows the results to be consistent across both monologue and conversational speech. However, the composition of that delay (i.e., the relative length of *uh/um* and its accompanying pause) differs between speech types.

As for the hypothesis that gradient differences in contextual factors corresponds to differential delays, the results for the contextual measures are shown in Tables 5-8.

### Table 5: Proportion of clause boundary FPs that are closed FPs (*um*)

<table>
<thead>
<tr>
<th>Speech type</th>
<th>boundary</th>
<th>internal</th>
<th>n.s.</th>
</tr>
</thead>
<tbody>
<tr>
<td>monologue</td>
<td>74.7%</td>
<td>45.6%</td>
<td></td>
</tr>
<tr>
<td>conversation</td>
<td>54.4%</td>
<td>58.6%</td>
<td>p&lt;0.05 (log. regr.)</td>
</tr>
</tbody>
</table>

### Table 6: Mean total delay (duration of FP plus following silent pause) at clause locations

<table>
<thead>
<tr>
<th>Speech type</th>
<th><em>uh</em></th>
<th><em>um</em></th>
<th>Interaction: F(1,304)=7.3 p&lt;0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>boundary</td>
<td>433ms</td>
<td>1004ms</td>
<td></td>
</tr>
<tr>
<td>internal</td>
<td>486ms</td>
<td>581ms</td>
<td></td>
</tr>
<tr>
<td>conversation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>boundary</td>
<td>552ms</td>
<td>680ms</td>
<td></td>
</tr>
<tr>
<td>internal</td>
<td>641ms</td>
<td>963ms</td>
<td></td>
</tr>
</tbody>
</table>

### Table 7: Proportion of following words that are content words

<table>
<thead>
<tr>
<th>Speech type</th>
<th><em>uh</em></th>
<th><em>um</em></th>
<th>p=0.08 (log. regr.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>monologue</td>
<td>27.9%</td>
<td>27.4%</td>
<td></td>
</tr>
<tr>
<td>conversation</td>
<td>39.3%</td>
<td>35.5%</td>
<td></td>
</tr>
</tbody>
</table>

### Table 8: Mean (log) frequency of following word

<table>
<thead>
<tr>
<th>Speech type</th>
<th><em>uh</em></th>
<th><em>um</em></th>
<th>F(1,296)=9.4 p&lt;0.005</th>
</tr>
</thead>
<tbody>
<tr>
<td>monologue</td>
<td>7.52</td>
<td>7.81</td>
<td></td>
</tr>
<tr>
<td>conversation</td>
<td>6.54</td>
<td>6.94</td>
<td></td>
</tr>
</tbody>
</table>

Overall, when a FP is used clause-internally, the probability of it being an *um* rather than *uh* seems to be near chance (Table 5). However, when a FP is used at a clause boundary, it is more likely that it will be an *um* than an *uh*. This result appears to be driven mostly by the monologue speech results, but in fact the difference between speech types is not significant. Hence, the overall result suggests that major discourse boundaries prompt greater use of *um*. However, when looking at the actual total delay results (Table 6), the situation is somewhat more complicated. While there is a main effect of FP with *um* longer than *uh* (i.e., same as shown in Table 4 above), there is an interaction between speech type and clause location. The monologue speech data shows that boundary *ums* are longer than others. Together with the results shown in Table 5, this follows the prediction that major discourse boundaries prompt longer delays which are marked by *um*. The conversation speech data seems to show something of an opposite trend where internal FPs have a longer duration than boundary FPs. However, this difference is not significant. Thus, only the monologue speech data is conclusive with regard to the contextual effect of discourse boundary on differential delay.

In contrast, as for the following word, choice of *um* and *uh* shows no connection with the type (Table 7) nor with the frequency (Table 8) of the following word. But the results do show differences between speech types with FPs in conversation (more so than in monologue) followed by more content words and by lower-frequency words. Results relating word type and frequency to mean total delay showed no relevant significant effects and are not shown here.

### 3. DISCUSSION

The aim of this study was to evaluate the hypothesis that differences in delays associated with FPs may be attributed to certain contextual factors. Results first show that *uh* and *um* do correspond with shorter and longer total delay, respectively (consistent with previous work). Results further show that *um* is more likely to be used at a clause boundary than clause-internally suggesting that processing associated with a major discourse boundary may be a factor that impels speakers to choose to use an *um* over an *uh*. Positive support for this conclusion comes only from the monologue speech data. The conversational speech data was inconclusive on this point. More discussion of this difference between the monologue and conversation data will be given below.

Despite the influence of discourse boundary level, comparable findings could not be obtained for the type or frequency of words following FPs, suggesting that lexical access effects are not sufficient to influence differential delay marking by FP choice.

These results suggest a limited view of FPs as delay-marking devices: While there may be many sorts of linguistic processing problems that speakers experience and which may cause an anticipation of delay such as the various contextual factors examined here, using a FP as a signal to mark the
degree of that expectation (i.e., short vs. long) is not a generic technique. Rather, it seems to be limited to cases where speakers recognize difficulty in processing major discourse constituents. Other delays might lead to different techniques.

Finally, the results here bear vaguely on a larger question regarding the use of FPs in spontaneous speech: the speaker’s intent. As noted in the background, when speakers detect a minor delay in speech production, they mark it with *uh*, and mark a detected major delay with *um*. This can be unpacked into two hypotheses. First, there is the hypothesis that different FPs in English correspond to different delay lengths. This may be called the differential delay hypothesis. Previous studies as well as the present study confirm this hypothesis.

A second hypothesis, though, is that speakers intend to convey their anticipation of a delay differentially to their interlocutors. This can be called the differential conveyance hypothesis. None of the studies cited in the background provide clear evidence on this hypothesis: That is, there seem to be no tests of the speaker’s intent to convey something different between *uh* and *um*.

Evaluating intent is surely a difficult task, but perhaps differences between the corpora used in this study are suggestive. In the monologue corpus, speakers were obliged to speak for a target amount of time, in order to accomplish the investigator’s task. Furthermore, they were doing so in front of an audience. Here, speakers may feel more compulsion to communicate about their anticipated delays: Hence, their intent may be taken as a given.

On the other hand, in the conversation corpus, speakers were under no investigative time or task constraints: They could, so to speak, take their time freely within their conversation. In this context, they were under less compulsion to communicate about their anticipated delays to their interlocutors.

If this distinction is valid, then the prediction of the differential conveyance hypothesis would be that FPs would be used differently between the monologue and conversation corpora. The results here do in fact show this (cf., Table 6) where the differential use of *um* and *uh* at different discourse boundary levels occurs in the monologue but not the conversation speech data. Therefore the results provide support for the hypothesis. Of course, this is highly speculative and warrants much further examination.

4. FURTHER WORK

Although this work has looked at a broad sample of data with both monologue and conversational speech, the number of samples used was relatively limited and could be expanded to confirm the findings. Also, other factors that might lead to expectation of delay could be examined such as articulation, (co)reference processing, or syntactic and semantic effects. These could be investigated in corpus studies as performed here or in controlled production or perception experiments to see whether and how these various factors are related to differential delay as marked by *uh* and *um*.
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ABSTRACT
This study attempts to characterize the timbre of the default type of hesitation disfluency (HD) in Israeli Hebrew: the mid-front vowel /e/. For this purpose, we analysed the frequencies of the first three formants, F1, F2, and F3, of hundreds of HD pronunciations taken from The Corpus of Spoken Israeli Hebrew (COSIH). We also compared the formant values with two former studies that were carried out on the vowel /e/ in fluent speech. The findings show that, in general, elongated word-final syllables and appended [e]s are pronounced with the same amount of openness as fluent [e], while filled pauses tend to be more open (lower F1), and more frontal (higher F2). Following these results, we suggest to use different set of IPA symbols, and not the phonemic mid-front /e/, in order to better represent hesitation disfluencies.
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1. INTRODUCTION
Hesitation disfluencies (HDs) in spoken Hebrew are mostly produced by /e/, which is considered a mid-front vowel [4]. This vowel and four others, /a, i, o, u/, are the five vowels in the Israeli Hebrew (IH) vowel system [4]. This vowel system does not include a phonological difference of vowel length. Moreover, lax/tense differences are not phonemic in Hebrew, Nor does it include the neutral Schwa [ə]. This vowel system does not include a phonological difference of vowel length. Moreover, lax/tense differences are not phonemic in Hebrew, Nor does it include the neutral Schwa [ə].

Hesitation disfluencies (HDs) in IH, i.e. three distinct manifestations with regard to word-level phonology [cf. 13, 14]:
A. Elongated word-final syllables (EWFS). Elongated syllables are mostly monosyllabic function words, such as /vel/ 'and'; /bel/ 'in/at'; /le/ 'that', and more.
B. Appended [e] vowels that are inserted after a word, but within the same intonation unit. This type will be further referred as Appended [e] (henceforth: AE).
C. HDs between silent pauses, known also as filled pauses (FP).

A similar distinction between the first and the third realizations (types A and C above) was described in [16: 16]: "lengthening of rhymes or syllables" and "hesitating much like they might display with a filled pause". It is important to note that although types B and C are only realized by the /e/ vowel, elongated syllables occurs in word final syllables, or monosyllable lexemes, and thus may be realized by each of the five vowels in IH vowel system. For example, the most common elongated
lexeme in spontaneous Hebrew is the definite article [ha] ‘the’ [14], which of course is realized by an elongated /a/.

This study focuses on two questions:
Q1: Will the three types of hesitation disfluencies show similar formant values?
Q2: Are formants of [e] when realized by hesitations more likely to be centralized in comparison with fluent [e]?

It is reasonable to hypothesize that formants of elongated word final [e] (type A above) will show closer, if not similar, values to fluent [e]. This question was investigated in other languages. For example, in Estonian it was found that hesitation formants are likely to be centralized or posterior and opened in comparison with related phonemes [11]. In European Portuguese a small tendency for higher F1 and lower F2 in vocalic fillers (termed FP in the present research) was found [12].

To summarize, in the present study, formant analysis of the three types of HDs with the vowel /e/ will be carried out and the results will be compared to two other studies on the acoustics of vowels in IH: The first is on the acoustic properties of Hebrew vowels as manifested in isolated utterances [10]; The second is on the phenomenon of vowel reduction in spontaneous speech [2], which is a study that was carried out in part on the same corpus as in the present research.

2. METHOD

Speech samples were taken from the Corpus of Spoken Israeli Hebrew (CoSIH) [6]. The recordings, which were made during 2001-2002, are of authentic IH everyday conversations. Each dialogue consists of conversations between one core speaker and various interlocutors with whom the speaker interacted on that day.

The present research is based on recordings of 19 subjects who wore two unobtrusive microphones on their lapels, during an entire waking day. A total of 28 interlocutors were also recorded, therefore 47 different speakers are in the corpus, 19 of whom are men and 28 women. All speakers were native speakers of Hebrew, residing in Israel since birth. Mean age was 30.5 years (SD=14.6) for the men group, and 26.3 years (SD = 5.5) for the women. The research corpus consists of 31,760 word-tokens (over 5 hours of speech) of which 4,289 are word-types. 44% of the examined material is one-side telephone conversations; while 56% is face-to-face dialogues.

2.1. The database of HDs

Amongst 764 HDs that were annotated in the corpus, 575 HDs of types A, B, and C, as described above, were segmented and saved separately as sound files. The 575 HDs consist of [e] vowel, while the other 189 HDs consist of elongated vowels in varied syllables (mostly [a] in the Hebrew definite article /ha/ ‘the’). This demonstrates that the [e] vowel is the default HD in Hebrew (75.2% HDs with [e] vs. 24.7% HDs with the other four vowels). Figure 1 demonstrates the distribution of the three types of HDs between women and men (with varied amount of productions between the 47 speakers): 70 elongated word-final syllables were collected from men’s speech, and 162 from women’s speech; 105 Appended [e]s were collected from men, and 202 from women; last, only 3 filled pauses, were collected from men and 33 from women.

2.2. Formant extraction method

A segment of 30-50ms, from the centre of each token was extracted, which was judged visually to be stationary. Linear Predictive Coding (LPC) analysis was applied to the signal. The first three formant frequencies were identified as the frequencies of the first two conjugate pole pairs obtained from this analysis. The results of this analysis may vary considerably, when applied automatically, depending on sampling rate and order of the LPC analysis. Therefore, we performed a manually supervised analysis of the first three formants of each token separately.

3. RESULTS

The results are divided into two parts: The first part describes intrinsic findings on the measurements of the first three formants in the three examined HDs – EWFS, AE, and FP. In the second part we bring
extrinsic findings which compare the current study results to the results in the two previous studies mentioned above ([2 and 10]), which will be termed "reduced /e/" study and "read /e/" study, respectively. A summary of the formant measurements (means and standard deviation values) is presented in Table 1 and in Figure 2.

3.1. Intrinsic comparison
The intrinsic comparison is a comparison between the three types of HDs – elongated word-final syllables (EWFS), Appended [e] (AE), and filled pauses (FP) – which were described above. First, results are presented for the 575 items in the database (Lines 1-6 in Table 1): A one way Analysis Of Variance (ANOVA) was conducted for men (M) and women (W) separately, for each of the first three formants, with HD type as a between-subject factor.

For women, all three ANOVA's (F1, F2, and F3) were significant (p=0.012, p<0.001, p<0.001, respectively). Post hoc comparisons revealed:

1. F1:
   a. EWFS is significantly different from FP (p=0.01)
   b. FP is significantly different from AE (p=0.019)
   c. EWFS is insignificantly different from AE.

2. F2:
   a. EWFS is significantly different from FP (p<0.001)
   b. FP is significantly different from AE (p<0.001)
   c. EWFS is insignificantly different from AE.

3. F3:
   a. EWFS is significantly different from FP (p<0.001)
   b. FP is significantly different from AE (p<0.001)
   c. EWFS is insignificantly different from AE.

For men, similar to the results for women, no statistical differences between formant values across the two HD types – EWFS and AE – were found (FPs are ignored here due to lack of tokens).

A similar analysis was performed next, which included only six main speakers, having 20 HDs or more (Lines 7-12 in Table 1). The motivation was to find if a more balanced token distribution will have an effect on the results. In this case, the number of tokens was reduced to 366 HDs. Results of this analysis were substantially the same as the analysis of all HDs. In general, results showed that EWFSs are closer in pronunciation to AEs and farthest from FPs.

3.2. Extrinsic comparison
The extrinsic comparison to previous works is presented in Figure 2. The main findings are the following:

1. F1 average values of the three types of HDs are within the standard deviations of the records in the two previous works ([2] and [10]), for both men and women. Yet, in comparison to "read /e/", the averages are higher in EWFS and AE (which reflects a more open manner of [e] in these two HDs) and lower in FP (which reflects a more closed [e] in FPs).

2. F2 of AE and EWFS in women's speech is beyond the standard deviations of the "read /e/" study [10]. It can be said that women pronounce AEs and EWFSs in a more back manner (i.e., lower frequencies of F2).

3. Women and men pronounce AE in a more frontal manner (higher F2), in comparison to the "reduced /e/" (as recorded in [2]).

4. Women and men pronounce EWFS in a similar frontal manner to "reduced /e/" (F2 within the standard deviation of [2] study).

5. F2 of FP in men's speech is beyond the standard deviations of F2 in IH [e] (in both [2] and [10] studies). Yet, since it reflects only three cases, men's pronunciation of FP remains for future research.

4. DISCUSSION
In this study, we attempted to characterize the timbre of the default type of hesitation disfluency (HD) in Israeli Hebrew: the mid-front vowel /e/.

Of the three HD types, EWFS and AE formant measurements are closer to each other while FP formants show a significant deviation from the other two types. As F1 values reflect the open-close vowel characteristics, we found that HDs are pronounced with the same amount of openness as fluent [e]. It is interesting to note that the deviations of F1 in elongated word-final syllables and Appended [e] cases, from the F1 in the "reduced /e/" are smaller than those in the "read /e/" and vice versa for the filled pauses. This can reflects discrimination between the attached types of HD (EWFSs and AEs), which have a reduced F1 nature, versus the isolated type of HDs (FPs), which has a more closed nature, as in read speech.

FPs in Hebrew are less central with comparison to reduced or fluent speech and to the two other types of HD (AE and EWFS), i.e., they are pronounced with a more closed manner (lower F1) and with more frontal manner (higher F2), thus becoming closer to the pronunciation of Hebrew [i] vowel. We can thus suggest that filled pauses may be indicated by the IPA symbol for closed-mid
vowel [e] while elongated syllables (EWFSs) and appended [e] (AEs) may be indicated by the open-mid symbol [ε], or to use diacritics indicating lowered [ɛ] (for FP) and raised [ɛ] (for EWFSs and AEs). Although these variations are still not investigated perceptually, in the present research we observe a potential for a diachronic shift from length to quality in at least part of the vowel system. By this, the present research contributes to the understanding of the historic rise and fall of distinctive vowels, as suggested by [1: 268].

**Table 1:** Intrinsic comparison of F1, F2, and F3 in the three types of HDs, for the whole corpus (lines 1-6) and for main speakers sub-corpus (lines 7-12)

<table>
<thead>
<tr>
<th>Formants</th>
<th>Gender</th>
<th>EWFS</th>
<th>AE</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>1  F1 (Hz)</td>
<td>M</td>
<td>494</td>
<td>85</td>
<td>499</td>
</tr>
<tr>
<td>2  F1 (Hz)</td>
<td>W</td>
<td>585</td>
<td>88</td>
<td>580</td>
</tr>
<tr>
<td>3  F2 (Hz)</td>
<td>M</td>
<td>1683</td>
<td>246</td>
<td>1716</td>
</tr>
<tr>
<td>4  F2 (Hz)</td>
<td>W</td>
<td>1977</td>
<td>233</td>
<td>2024</td>
</tr>
<tr>
<td>5  F3 (Hz)</td>
<td>M</td>
<td>2818</td>
<td>400</td>
<td>2853</td>
</tr>
<tr>
<td>6  F3 (Hz)</td>
<td>W</td>
<td>3025</td>
<td>286</td>
<td>3013</td>
</tr>
<tr>
<td>7 (&gt;20 HDs) F1 (Hz)</td>
<td>M</td>
<td>466</td>
<td>53</td>
<td>492</td>
</tr>
<tr>
<td>8 (&gt;20 HDs) F1 (Hz)</td>
<td>W</td>
<td>580</td>
<td>61</td>
<td>573</td>
</tr>
<tr>
<td>9 (&gt;20 HDs) F2 (Hz)</td>
<td>M</td>
<td>1655</td>
<td>279</td>
<td>1706</td>
</tr>
<tr>
<td>10 (&gt;20 HDs) F2 (Hz)</td>
<td>W</td>
<td>2005</td>
<td>243</td>
<td>2093</td>
</tr>
<tr>
<td>11 (&gt;20 HDs) F3 (Hz)</td>
<td>M</td>
<td>2825</td>
<td>450</td>
<td>2905</td>
</tr>
<tr>
<td>12 (&gt;20 HDs) F3 (Hz)</td>
<td>W</td>
<td>3037</td>
<td>245</td>
<td>3075</td>
</tr>
</tbody>
</table>

**Figure 2:** Extrinsic comparison of F1 and F2 in the three types of HDs and in two previous works on fluent /e/ in lexical words ("reduced /e/" and "read /e/岫).
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ABSTRACT

The nearly three decades spent in Formosan language documentation produced hundreds of hours of recorded speech. In this paper, we show how the use of SpeechIndexer for transcribing and indexing the data visualises the problem of disfluency in the spontaneous narratives and dialogues. The semi-automatic alignment of speech and transcription needs to be adjusted manually each time when unpredictable pauses occur which are disfluencies, rather than markers of phrasal units. It is illustrated how the combination of SpeechIndexer’s pause finder with pitch measurements can help to pinpoint the difference of phrasal boundaries and pauses of disfluency.
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1. INTRODUCTION

The languages of Tsou, Saaroa, Kanakanavu are the oldest vestiges of Austronesian languages in Taiwan. The natural speech of elderly is not influenced by any writing system.

We developed SpeechIndexer to help document the spontaneous narratives, dialogues of the last remaining fluent speakers [1]. SpeechIndexer is a semi-automatic indexing software, which suggests a segmentation of speech data on the basis of pauses/breaks, then links the phonetic units with the transcribed data [2]. SpeechIndexer’s built-in pause finder automatically partitions the voice recording into speech and pause segments. The pause finder is an extension of a basic utterance endpoint detection algorithm [3]. Most recently, a fundamental frequency (F0) estimation algorithm has been included in SpeechIndexer as well. In addition, a parallel text window is opened to enter a translation or comments.

The assumption in developing SpeechIndexer was that natural pauses appear between phrases and sentences. So it is easy to follow the suggested segmentation and link it to the transcription.

In reality, there are many more interruptions of the speech flow, and mostly these are the disfluencies not tackled by the software.

The data for this study have been selected out of 1’800 hours of recordings completed over the past three decades. The speakers were elderly male, representing the oldest branches of the Austronesian language family in the central mountain range of Taiwan. The languages are critically endangered, but important for the understanding of the other 1260 members of this language family extending over the Pacific.

This version of SpeechIndexer has been especially programmed to cope with the needs of the present investigation.

2. SPEECHINDEXER WITH F0 DETECTION

The F0 curve is computed on the spoken segments of the speech recordings only. As mentioned in Sec. 1, SpeechIndexer finds speech and pause segments of a voice recording automatically. The F0 detection algorithm is a simplified version of a cognition-oriented fundamental frequency estimation algorithm [4]. The algorithm has been rewritten to run on multiple processors for efficiency reasons. Fig. 1 shows the main window of SpeechIndexer with the signal window in the upper part. The speech segments are marked as light green sections with the F0 curve as dotted red line and the pause segments in bluish colour. (The speaker is an elderly male person, he speaks Saaroa.)

Figure 1: Spoken segments (green), pause segments (bluish) and F0 curve (red dotted line) of a voice recording shown with SpeechIndexer.
3. TYPES OF DISFLUENCIES

The indexed speech recordings were analysed for disfluencies in the flow of speech. A label was inserted into the text and linked with the recording as soon as a natural break was found.

We noticed different types of disfluencies that are listed in Table 1. They either occur alone or in combination with one another. For instance, a repetition often occurs together with a self-correction.

<table>
<thead>
<tr>
<th>disfluency type</th>
<th>label</th>
</tr>
</thead>
<tbody>
<tr>
<td>hesitation</td>
<td>H</td>
</tr>
<tr>
<td>repetition</td>
<td>R</td>
</tr>
<tr>
<td>pause</td>
<td>P</td>
</tr>
<tr>
<td>self-correction</td>
<td>SC, C</td>
</tr>
<tr>
<td>insertion</td>
<td>INSERTION</td>
</tr>
</tbody>
</table>

There are different ways to insert these markings into the text and link it with the corresponding phonetic unit. The easiest cases are voiced hesitations and pauses. Voiced hesitations are sounds sometimes similar to a “schwa”. Such hesitations may occur at the beginning, in the middle or at the end of phrases but rarely in the middle of a word. In this case, the letter H can be inserted at the corresponding position in the text and appropriately linked with the phonetic unit. Pauses are treated similarly. Self-corrections and repetitions may occur in the middle of a word. In these cases, the labels are inserted either at the exact text position where the disfluency occurs or at the beginning or end of the word that is corrected or repeated. This is illustrated in the following example.

A hesitation combined with a self-correction occurs in the word “maahlüvürahla” in the narrative of an elderly Saaroa speaker after the sixth character position. Thus, this disfluency is labelled either as “maahlüCRvürahla” or “maahlüvürahla CR”. The former has the advantage that the exact text position of the break is clearly recognizable, however, the original spelling of the word is lost and, hence, the word is not found by SpeechIndexer’s built-in search function. In the latter, the spelling remains intact, but it is not clear where the disfluency actually occurs.

Moreover, there are two different ways in which the word/phrase with the disfluency labels is linked to the corresponding speech segment. One possibility is to link the phrase and the disfluency labels as a whole with the spoken segment or only link the labels with the speech section. We leave it up to the researcher which type of labelling and which way of linking is preferred. In Sec. 4, we show examples with different types of labelling and linking.

In addition, researchers may create different text files and link them to the same speech recording with SpeechIndexer. The original text is linked with the voice recording in a first step. The result is a text file and an index file. Then, the researcher inserts the labels for the different types of disfluencies in the original text file and saves it under a new name. The new text file is linked with the original speech recording resulting in a new index file. This way, different text and index files are created to describe different types of linguistic phenomena occurring in the same speech recording.

In the following, we will show concrete examples of the various disfluency types selected from a large collection of voice recordings of both Tsou and Saaroa.

4. EXAMPLES

4.1. Hesitations

Hesitations frequently occur at the beginning or end of a phrase if the speaker is not yet warmed up with talking. Figure 2 shows such a hesitation at the beginning of a narrative told by an elderly male Tsou speaker. The fundamental frequency (F0) curve in the hesitation is quite flat, i.e. the speech flow is not disturbed in any way. Hesitations are also characterized by interrupted words, thus short periods of silence. Less energetic speech segments usually appear combined with self-corrections, but not yet identifiable from the segments.

Figure 2: Hesitation at the beginning of a phrase, the speech segment is highlighted and the phonetic unit for the hesitation (H) circled in blue. The phrase in the text is highlighted in dark blue as well.
4.2. Repetitions

Repetitions occur quite frequently when the speaker wants to assure himself of something. Fig. 3 shows a double repetition of the last word of the previous phrase at the beginning of the current highlighted phrase. It is the same narrative as in Fig. 2 spoken by a male person in the Tsou language. The F0 curve in the circled repeated section of speech is flat again.

By the way, the most frequently used filler is yainca “that is to say” in the Tsou language. Speakers may insert it almost any point into the sentence, preceding verbs, nouns, etc. There is a significant personal style and variation in this.

Figure 3: Repetition (R) at beginning of phrase. The word “hola” from the end of the previous word is repeated twice in the circled speech segment.

4.4. Rhetorical break in phonation (pause)

Occasionally, speakers pause for some time before they continue talking. Most often, these are intentional interruptions of important words, however the 200 to 600 ms of silence is only used to emphasize the speaker’s emotion. Fig. 5 shows a roughly 300 ms pause in the middle of a phrase of a Tsou narrative. The F0 curve clearly falls before the pause.

Figure 5: Significant pause (more than 300 ms) in the middle of a phrase.

4.5. Spontaneous insertion

It occasionally happens that speakers make a spontaneous insertion. Fig. 6 shows such a case where the insertion is combined with a self-correction. The insertion is preceded by a longer
pause. It is the same Saaroa narrative as in Sec. 4.3. The F0 curve in the inserted portion of speech shows some movement upwards before the regular speech flow continues.

**Figure 6**: Insertion combined with self-correction in a narrative of an elderly Saaroa speaker.

### 5. CONCLUSIONS

Normal speech in narratives is characterized by falling intonation at the end of phrases. It is a combination of falling intonation and pause, which shows regular speech. Indications of disfluencies may be an abrupt change in F0, usually going high or showing up and down directions. We can categorize the visible disfluencies in this way, however, there remain other cases which require more data and semi-automatic ways of analysis to identify and differentiate them from normal speech flow. *SpeechIndexer* can in many cases show up disfluencies, but we need to find other factors, too.
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ABSTRACT

We investigate the usefulness of DISfluencies and Non-verbal Vocalisations (DIS-NV) for recognizing human emotions in dialogues. The proposed features measure filled pauses, fillers, stutters, laughter, and breath in utterances. The predictiveness of DIS-NV features is compared with lexical features and state-of-the-art low-level acoustic features.

Our experimental results show that using DIS-NV features alone is not as predictive as using lexical or acoustic features. However, adding them to lexical or acoustic feature set yields improvement compared to using lexical or acoustic features alone. This indicates that disfluencies and non-verbal vocalisations provide useful information overlooked by the other two types of features for emotion recognition.
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1. INTRODUCTION

Emotions are vital in human cognitive processes. Emotion recognition has long been a focus in human-computer interaction research. State-of-the-art approaches for improving performance of emotion recognition often focus on identifying better feature representations. In this work, our goal is to identify knowledge-driven features that can improve recognition performance.

Psycholinguistic studies have shown that emotions can influence the neural mechanisms in the brain, and thus influence sensory processing and attention [9]. This in turn influences speech processing and production, which may result in disfluencies and non-verbal vocalisations. Therefore, we would like to investigate the usefulness of DISfluencies and Non-verbal Vocalisations (DIS-NV) for recognizing emotions in dialogues.

One of the most predictive feature sets identified for emotion recognition is the set of acoustic features based on low-level descriptors (LLD). However, in our previous work [7] on the AVEC2012 database [8] of spontaneous dialogues, DIS-NV features were more predictive than acoustic or lexical features for recognizing emotions. We would like to study whether our DIS-NV features remain predictive when the data contains both non-scripted and scripted dialogues. Therefore, we compare our DIS-NV features with LLD acoustic features and lexical features on the IEMOCAP database [1]. Our results show that although DIS-NV features are less predictive than acoustic or lexical features when used alone, they improve performance when combined with existing models.

2. METHOD

2.1. The IEMOCAP Database

The IEMOCAP database contains approximately 12 hours of audio-visual recordings from 5 mixed gender pairs of actors. Each conversation was about 5 minutes long. There are 10037 utterances in total, of which 4782 utterances were not scripted. When collecting the non-scripted dialogues, the actors were instructed to act out emotionally intense scenarios, e.g., telling a best friend that (s)he has been accepted into his/her most desired university.

Emotions were annotated at the utterance-level with a 1 to 5 integer score of the Arousal (activity), Power (domination), and Valence (positive or negative) emotion dimensions. The mean score over all the annotations was used when the annotators disagreed with each other. We categorized the scores into three classes (<3, =3, =3) to have a clearer view of the relation between emotions and features, and to reduce the influence of imbalanced classes.

2.2. Features

2.2.1. The DIS-NV Features

We studied 5 types of disfluencies and non-verbal vocalisations (DIS-NV): filled pauses (non-verbal insertions, e.g., “eh”), fillers (verbal insertions, e.g., “you know”), stutters, laughter, and breath. We choose them because they are the most common in the data, and they are relatively easy to extract from
transcripts. Disfluencies here refer to interruptions in the flow of speech production. Fluency of speech production may not always be the same with listener’s perception of fluency [6]: Minor disfluencies may be ignored by the listener; In some cases, these tokens could also be perceived as part of a “fluent” utterance (e.g., using a filler at the beginning of an utterance while organizing sentences).

Feature values are calculated as the ratio between the sum duration of each type of DIS-NV and the total duration of the utterance, resulting in 5 DIS-NV features for each utterance. Descriptive statistics of filled pause features are shown in Figure 1 as an example. Utterances containing DIS-NVs are not very frequent in the IEMOCAP database (47.28% in the non-scripted utterances, 24.74% in the scripted utterances). To get a clearer view of value distributions, the statistics shown were computed on a subset of the data which contains all the utterances with disfluencies or non-verbal vocalisations (the DIS-NV subset).

The lexical features we extracted are 6 Point-wise Mutual Information (PMI) based features. PMI is a widely used measurement for the relation of words and emotions. It is based on the frequency of a word \( w \) having class label \( c \), as shown:

\[
PMI(c, w) = \log_2\left(\frac{P(c|w)}{P(c)}\right)
\]

To calculate PMI values, we first binarized all three emotion dimensions (<3, ≥3). PMI values of the scripted and non-scripted data are computed separately. The lexical features we proposed are calculated as the total PMI values of all the words in an utterance for each binarized emotion dimension, resulting in 6 lexical features for each utterance.

Example words with top PMI values are shown in Table 1. In the first column, “A-” represents unaroused, “A+” is excited, “P-” is dominated, “P+” is dominating, “V-” and “V+” represent negativity and positiveness of emotion.

2.2.3. The LLD Acoustic Features

Our LLD acoustic features were the same as those used in the INTERSPEECH 2010 Paralinguistic Challenge extracted with OpenSMILE [3]. It represents a state-of-the-art feature set for emotion recognition. This feature set has been widely used as a reference for comparing emotion recognition feature sets and classification approaches.

There are 1582 LLD acoustic features, including those extracted by applying functionals (e.g., position of max) to low-level descriptors (e.g., MFCCs, F0, PCM loudness) and their corresponding delta coefficients, the number of pitch onsets, and the total duration of the utterance. Values are computed at the frame-level, with a window size of 60ms and a step of 10ms. Compared to DIS-NV and lexical features, LLD acoustic features overlook global characteristics of the utterance.

2.3. Experimental Settings

Our emotion recognition models were built with the LibSVM [2] classifier using WEKA [4]. We used the C-SVC approach with RBF kernel, and 10-fold cross validation. All features were normalized to [-1,1] before classification. Because of the imbalanced classes, we use weighted F-measure as the evaluation metric.

3. RESULTS AND DISCUSSION

The performance of different feature sets is shown in Table 2. “Mean” in the first row is the un-weighted average of the three emotion dimensions. In the first column, “DN” is the DIS-NV model, “PMI” is the lexical model, “LLD” is the LLD acoustic model.

Our results show that adding DIS-NV features to
Table 2: Performance on the full database.

<table>
<thead>
<tr>
<th>Models</th>
<th>Arousal</th>
<th>Power</th>
<th>Valence</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>DN</td>
<td>0.363</td>
<td>0.407</td>
<td>0.328</td>
<td>0.366</td>
</tr>
<tr>
<td>PMI</td>
<td>0.483</td>
<td>0.483</td>
<td>0.332</td>
<td>0.433</td>
</tr>
<tr>
<td>PMI+DN</td>
<td>0.489</td>
<td>0.486</td>
<td>0.406</td>
<td>0.460</td>
</tr>
<tr>
<td>LLD</td>
<td>0.652</td>
<td>0.538</td>
<td>0.535</td>
<td>0.575</td>
</tr>
</tbody>
</table>

Lexical feature set yields improvement on all emotion dimensions. This verified that DIS-NV features capture information neglected by the lexical content, thus helping with emotion recognition.

When used alone, DIS-NV features are less predictive than lexical or LLD acoustic features, which is different from our previous work. This may be caused by the different nature of the AVEC2012 and IEMOCAP database. Compared to the AVEC2012 database of spontaneous dialogues, disfluencies and non-verbal vocalisations are less frequent in the IEMOCAP database of acted data. To reduce such influence, we also performed experiments on the DIS-NV subset, as shown in Table 3.

Table 3: Performance on the DIS-NV subset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Arousal</th>
<th>Power</th>
<th>Valence</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>DN</td>
<td>0.470</td>
<td>0.453</td>
<td>0.329</td>
<td>0.417</td>
</tr>
<tr>
<td>PMI</td>
<td>0.500</td>
<td>0.467</td>
<td>0.316</td>
<td>0.428</td>
</tr>
<tr>
<td>PMI+DN</td>
<td>0.522</td>
<td>0.475</td>
<td>0.325</td>
<td>0.441</td>
</tr>
<tr>
<td>LLD</td>
<td>0.644</td>
<td>0.523</td>
<td>0.532</td>
<td>0.566</td>
</tr>
<tr>
<td>LLD+DN</td>
<td>0.645</td>
<td>0.525</td>
<td>0.533</td>
<td>0.568</td>
</tr>
</tbody>
</table>

Compared to using the full IEMOCAP database, when using this subset instead, performance of lexical features and LLD acoustic features has a small decrease, while performance of DIS-NV features increases greatly on all emotion dimensions. This verified the negative influence of infrequency of disfluencies and non-verbal vocalisations.

Adding DIS-NV features to lexical feature set remains helpful for all emotion dimensions. Adding DIS-NV features to LLD acoustic features only yields a small gain. The reason may be the great difference between the size of these two feature sets.

We further compared performance of individual DIS-NV features and LLD features with the CFS [5] method, which ranks features based on their individual predictiveness and their correlations with other features. DIS-NV features are always ranked among the top features, especially filled pauses, fillers, and laughter. This indicates that with a better fusion strategy, DIS-NV features may improve performance of LLD features greatly, by highlighting emotionally interesting segments.

Note that DIS-NV and lexical features describe data at the utterance-level, while LLD features describe data at the frame-level. In the future, with advanced fusion strategy that can combine feature sets at different levels with flexible weights, we may be able to combine information contained in these feature sets more efficiently and further boost performance of current emotion recognition models.

4. CONCLUSION

We proposed DIS-NV features measuring disfluencies and non-verbal vocalisations for recognizing emotions in dialogues. We compared their performance with lexical features and state-of-the-art LLD acoustic features. Our experiments on the IEMOCAP database show that using DIS-NV features alone is not enough for building a highly predictive emotion recognition model. However, these features contain information neglected by the lexical or LLD acoustic features. Thus, when fused properly, DIS-NV features may improve performance of current emotion recognition models greatly.
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ABSTRACT

This paper describes a novel method for automatically inserting filled pauses (e.g., /UH/) into fluent texts. Although filled pauses are known to serve a wide range of psychological and structural functions in conversational speech, they have not traditionally been modelled overtly by state-of-the-art speech synthesis systems. However, several recent systems have started to model disfluencies specifically, and so there is an increasing need to create disfluent speech synthesis input by automatically inserting filled pauses into otherwise fluent text. The approach presented here interpolates Ngrams and Full-Output Recurrent Neural Network Language Models (f-RNNLMs) in a lattice-rescoring framework. It is shown that the interpolated system outperforms separate Ngram and f-RNNLM systems, where performance is analysed using the Precision, Recall, and F-score metrics.

Keywords: Disfluency, Filled Pauses, f-RNNLMs, Ngrams, Lattices

1. INTRODUCTION

In recent years, disfluent speech synthesis has started to receive more attention [1, 2, 3, 13]. The aim is to develop systems that produce convincing disfluencies such as filled pauses (FPs), discourse markers, repetitions, and restarts. It is well-known that such phenomena serve a wide range of important functions in conversational discourse. They can indicate psychological states [11], structure discourse [9], facilitate word recall [14], and improve word recognition [15, 10, 12]. Given this, it is desirable to model them overtly in automatic speech synthesis systems which seek to approximate a human-like conversational style.

The broad motivations underlying research into disfluent synthesis are closely related to those that have prompted the development of emotional or expressive speech synthesis systems [20, 19, 17, 4, 5]. Both endeavours ultimately seek to create synthetic speech that is able to convey a wider range of emotional or psychological states, thereby producing synthetic voices that can simulate certain character and personality types more convincingly. The main difference, however, is that while emotional or expressive speech synthesis concentrates primarily on modifying prosodic phenomena (such as pitch, speech rate, voice quality, inter-lexical pause duration) [20, 19, 17, 4, 5], disfluent speech synthesis additionally requires the augmentation of the (fluent) input token sequence [13].

This paper contributes to this ongoing endeavour by extending the basic approach to automatic FP-insertion introduced in [13]. That paper focused on the relatively simple task of inserting a single FP (/UH/) into a fluent token sequence at an appropriate Insertion Point (IP). By contrast, the current paper describes a system that can insert multiple FPs in multiple IPs. Therefore the sentence ‘I NEVER LIKED GAMES’ could be modified automatically to become ‘UM I NEVER LIKED UH GAMES’. In addition, the new system has a Disfluency Parameter (DP) that determines the degree of disfluency in the output text. The DP takes a value in the range [0, 1], where 0 = maximally fluent and 1 = maximally disfluent. Finally, while [13] used simple linear interpolation of word-level Ngram and RNNLM probabilities to rerank the potential sentences, a more robust lattice-based rescoring method is introduced here. As a modelling technique, it has clear advantages since simple re-ranking strategies become computationally inefficient when multiple FPs can be inserted in multiple IPs.

The structure of this paper is as follows. Section 2 describes the lattice-based modelling framework, and provides information about the training and test data used. Section 3 gives the results for the various FP-insertion systems compared using the Precision, Recall, and F-score metrics. Scores are given at the sentence level for output containing all the inserted FPs, along with breakdowns for each separate
FP subtype. The main conclusions and directions for future research are summarised in 4.

2. LATTICE-BASED LM INTERPOLATION

The lattice-based FP-insertion system developed here is similar to those recently implemented for Automatic Speech Recognition (ASR) tasks in [7, 18]. In the context of ASR language models (LMs), RNNLMs have become increasingly popular in recent years due to their inherently strong generalization performance. Specifically, Chen et al 2014 [7] has shown that f-RNNLMs facilitate an efficient parallelisation of training in a Graphics Processing Unit (GPU) implementation. In addition, when used in a lattice-rescoring framework, they give both Perplexity and Word Error Rate improvements over standard RNNLMs. This is due in part to their use of an unclustered ‘Full-Output’ architecture.

This framework can be adapted for the FP-insertion task. There are five main stages in the modified process:
1. Create initial lattices in which each FP is accessible from each word token (Figure 1)
2. Expand the initial lattices using an Ngram (6g)
3. Rescore the expanded lattices using an interpolated LM with weighted Ngram and f-RNNLM sub-components
4. Output an n-best list for each sentence (where n = 10000)
5. Specify the desired degree of disfluency using the DP and generate final 1-best disfluent output

After FP-insertion, the versions of sentence S in the n-best list will have varying token counts since they will contain different numbers of automatically inserted FPs. All versions of S with p tokens are rank-ordered using the sentence-level interpolated LM score, and the 1-best version is output. The closed interval [0, 1] is divided equally between the various 1-best outputs for different p values. This provides the DP that determines the degree of disfluency. The impact of varying the DP parameter is shown in Table 1. This example provides a concrete instance of the impact that the DP value has on the resulting token sequences, and it illustrates the graded nature of the different DIS-insertion outputs.

In particular, it shows how the perceived psychological state of the (synthetic) speaker can be altered as a fluent lexical sequence becomes increasingly disfluent.

<table>
<thead>
<tr>
<th>DP</th>
<th>Output Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>WELL I GUESS THEY WERE SAYING</td>
</tr>
<tr>
<td>0.25</td>
<td>WELL I GUESS THEY WERE SAYING UM</td>
</tr>
<tr>
<td>0.50</td>
<td>UM WELL UH I GUESS THEY WERE SAYING UM</td>
</tr>
<tr>
<td>0.75</td>
<td>UM WELL UH I GUESS HM THEY WERE SAYING UM</td>
</tr>
<tr>
<td>1.00</td>
<td>UM WELL UH I GUESS HM THEY UH WERE SAYING UM</td>
</tr>
</tbody>
</table>

Table 1: An example of the impact of DP values on output disfluent token sequence

The LMs used in the experiments were trained on 20M words (1M sentences) of data from the Switchboard, Fisher, and AMI corpora, as well as an unreleased corpus of British conversational telephone speech [16, 8, 6]. Dev and Test sets were extracted from different subsets of the same corpora, and they comprised 7,365 sentences (145k words) and 6,910 sentences (139K words) respectively. Each sentence in the scoring reference contained at least one FP, and these FPs were removed to create the ‘fluent’ version of the test sets that were processed by the FP-insertion systems. The purpose of the experiments was to see whether the systems could insert the same FPs into the same IPs as those found in the scoring reference files. Seven FPs in total were modelled overtly by the various FP-insertion systems: UH, UM, OH, UHUM, UHU, HM, and AH. Information about the occurrence of these FPs in the training data is given in Table 2.

<table>
<thead>
<tr>
<th>#occ</th>
<th>[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>UH</td>
<td>213,924 [1.09%]</td>
</tr>
<tr>
<td>UM</td>
<td>200,499 [1.02%]</td>
</tr>
<tr>
<td>OH</td>
<td>123,028 [0.63%]</td>
</tr>
<tr>
<td>AH</td>
<td>69,288 [0.35%]</td>
</tr>
<tr>
<td>UHUM</td>
<td>29,515 [0.15%]</td>
</tr>
<tr>
<td>UHU</td>
<td>16,180 [0.08%]</td>
</tr>
<tr>
<td>HM</td>
<td>3,456 [0.01%]</td>
</tr>
</tbody>
</table>

Table 2: FP occurrence counts for the training data (and % of training data)

As the counts in Table 2 indicate, the FPs UH and UM occur most frequently in the training data. The fact that some of the other FPs have relatively low counts (<30,000) facilitates the exploration of the impact of data sparcity on the modelling of speech disfluencies.

3. EXPERIMENTS AND RESULTS

Three FP-insertion systems were compared:
1. Ngram: a standard 6g built using the training data; SRILM toolkit [21]; K-N discounting
2. f-RNNLM: a non-class-based f-RNNLM with
512 hidden layer nodes

3. **Ngram+f-RNNLM**: the 6g and f-RNNLM are interpolated with a 50%-50% weighting in the lattice-based framework described in section 2

The initial lattices (Figure 1) were expanded and rescored using the Ngram, the f-RNNLM, and the interpolated Ngram+f-RNNLM LMs. System performance was evaluated using standard Precision, Recall, and F-score metrics. The full range of sub-component weightings was explored for the Ngram+f-RNNLM system (e.g., 40%-60%, 60%-40%), but the 50%-50% weighting gave the optimal performance (as determined by the three metrics). Consequently, the 50%-50% weighting was adopted for all the experiments reported in this paper. The metric scores were also used to determine the optimal DP value for the Dev data and Figure 2 shows the metric scores for the Ngram+f-RNNLM system. The inverse relationship between Precision and Recall/F-score is apparent, and a DP value of 0.5 achieves a desirable balance between these extremes. Similar patterns were obtained for all three systems, so the DP was set to 0.5 for all subsequent experiments.

![Figure 2: Precision, Recall, and F-score for Ngram+f-RNNLM for Different DP Values](image)

**Table 3**: Dev and Test Sentence-level results for the Ngram, f-RNNLM, and Ngram+f-RNNLM systems

<table>
<thead>
<tr>
<th></th>
<th>Precision (Dev/Test)</th>
<th>Recall (Dev/Test)</th>
<th>F-score (Dev/Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ngram</td>
<td>0.41</td>
<td>0.44</td>
<td>0.47</td>
</tr>
<tr>
<td>f-RNNLM</td>
<td>0.42</td>
<td>0.47</td>
<td>0.48</td>
</tr>
<tr>
<td>Ngram+f-RNNLM</td>
<td>0.43</td>
<td>0.47</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Best F-score results for both the Dev and Test sets. This suggests that the interpolated system combines the complementary properties of the two component LMs. Consequently, the Ngram+f-RNNLM system is comparatively more robust than either the Ngram or f-RNNLM systems, and the latter two are beneficially interpolated in the lattice-based framework.

**Table 4**: FP #occs for the Dev/Test reference files (ref) and the Ngram+f-RNNLM system output (hyp)

<table>
<thead>
<tr>
<th></th>
<th>Dev #occs [%] (ref/hyp)</th>
<th>Test #occs [%] (ref/hyp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UH</td>
<td>6360 [2.29%]</td>
<td>6359 [2.97%]</td>
</tr>
<tr>
<td>UM</td>
<td>3331 [2.09%]</td>
<td>3472 [2.26%]</td>
</tr>
<tr>
<td>OH</td>
<td>2035 [1.27%]</td>
<td>2083 [1.39%]</td>
</tr>
<tr>
<td>AH</td>
<td>1053 [0.66%]</td>
<td>348 [0.23%]</td>
</tr>
<tr>
<td>UHUM</td>
<td>432 [0.27%]</td>
<td>423 [0.28%]</td>
</tr>
<tr>
<td>UHU</td>
<td>222 [0.14%]</td>
<td>228 [0.15%]</td>
</tr>
<tr>
<td>HM</td>
<td>61 [0.04%]</td>
<td>55 [0.04%]</td>
</tr>
</tbody>
</table>

**Table 5**: Individual FP Results for the Ngram+f-RNNLM system

<table>
<thead>
<tr>
<th></th>
<th>Precision (Dev/Test)</th>
<th>Recall (Dev/Test)</th>
<th>F-score (Dev/Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UH</td>
<td>0.42</td>
<td>0.46</td>
<td>0.53</td>
</tr>
<tr>
<td>UM</td>
<td>0.42</td>
<td>0.45</td>
<td>0.48</td>
</tr>
<tr>
<td>OH</td>
<td>0.48</td>
<td>0.53</td>
<td>0.57</td>
</tr>
<tr>
<td>UHUM</td>
<td>0.35</td>
<td>0.58</td>
<td>0.04</td>
</tr>
<tr>
<td>UHU</td>
<td>0.25</td>
<td>0.81</td>
<td>0.08</td>
</tr>
<tr>
<td>HM</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>AH</td>
<td>0.14</td>
<td>0.12</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The scores in Table 5 show a fair amount of variation between the different FP subtypes. The scores for the three most frequently occurring FPs are relatively stable across the Dev and Test sets, achieving F-scores in the range 0.48-0.60. By contrast, the scores for the less common FPs sometimes fluctuate considerably (e.g., the Dev Precision for HM is 0.50, while the Test Precision is 0.00). Once again, this quantifies the impact of the data sparsity manifest in Table 2.
4. CONCLUSION

In recent years, interest in emotional or expressive speech synthesis has burgeoned. Dominant traits such as extraversion, conscientiousness, agreeableness, and openness are often considered to be essential to the creation of artificial personalities – and FPs are commonly occurring phenomena in natural conversational speech which convey important information about such traits. Consequently, this paper has described a novel approach to the task of inserting FPs into otherwise fluent token sequences to create disfluent input texts for speech synthesis systems.

A lattice-based rescoring framework has been presented which enables ngram and f-RNNLM LMs to be interpolated. This framework enables multiple FPs to be inserted into multiple IPs. The experiments involving seven FPs show that, using standard metrics, the Ngram+f-RNNLM system is more robust than its constituent Ngram and f-RNNLM sub-components since it combines their complementary tendencies.

Future research will focus on the modelling of other (more structurally complex) disfluency types, such as discourse markers, repetitions and restarts. It is also important to improve the way speech synthesis systems cope with disfluent input texts, and, to this end, data mixing, better outlier detection, and improved alignment methods will be explored.
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ABSTRACT

Filled pauses (FPs) are claimed to occur when speakers have some difficulties and need extra time in speech production. This study investigated whether the following two factors affect silent pause (SP) and FP durations at clause boundaries, using a spontaneous speech corpus: 1) boundary strength and 2) subsequent clause length. First, whether SP and FP durations increase with syntactic boundary strength was examined. Second, whether subsequent clause length affects SP and FP durations at the boundaries was investigated. Results show SP duration increased with boundary strength and subsequent clause length, but FP duration did not, suggesting only SP duration is affected by the two factors.

Keywords: silent pause, filled pause, clause boundary, speech planning, disfluency.

1. INTRODUCTION

Speech sounds such as “um” and “uh” in English and “eto” and “ano” in Japanese are rare in read speech, but common in spontaneous speech. These sounds are believed to be relevant to speech planning difficulties [1, 4]. We call such sounds “fillers”. The list of fillers in Japanese differs depending on researchers. In this study we employ the inventory of fillers in “The Corpus of Spontaneous Japanese (CSJ)” [6]. When the following sounds are used to fill in a gap, they are regarded as fillers:
- ano, sono (originating from demonstratives, meaning “that” and “the”, respectively)
- ato, eto, nto, to (some vowels or a nasal flowed by “to,” which is probably a quotation particle)
- ma (originating from an adverb)
- a, i, u, e, o, n (Japanese vowels and a nasal)
The items in the first three groups followed by “ne” (an interjectory particle) or “desune” (a copula + ne) are also included in the list.

Fillers are commonly observed at sentence and clause boundaries in spontaneous monologues in CSJ. They are often preceded and occasionally followed by silence at such locations. We call silences immediately after the end of clauses “silent pauses (SPs)”. If there is a filler between two consecutive clauses, we call the sound including the subsequent silence, if any, “filled pauses (FPs)” in this study, as shown below.

\[ \text{filler} \]
\[ \text{[clause] silent} \]  \text{ (um) silence} \]  \text{[clause]} \]

(SP)  \text{ FP}

(silent pause) (filled pause)

Speakers are likely to be engaged in conceptualizing the message to be conveyed and encoding some part of it into linguistic forms at deep syntactic boundaries. It is conceivable that speakers use FPs when they need some more time to resume speech after a certain period of silence and want to inform the listener of their current situation. In addition to FPs, there are several means to do so. Repeating words, prolonging a part of words, and making false starts are among others. FPs seem one of the most common devices in English and Japanese.

Previous research indicates that the probability of fillers appearing at clause boundaries is affected by the boundary strength and the subsequent clause length [7]. It tested two hypotheses, “the boundary hypothesis” and “the complexity hypothesis”. The boundary hypothesis is that speakers are more likely to use fillers at deeper syntactic boundaries because they need to plan larger units of information than at shallower boundaries. The complexity hypothesis is that speakers are more likely to use fillers at deeper syntactic boundaries because they need larger units of information than at shallower boundaries. The complexity hypothesis is that speakers are more likely to use fillers when the subsequent clause is more complex. The number of words in a clause was used as its index of complexity, because the number of words in a linguistic unit is reported to be highly correlated with its complexity [2]. Fillers appeared more frequently at stronger boundaries than at weaker boundaries, supporting the boundary hypothesis. Longer clauses were more often preceded by fillers.
than shorter clauses, also supporting the complexity hypothesis. As previous research investigated only the rate of fillers appearing at clause boundaries, in this study we considered the durations of SPs and FPs at clause boundaries. We adjusted the two hypotheses to SP durations and FP durations as follows:
1) The stronger the boundary, the longer SPs and FPs at the boundary (the boundary hypothesis).
2) SP and FP durations increase with the subsequent clause length (the complexity hypothesis).

We regarded clause length as the amount of information expressed by the clause. We tested the two hypotheses by measuring SP and FP durations as a function of clause boundary strength and subsequent clause length.

Adverbial clauses in Japanese
We focus on adverbial clause boundaries in this study. Adverbial clauses are grouped into three types according to connective particles or certain forms of verbs, adjectives or auxiliary verbs at the end of the clause [3, 5]. Japanese is a head-final language and adverbial clauses always precede the main clause as schematically shown below.

(adverbial clause <connective particle>), (main clause).

Table 1 shows the classification of adverbial clauses. It is known that type C clauses are syntactically more independent from the main clauses than the other types because type C clauses can have their own topics as well as their own subjects. Type A clauses are the most dependent on the main clauses because the topics and the subjects of the main clauses are automatically those of type A clauses. That is, they cannot exist without the subsequent main clause. The degree of dependency of type B clauses is in between those of type A and type C clauses. Type B clauses can have their own subjects, but not their own topics. It is also known that the three types have a hierarchical structure. Type C clauses can contain any of the three types. However, type B clauses can contain type A and type B, but not type C. Type A clauses can contain only type A clauses. Based on the degree of dependency and the structure, we regarded boundaries after type C clauses as the strongest, boundaries after type A clauses the weakest, and those after type B clauses to be in between the two types. We also included sentence boundaries in the analysis, but regarded them as stronger than any clause boundary type. The ends of sentences are marked with sentence-final particles or sentence-final forms of verbs, adjectives or auxiliary verbs. The boundary hypothesis predicts the order of SP and FP durations at the boundaries as follows:
sentence boundaries > type C > type B > type A

Table 1: Classification of adverbial clauses

<table>
<thead>
<tr>
<th>Boundary type</th>
<th>Connective</th>
<th>Meaning, usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-tari, -tari ~ing and ~ing (listing actions)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~nagara, tsutsu (expressing accompanying actions)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-to, ba, tara, nara when ~, if ~, in case</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-te, de ~ and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-te kara since <del>, after</del></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-te mo even if ~</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-yoo o so that ~ adverbial forms of verbs and adjectives ~ and</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>~kara, node as ~ (reason)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~noni, ke(re)do though ~</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~ga although ~, ~but</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~si ~ and (listing actions or features)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~desite, masite ~ auxiliary verb for politeness + and</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>~yoo, ne, to sentence-final particles</td>
<td></td>
</tr>
<tr>
<td></td>
<td>~desu, masu, ta, n sentence-final forms of auxiliary verbs</td>
<td></td>
</tr>
</tbody>
</table>

2. METHOD

2.1. Data

106 presentation speeches from the “Core” part of The Corpus of Spontaneous Japanese (CSJ) were used for analysis [6]. The presentations were given by paid volunteers to a small audience in an informal setting. In the corpus they are referred to as simulated public speaking (SPS). 53 of them were given by female speakers and 53 by male speakers. All the speakers spoke Tokyo dialect. They talked about general topics such as “the happiest memory in my life” or “my town” for about 10 minutes. The topics were given to the speakers beforehand. They were instructed to prepare notes for their speeches, but to not read from manuscripts. All the speeches were transcribed, and detailed linguistic information was given to the transcription.
2.2. Procedures

First, we identified clause boundaries and grouped them into three types according to the connectives. Sentence boundaries were also identified depending on sentence final forms or particles as shown in Table 1. We referred to a set of phrases between two consecutive boundaries a clause. Second, we counted the number of Bunsetu-phrases (Bunsetu, hereafter) in each clause. Bunsetu is composed of one content word with or without function words. We regarded the number of Bunsetu as an index of the amount of information in the clause. Third, we grouped boundaries according to the boundary type and the number of Bunsetu in the subsequent clause in each presentation. We measured SP and FP durations at each boundary as a function of the boundary type and the number of Bunsetu in the subsequent clause. An example of clause boundary grouping is shown below. The number of Bunsetu is given at the beginning of each clause. A single letter paired with a number at the end of each clause indicates a category of boundaries. For example, B2 means a type B boundary followed by a two-Bunsetu clause.

6: (F ano) ato k enkoo uchi-no ryooshin-wa um also quite our parents-TOPIC petto-ga shinu-to <conditional> pet-SUB die-CONDITIONAL
2: hekomu hito-na-node /reason/ depressed people-are-REASON
3: (F ano) zettai dame-to iwarete-i-te <te>  B2 um absolutely no-QUATATION had-been-AND
2: medaka-sura kae-masen-deshita [sentence final] killifish-even were-not-able-to-keep
1: sore-na-node /reason/ that-is-REASON

We took the mean value of SP durations, durations of SPs with subsequent FPs, where SPs were followed by FPs (SP + FP), and FP durations for each boundary group in each presentation, and averaged these durations over presentations.

3. RESULTS

The mean number of each boundary type per presentation was 5 for type A, 73 for type B, 39 for type C, and 42 for sentence boundaries. Type A boundaries were excluded from further analysis because of insufficient number of samples. Type A clauses were treated as parts of the larger clauses which contained them. We discuss SPs and FPs at type B, type C and sentence boundaries, hereafter.
increase with the following clause length at any boundary type.

**Figure 3**: FP durations at three boundary types as a function of subsequent clause length.

![Figure 3](image)

4. DISCUSSION

Both SP durations and SP + FP durations were the longest at sentence boundaries, the second longest at type C boundaries, and the shortest at type B boundaries, supporting the boundary hypothesis. FPs alone did not support the boundary hypothesis, because FPs were the longest at type C boundaries, not at sentence boundaries. When FPs at type B and type C clause boundaries are compared, the hypothesis is supported because FPs at type C boundaries are longer than those at type B. SP durations are closely related to the boundary strength, whereas FP durations are related to the boundary strength only at clause boundaries.

As a general trend, both SP durations and SP + FP durations increased with the number of Bunsetu in the subsequent clause, supporting the complexity hypothesis. However, there were upper limits for both SP durations and SP + FP durations at all boundary types. SP durations were longest when the following clauses contain 8 Bunsetu, whereas SP + FP durations were longest when the subsequent clauses contained 6 Bunsetu. It is possible that speakers have the threshold value of appropriate pause duration for each boundary type in mind and try to avoid pausing longer than the value. Regarding SPs, the threshold value is likely to be about 900ms for sentence boundaries, about 600ms for type C, and about 400ms for type B clause boundaries. As for SP + FP durations, the value can reach up to about 1000ms for sentence boundaries, about 800ms for type C, and about 600ms for type B clause boundaries.

Another interpretation of the results is that speakers’ maximum encoding span is about 8 Bunsetu at clause boundaries in casual presentations like these. When the message to be conveyed is too rich to be expressed within 8 Bunsetu, or within the threshold pausing time, speakers are likely to encode a part of the message at the beginning of the clause and encode further later. It is interesting to note that SP + FP durations at sentence boundaries are almost constant, around one second, regardless of the following clause length, except when the subsequent clause is composed of one Bunsetu (Fig. 2). The complexity hypothesis is hardly supported at sentence boundaries. It is possible that pause durations at sentence boundaries reflect cognitive load of macro level message planning, which cannot be measured by the number of Bunsetu in the immediately following clause.

A conjunction “de” (an abbreviation for “sorede”, meaning “and”) is frequent at the beginning of sentences, often followed by SPs and/or FPs. It is possible that some conjunctions are used to gain time for planning at sentence and clause boundaries. As a next step, we plan to investigate the distribution of conjunctions and their relationship with SPs, FPs and the subsequent clause length at sentence and clause boundaries.
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ABSTRACT

Including disfluencies in synthetic speech is being explored as a way of making synthetic speech sound more natural and conversational. How to measure whether the resulting speech is actually more natural, however, is not straightforward. Conventional approaches to synthetic speech evaluation fall short as a listener is either primed to prefer stimuli with filled pauses or, when they aren’t primed they prefer more fluent speech. Psycholinguistic reaction time experiments may circumvent this issue. In this paper, we revisit one such reaction time experiment. For natural speech, delays in word onset were found to facilitate word recognition regardless of the type of delay; be they a filled pause (\textit{um}), silence or a tone. We expand these experiments by examining the effect of using vocoded and synthetic speech. Our results partially replicate previous findings. For natural and vocoded speech, if the delay is a silent pause, significant increases in the speed of word recognition are found. If the delay comprises a filled pause there is a significant increase in reaction time for vocoded speech but not for natural speech. For synthetic speech, no clear effects of delay on word recognition are found. We hypothesise this is because it takes longer (requires more cognitive resources) to process synthetic speech than natural or vocoded speech.

Keywords: delay hypothesis, disfluency

1. INTRODUCTION

Various studies have shown that speech understanding can sometimes benefit from the presence of filled pauses (e.g., \textit{um} and \textit{uh}) and that words following a filled pause are recognised more quickly \[8, 4, 3\]. A study by Corley and Hartsuiker \[5\] showed that not just filled pauses but delays of any kind help auditory word processing. This study investigates whether synthetic speech understanding also benefits from delays in the form of either filled pauses or silence.

The end objective of this work is to produce synthetic conversational speech (interesting for e.g., artificial personalities, more natural speech synthesis) and including disfluencies in the synthetic speech is a possible way of achieving this. Evaluating a synthetic system which includes disfluencies however is not straightforward. The standard preference tests used in the synthetic speech field result in listeners either being primed to prefer sentences with fillers \[1\] or when they are not primed they prefer stimuli without fillers \[6\].

Experimental paradigms (e.g., reaction time and change detection experiments) borrowed from the field of psycholinguistics may be a way of circumventing this issue. First of all, in these paradigms listeners are not primed regarding the presence or absence of disfluencies. Secondly, listeners are not asked to judge the quality of the synthetic speech, they are asked to react to the speech they have processed. The idea is that if listeners respond to filled pauses in synthetic speech in the same way as they do to filled pauses in natural speech, we will have an indirect measure of the quality of synthetic speech and the validity of including disfluencies in synthetic speech will be strengthened.

A previous reaction time study \[7\], including filled pauses in synthetic and vocoded speech, showed that processes observed for natural speech were also observed for vocoded speech but not synthetic speech. The lack of effect for synthetic speech was hypothesised to be due to the poor quality of the synthetic filled pauses. In Corley and Hartsuiker \[5\] it was shown that delays in word onset facilitate word recognition regardless of the type of delay, whether they were filled with \textit{um}, silence or even non-speech sounds (a tone). Corley and Hartsuiker refer to this as “the temporal delay hypothesis”, i.e., it is the temporal delay that facilitates word recognition rather than that speech understanding benefits from the presence of filled pauses such as \textit{um}, \textit{uh}, or similar. If this temporal delay hypothesis applies to
2. METHOD

The experiment consists of participants viewing pairs of images on a computer screen and following instructions to press a button corresponding to one of the images as quickly as possible. Details of the materials, speech types and experimental procedure are given below.

2.1. Materials

The same experimental materials were used as in [5]. The materials consisted of both auditory and visual stimuli. The auditory stimuli were instructions to press a button corresponding to one of the pictures in a pair. In the delay conditions, listeners heard an instruction with a delay directly preceding the target word. In the control conditions, the delay was earlier on in the sentence. The instructions were either:

1. Now press the button for the <delay> <target>, please.
2. Now press the <delay> button for the <target>, please.

The delay was either a filled pause "um" or a silent pause of the same length. In addition to the delay there was also a task difficulty manipulation. In the difficult condition the words were low-frequency (LF) words and visually blurred. In the easy condition the target words were high-frequency (HF) words and visually intact. Two sets of 16 pictures were used (examples of LF words: kite, snail, vase, etc., HF examples: bed, foot, tree, etc.). For details of how the frequency category of the words was determined see [5]. Each LF picture was paired with four HF pictures (never in the same combination) resulting in 64 picture pairs. Each picture was shown twice on the left, twice on the right and was a target twice: once in an instruction with an early delay and once with a late delay. The delay was either a filled pause ("um") or a silent pause. Three picture pairs with mid-frequency items (lamp-cake, clock-knife, wheel-cow) were used for practice trials at the start of the experiment. Figure 1 shows an example of the picture pair snail/tree.

2.2. Speech types

The above described experiment was run using natural, vocoded and synthetic speech. The natural speech recordings have been described in detail in [4, 5]. To summarise, a female native speaker of English was recorded reading the list of target words embedded in the above carrier sentence. Target words, together with the word please, were removed from their original contexts and spliced into one version of the carrier sentence that had not originally included any of the target items. The delay was created by asking the speaker to insert an um “as naturally as possible” when reading a list of low-frequency items in carrier sentences. A single um that was judged most natural was selected and spliced in before the target word (delay condition) and before the word button (control condition). All targets start at 2297 ms, the um or silent pause is 1078 ms long.

The vocoded and synthetic speech were generated as in [7]. The vocoded speech was created by taking the natural speech and vocoding the stimuli using STRAIGHT [10]. The durations output by STRAIGHT are not exactly the same as the natural speech durations, due to the way silence is dealt with. The target onset for vocoded speech with um matches the natural speech at 2297 ms. For the silence condition, the target onset time is at 2270 ms (the length of the pauses is 1078 ms in both conditions).

The HMM-based synthetic speech was generated using HTS 2 [18] in a system newer than but roughly similar to [17]. All the target words were synthesised in the carrier sentence. The um was generated by the system but some additional padding was added by hand to make the pause the same length as the pause in natural speech. The silence delay was spliced in by hand. Target onsets were measured by hand and vary from 2413 ms to 2507 ms.

2.3. Procedure

The experiment was run using OpenSesame [12]. The auditory stimuli were presented to native British English speakers with no hearing problems over Beyerdynamic DT770 headphones in individual sound-treated booths. In total 120 subjects took part, twenty per speech type. The participants were in-
formed that the study was about sentence comprehension and that the aim of the study was to follow instructions given in stressful situations. This minor deception was necessary to justify the disfluencies in the study. Ethical approval was obtained from the Ethics Committee of PPLS, University of Edinburgh. The participants were explicitly told to be as fast and accurate as they could. Prior to the experiment starting, the subjects were given the three practice trials to familiarise themselves with the procedure. Following this, the 64 items were presented in a random order. The experiment took just over 5 minutes to complete.

3. RESULTS

For each of the experiments, there are 1280 responses (20*64). Before the data was analysed some of the responses had to be removed: One participant in Experiment 3 did not complete the task and so was disregarded, reducing the number of responses for that experiment to 1216. Furthermore, all incorrect responses (e.g., a subject clicking left when it should have been right) were removed, as well as all responses with a reaction time (RT) smaller than 0 ms and all RTs larger than 1100 ms. RTs < 0 indicate a participant responded before the target started, RTs > 1100 correspond to button pushes well after the end of the utterance. The number of discarded responses and the total responses included in the analyses per experiment are given in Table 2. Analyses were carried out by fitting Generalized Linear Mixed-Effects models, as implemented in the lme4 library in R [14, 2].

Table 1 shows mean correct reaction times (RTs) relative to target onset with standard error between brackets. Experiments 1 and 2 here are the same as Experiments 1 and 2 in [5].

In Experiment 1, which included natural speech and *um* as the local delay, we found that the delay led to only very small decreases in RT (7 ms) for the clear HF words, and marginally larger decreases for LF blurred words (12 ms). This effect was not significant, in contrast to what was reported in [5]. On the other hand, the effect of task difficulty was found to be significant with participants taking 48 ms longer to react to blurred LF images (\( p = .003 \)) which is more in line with the results reported in [5].

In Experiment 2, which again included natural speech but this time with a silent pause as the delay, a significant effect of delay was found with participants faster by 36 ms in the delay condition (\( p = .03 \)). The effect of task difficulty was also significant with participants taking 48 ms longer to react to blurred LF images (\( p = .003 \)).

In Experiment 3, which again included natural speech but with a silent pause as the delay, we found that the delay led to only very small decreases in RT (7 ms) for the clear HF words, and marginally larger decreases for LF blurred words (12 ms). This effect was not significant, in contrast to what was reported in [5]. On the other hand, the effect of task difficulty was found to be significant with participants taking 48 ms longer to react to blurred LF images (\( p = .003 \)).

Experiments 3 and 4 show results for vocoded speech. In the *um* condition (Experiment 3), a significant decrease of 42 ms (\( p = .008 \)) in RT was found due to the local delay. The effect of task diffi-
difficulty was significant ($p = .03$) with participants taking 33 ms longer to respond to blurred LF pictures. In the silence condition (Experiment 4), significant effects of both delay and task difficulty were found, participants were respectively 36 ms faster after a silence delay ($p = .003$) and 50 ms slower in the blurred LF condition ($p = .003$).

Experiments 5 and 6 show the results for synthetic speech. Overall the RTs are slower for synthetic speech than for natural and vocoded speech. There is no significant effect of delay for synthetic speech. In both $um$ and silence conditions there is a main effect of task difficulty with blurred LF words processed less quickly than HF clear words 42 ms ($p = .0003$) and 33 ms ($p = .02$), respectively.

Cross-experiment comparisons in which we incorporate an additional “experiment” factor show significant effects of speech type ($p < 0.0001$) and of frequency ($p = 0.0002$). This frequency, or task difficulty, effect corresponds to the findings reported above per experiment. Regarding speech type, synthetic speech is 146 ms slower in the silence condition and 181 ms slower in the $um$ condition than natural speech, and 131 ms and 179 ms slower than vocoded speech. There is no significant difference in RT between natural and vocoded speech ($p=0.96$).

### 4. CONCLUSIONS

The only robust result across all three types of speech (natural, vocoded and synthetic) is that it takes approximately 30 – 50 ms longer to react to blurred images than to visually intact images.

Natural and vocoded speech show a similar picture to the findings in Corley & Hartsuiker’s paper [5]. Experiments 2, 3 and 4 support their conclusion “... any delay in word onset can help_word recognition”. There was a main effect of delay after a silent pause in both natural and vocoded speech and there was a main effect of the $um$ delay for vocoded speech. However, the results for Experiment 1 only show a slight increase in the speed of word recognition after $um$.

No effect of delays was observed for synthetic speech. Neither the $um$ nor the silence conditions led to increases in RT. This is in line with our previous RT experiments [7], which followed Fox Tree’s method [9, 8], and showed that filled pauses ($uh$) led to faster reaction times in natural and vocoded speech but slower reaction times in synthetic speech. At the time this was hypothesised to be due to the poor quality of the filled pauses and prosody. In the current study, not only did we consider filled pauses but also silent pauses.

We found that listeners are significantly slower in experiments 5 & 6 (synthetic speech) compared to the same experiments using natural and vocoded speech. Our findings give support to the theory that processing synthetic speech requires a listener to apply more cognitive resources than when processing natural speech. In [16], Pisoni and colleagues illustrate that the perception of synthetic speech requires more cognitive resources citing studies from the eighties using formant synthesis. For instance, listeners took more time to process synthetic stimuli than natural stimuli in a speeded lexical decision task [13] and they needed to hear more of synthetic speech before reliably identifying whole words [11]. Our RT studies suggest that this also holds for modern statistical parametric speech synthesis (SPSS). Future work revisiting some of the lexical decision, word recognition and sentence verification tasks comparing SPSS and natural speech should further inform how the acoustico-phonetic characteristics of SPSS influence speech perception and how speech synthesis has evolved psychologically compared to earlier approaches.

For now, there is no evidence that including disfluencies is beneficial in synthetic speech as the disfluencies do not seem to be processed in the same way as in natural speech. We hypothesise that no clear effects of delay on word recognition are found because synthetic speech takes so much longer to process than natural or vocoded speech.

All research data associated with this paper can be found at Edinburgh DataShare [15] (http://hdl.handle.net/10283/806).

**Acknowledgements** This research was jointly supported by the EPSRC under Programme Grant EP/I031022/1 (Natural Speech Technology) and the JST Crest uDialogue Project.

### Table 2: Number of discarded trials per experiment, and the total number of included trials.

<table>
<thead>
<tr>
<th>Experiment #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td># Incorrect</td>
<td>38</td>
<td>26</td>
<td>39</td>
<td>17</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>#RT&lt;0</td>
<td>20</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>#RT &gt; 1100</td>
<td>19</td>
<td>59</td>
<td>14</td>
<td>21</td>
<td>23</td>
<td>92</td>
</tr>
<tr>
<td>Total responses</td>
<td>1203</td>
<td>1195</td>
<td>1160</td>
<td>1240</td>
<td>1234</td>
<td>1146</td>
</tr>
</tbody>
</table>
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ABSTRACT
Disfluency is a common phenomenon in L2 speech, especially in beginners’ speech. Whether studying abroad can help with reducing their disfluency or not remains debated [8]. We examined longitudinal data from 10 adult English instructed learners of Mandarin measured before and after ten months of studying abroad (SA) in this paper. We used two speaking tasks comparing pre-planned vs. unplanned spontaneous speech to compare differences over time and between tasks, using eight linguistic and temporal fluency measures (analysed using CLAN and PRAAT). Overall mean linguistic and temporal fluency scores improved significantly (p < .05), especially speech rate (p < .01), supporting the general claim that SA favours oral development, particularly fluency [2]. Further analysis revealed task differences at both times of measurement, but with greater improvement in the spontaneous task.

Keywords: fluency; L2 Mandarin; Study Abroad

1. INTRODUCTION
Disfluency is often regarded as one of the first signs in non-native-like L2 speech. In order to improve students’ L2 proficiency, many language programmes in the UK send students to the target countries to study for a period of time – usually around a year. Studies on oral proficiency generally show that L2 learners do benefit from the immersion in the target language countries [2]. Improvement on fluency is one of the most noticeable effects. The key factors that influence the improvement include quantity of input[4], quality of input [10] and higher levels of proficiency level at the start of the study abroad(SA)[3]. However, whether study abroad can really be a good way of improving the fluency for all types of L2 speech is not completely agreed [7][11][12].

L2 fluency include various aspects of fluencies, such as cognitive fluency, utterance fluency and perceived fluency [13]. Skehan [14] further divided utterance fluency into breakdown fluency, speed fluency, and repair fluency. Our study examined all three aspects of utterance fluency using two non-temporal and six temporal measures, with some of the results reflecting cognitive fluency.

Although L2 (dis)fluency studies are not rare, most of them are on European languages such as English and Spanish. Mandarin, as a typologically different language, has received extremely little attention in L2 fluency research. A few studies touched upon L2 Mandarin fluency as a part of their proficiency studies (e.g. [6][16]). One of the first longitudinal Mandarin fluency studies was Du [4], which looked at the development of fluency during the period of one study-abroad semester (approximately four months). The data collected in this study are valuable. Task-wise, [4] used both recorded Chinese speaking classes for planned instructed output and Labovian-style individual interviews to elicit spontaneous output. The time range of the data collection and number of participants are significant enough – once a month over the course of roughly four months on 29 participants in different contexts on and off campus. This study showed significant fluency progress over time, but the results were taken from specific 2-minute segments chosen to highlight productive speech, limiting the generalizability of the findings.

Moreover, because Mandarin is typologically different from European languages, research methods from existing European L2 (dis)fluency studies cannot directly be applied in L2 Mandarin. This creates challenges for our study in terms of annotating data and choosing the right measures.

In this paper, we aim to contribute to the discussion of fluency development by presenting data from a set of 10 adult English university learners of Mandarin measured before and after ten months of studying abroad, to illustrate the complex nature of L2 speech and its development across a range of measures and different tasks.

2. METHODS

2.1. Participants
10 adult English university learners of Mandarin from a UK university participated voluntarily in the study. None had any contextual or long-term exposure to Mandarin. Data were collected individually in the context of the students’ end of second year exams, and at the start of Year 4 using the same examination procedures.
2.2. Task design

We used two speaking tasks in monologic form to track changes in disfluency. The first task was a pre-prepared planned talk on participants’ daily life in China – talking about what they expected before their study abroad at Time 1, or reflecting back after their return at Time 2. Participants were given at least 48 hours before the test to prepare the talk outside class. The second task was an unplanned spontaneous description of a photograph of a scene involving people doing typical daily-routine activities. The tasks, commonly used in class discussions and in practice oral assessments before the first time of recording, were both based on the theme of daily routines. All the tasks were transcribed using CHAT transcription method developed together with CHILDES [9].

2.3. Variable measurement

Eight measures were used to evaluate L2 Mandarin disfluency before and after study abroad, including two non-temporal measures (linguistic fluency) and six temporal measures (temporal fluency).

Linguistic fluency was measured as output as total characters and hesitation rate (number of retracing and filled pauses per word count), using CLAN analyses found in other SLA studies (e.g. [15]). The measures in CLAN, which was originally based on CHILDES [9] produce useful linguistic evidence of underlying grammatical and lexical competence.

Temporal fluency, using PRAAT analyses, was measured by a range of measures tapping both cognitive and articulatory fluency [4][7][11], and including composite and non-composite measures. Composite measures were speech rate of characters per second, articulation rate (speech rate during phonation – i.e. minus pausing time), phonation time ratio (time spent speaking divided by total time taken); non-composite measures were mean length of run, number and mean length of silent pauses. Silent pause data are shown separately here from the other hesitation phenomena in line with other studies, suggesting that pausing can be a specific indication of speech planning processes [9]. Silent pauses in this study are ≥250ms. Previous studies defined silent pauses as between 200ms and 400ms, but we adopt 250 ms as the cut of in line with other L2 studies (e.g. in [8]).

2.4. Annotation issues

2.4.1 Zi (“characters”) or ci (“words”)

Different from European languages which mostly have orthographic words, Mandarin does not have an intuitive division for “words”. Especially in modern Mandarin, a word can be in either short form, which consists of one character, or long form which consists of two or more characters [5]. In disfluency studies, it is especially important to clarify the difference since the position of pauses, repetitions or retracing can make a big difference [1]. In our study, we made use of zi instead of ci, which is more commonly used in past studies in European languages, since it provides a good way for calculating the total output, annotating in-word fixes (including pauses, repetitions and retracing) in Mandarin Chinese. Past studies such as [4][8] also made use of this method.

2.4.2 Tonal errors

Some of the repetitions and retraces are due to tonal errors. For example, the following is an utterance from our CHAT transcriptions

*ABC: uh 在 中国 买 [/?] 买 (卖?) 东西.
Uh in China  buy  buy(sell?)  stuff.
“buying(selling?) stuff in China”

“Buy” and “sell” are both legitimate in the context of this utterance. The only difference between these two characters is their lexical tones, which do not exist in previous studies in European languages. It is hard to differentiate the differences between repetition or retracing in such cases. Since prosodic aspects including lexical tones are among the easiest and earliest acquired features in L1 Mandarin, no norm has been formed for tonal errors in L1 Mandarin annotation either. How to annotate tonal errors therefore also becomes an issue that needs careful thinking in L2 Mandarin.

2.4.3 Other issues

In the process of annotating the data, many other problems occurred due to the exploratory nature of the current study. One problem was that some repeated morphemes were legitimate for intensification in the context but from the flow of the speech, they sounded like repetitions. For example, for the morpheme zui 最 (“most”) which when repeated means “very”, when repeated, it can be either repetition or intensification.
Another problem is whether filled pauses should be annotated as “um, er” as in the western convention. Given that different types of filled pauses may have different psycholinguistic discourse implications [1], target-like fillers may be worth differentiating from the source language fillers.

3. RESULTS

Linguistic fluency scores were analysed using CLAN; we measured output as total characters and hesitation rate (number of retracings and filled pauses per total characters).

The scores showed a clear general improvement as shown in Figure 1 and Figure 2. However, using paired-sample t-tests, in Task 1, only output showed a significant increase (t = -3.552, df = 9, p = .006). By comparison, in Task 2, output and hesitation rate both improved significantly (output: t = -3.432, df = 9, p = 007; hesitation rate: t=2.529, df = 9, p = .032).

Temporal scores were tabulated using PRAAT to measure speech rate, articulation rate, both measured as characters per second; also phonation time ratio, mean length of run (MLR), number and mean length of silent pauses (MLP).

These temporal measures showed consistent improvement across both tasks, with more marked development on measures in Task 2. In Task 1, only Speech rate showed a significant increase (t = -4.567, df = 9, p = .001), and Phonation time ratio (t = -2.286, df = 9, p = .048). By contrast, in Task 2, almost all improvements were highly significant. Speech rate improved very significantly (t = -9.739, df = 9, p = .000), as did Phonation time ratio (t = -3.953, df = 9, p = .003). Articulation rate improved (t = -2.656, df = 9, p = 0.26), MLR improved (t = -2.946, df = 9, p = .016), total number of pauses reduced (t = 2.353, df = 9, p = .043).

4. DISCUSSION

This study of the reduction of L2 Mandarin disfluency in adult learners after a period of study abroad showed clear improvement on many measures of linguistic and temporal fluency. Results showed a significant improvement in

- total output: how much overall participants produced in both pre-planned and unplanned spontaneous speaking tasks;
- speech rate: how fast they could articulate this output;
- phonation time ratio: how much more of the time in the task was spent on speaking than pausing.
In general, these data reached the same conclusion as many previous studies did -- study abroad has a positive effect on improving L2 fluency. Moreover, we found clear evidence of task differences, supporting predictions that planning can have a significant effect on speaking performance. In Task 1, although hesitation rate went down, it was not statistically significant. In Task 2 hesitation rate went down significantly. Moreover, the temporal fluency of Task 2 significantly improved while in Task 1 only speech rate and phonation time ratio were significantly improved.

The difference across tasks may be due to the different natures of the tasks. Task 1 used a pre-planned speech. In this task, participants tend to use simple shorter phrases, easily memorised and recited. The use of pre-planned verbal material reduces cognitive load, by accessing pre-created lexemes at the formulation stage; these sequences are rehearsed prior to the required time of utterance, which further boosts utterance fluency.

In contrast, Task 2 required unplanned spontaneous speech. The participants had to construct new speech materials, which created extra cognitive loads. It therefore revealed a predictable trade-off against utterance fluency in terms of more hesitation and pausing; this created a disadvantage compared to Task 1 at Time 1, but significantly less so by Time 2. Further analysis of location of pause is needed, but preliminary inspection suggested more shifting towards early-clause pausing rather than mid-clause pausing, i.e. general distribution of pauses throughout the utterance.

5. CONCLUSION

In summary, the results showed different levels of reduction on disfluency in pre-planned Task 1 and unplanned spontaneous Task 2. This suggests that disfluency in an online task is reduced more significantly than a pre-planned task after long-term immersion in target language, since online task involves much more cognitive processing than pre-planned task. We therefore argue that studying abroad helps with improving L2 fluency in different ways according to the nature of the speech tasks -- unplanned spontaneous tasks shows more improvements in terms of fluency than pre-planned tasks.
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