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Abstract. There are a number of challenges that need to be addressed when
aligning large ontologies. Previous work has pointed out scalability and effi
ciency of matching technigues, matching with background knowledgmosti
for matcher selection, combination and tuning, and user involvemeniags m
requirements. In this paper we address these challenges. Our fitsbaton

is an ontology alignment framework that enables solutions to each of #ie ch
lenges. This is achieved by introducing different kinds of interruptadssisns.
The framework allows partial computations for generating mappingestgms,
partial validations of mappings suggestions and use of validation decisions
(re)computation of mapping suggestions and the recommendation ofmalign
strategies to use. Further, we describe an implemented system providing s
tions to each of the challenges and show through experiments the acdsofag
the session-based approach.

This is a preprint of the paper published by Springer:
Lambrix P, Kaliyaperumal R, A Session-based Approach for Aligning Large On-
tologies, Tenth Extended Semantic Web Conference - ESWC 2013, LNCS 7882,
46-60, Montpellier, France, 2013.
The final publication is available at www.springerlink.com
doi: 10.1007/978-3-642-38288-8

1 Introduction

In recent years many ontologies have been developed and oh#myse contain over-
lapping information. Often we want to use multiple ontoksyiFor instance, companies
may want to use community standard ontologies and use thgethter with company-
specific ontologies. Applications may need to use ontolbffiem different areas or
from different views on one area. In each of these cases ihjmitant to know the
relationships between the terms in the different ontoledirther, the data in different
data sources in the same domain may have been annotatediffétierd but similar
ontologies. Knowledge of the inter-ontology relationshipould in this case lead to
improvements in search, integration and analysis of datead been realized that this
is a major issue and much research has recently been dondajogynalignment, i.e.
finding mappings between terms in different ontologies. (4.



The existing frameworks for ontology alignment systemg. (g, 13]) describe dif-
ferent components and steps in the ontology alignment psosgch as preprocessing,
matching, filtering and combining match results, and usédaton of the mapping
suggestions generated by the ontology alignment systestei®g based on the ex-
isting frameworks function well when dealing with small olugies, but there are a
number of limitations when dealing with larger ontologi8seme recent work (e.g. [15,
8]) has defined challenges that need to be addressed whengdeith large ontolo-
gies. According to [8] interactivity, scalability, and seming-based error diagnosis are
required to deal with large ontologies. [15] defines thedfwlhg challenges related to
aligning large ontologies. Regarding scalability [15]alisses efficiency of matching
techniqgues. This is important as many participants in thelogy Alignment Evalua-
tion Initiative (OAEI, a yearly event that focuses on evéilg systems that automat-
ically generate mapping suggestions) have perfomancdemsbwhen dealing with
large ontologies. Further, matching with background kmalgke should be used (which
could include in the [15] interpretation of background kiheslge the error diagnosis
of [8]). Based on OAEI experience it is also clear that thera heed for support for
matcher selection, combination and tuning. There is alseged fior user involvement in
the matching process. The user can be involved during th@imggeneration. Further,
as stated by the OAEI organizers [4], automatic generationappings is only a first
step towards a final alignment and a validation by a domaiemxg needed.

In this paper we address these challenges. Our first cotitnibig an ontology align-
ment framework that enables scalability, user involvemesé of background knowl-
edge and matcher selection, combination and tuning (SejioThis is achieved by
introducing different kinds of interruptable sessionsnipoitation, validation and rec-
ommendation). It is the first framework that allows partiahputations for generating
mapping suggestions. Currently, to our knowledge, no systéows to start validating
mapping suggestions before every suggestion is compuigdolis the first framework
that allows a domain expert to validate a sub-set of the nmgpgiggestions, and con-
tinue later on. Further, it supports the use of validatisults in the (re)computation of
mapping suggestions and the recommendation of alignmeégies to use.

Our second contribution is the first implemented systemithegrates solutions for
these challenges in one system (Section 3). It is based cession-based framework.
It deals with efficiency of matching techniques by, in adxditio the sessions, avoid-
ing exhaustive pair-wise comparisons between the terntseimifferent ontologies. It
provides solutions to matching with background knowledgading previous decisions
on mapping suggestions as well as using thesauri and dospatific corpora. Matcher
selection, combination and tuning is achieved by using gmageh for recommending
matchers, combinations and filters. Further, user invoemnis supported in the val-
idation phase through user interfaces that have taken adouat earlier experiments
with ontology engineering systems user interfaces. Alsey decisions are taken into
account in the matching and recommendation steps.

Our third contribution are experiments (Section 4) thatskite advantages of the
session-based approach. They show alignment quality ieprents based on the new
functionality and show how such a system can be used for atiafustrategies that
could not (easily) be evaluated before.



2 Framework

Our framework is presented in Figure 1. The input are thelogtes that need to be
aligned. The output is an alignment between the ontologtEsiwconsists of a set of
mappings that are accepted after validation. When startinglignment process the
user starts a computation session. When a user returns tgameht process, she can
choose to start or continue a computation session or a vialidsession.

During thecomputation sessiomsapping suggestions are computed. The computa-
tion may involve preprocessing of the ontologies, matchamgl combination and filter-
ing of matching results. Auxiliary resources such as dorkagwledge and dictionaries
may be used. A reasoner may be used to check consistency pfapesed mapping
suggestions in connection with the ontologies as well asmgneach other. Users may
be involved in the choice of algorithms. This is similar toavimost ontology alignment
systems do. However, in this case the algorithms may alsoitdi& account the results
of previous validation and recommendation sessions. Eyrite allow that computa-
tion sessions can be stopped and partial results can bewxlivt is therefore possible
for a domain expert to start validation of results beforesatjgestions are computed.
The output of a computation session is a set of mapping stiggses

During thevalidation sessionshe user validates the mapping suggestions gener-
ated by the computation sessions. A reasoner may be useéddk cbnsistency of the
validations. The output of a validation session is a set gipimay decisions (accepted
and rejected mapping suggestions). The accepted mappjugsions form a partial
alignment (PA) and are part of the final alignment. The magpiecisions (regarding
acceptance as well as rejection of mapping suggestionshearsed in future com-
putation sessions as well as in recommendation sessiolidatian sessions can be
stopped and resumed at any time. It is therefore not negcémaa domain expert to
validate all mapping suggestions in one session. The usgrafsa decide not to re-
sume the validation but start a new computation sessiomsillgbased on the results
of a recommendation session.

The input for therecommendation sessiowsnsists of a database of algorithms
for the preprocessing, matching, combination and filteitintipe computation sessions.
During the recommendation sessions the system compu@sineendations for which
(combination) of those algorithms may perform best forrahg the given ontologies.
When validation results are available these may be used toagahe different algo-
rithms, otherwise an oracle may be used. The output of teE@eis a recommendation
for the settings of a future computation session. Theseosesare normally run when
a user is not validating and results are given when the ugsrifointo the system again.

Most existing systems can be seen as an instantiation ofdaheefvork with one or
more computation sessions. Some systems also include bdatiea session.

3 Implemented System

We have implemented a prototype based on the frameworkidedabove. The system
includes components from the SAMBO system and newly deeel@omponents.
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Fig. 2. Screenshot: start computation session.

Session Framewor k. When starting an alignment process for the first time, the user
starts a computation session. However, if the user hasqurslyi stored sessions, then a
screen is shown where the user can start a new session ora@spirevious session.

The information about sessions is stored in the sessiongeament database. This
includes information about the user, the ontologies, thtedi already validated map-
pings suggestions, the list of not yet validated mappinggsstions, and last access
date. In the current implementation only validation sessitan be saved. When a com-
putation session is interrupted, a new validation sessioreiated and this can be stored.

Computation. Figure 2 shows a screen shot of the system at the start of a com-
putation session. It allows for the setting of the sessiaampaters. The computation
of mapping suggestions uses the following steps. Duringétiéngs selectiothe user
selects which algorithms to use for the preprocessing, mregccombining and filter-
ing steps. An experienced user may choose her own settiigsrv@se, the suggestion
of a recommendation session (by clicking the 'Use recommatioids from predefined
strategies’ button) or a default setting may be used. ThHarnmation is stored in the
session information database.

When a PA is available, thareprocessingtep partitions the ontologies into corre-
sponding mappable parts that make sense with respect ttrticeuse of the ontologies



(details in [11]). Therefore, the matchers will not compsimilarity values between
all pairs of concepts, but only between concepts in mappadnits, thereby consider-
ably reducing the search space. The user may choose to aggeprocessing step by
checking the 'use preprocessed data’ check box (Figure 2).

Matcherscompute similarity values between terms in different cogigs. When-
ever a similarity value for a term pair using a matcher is coteg, it is stored in the
similarity values database. This can be done during the atatipn sessions, but also
during the recommendation sessions. In the current impiétien we have used string
matching for matching relations. Regarding concepts, tahers compute similarity
values between pairs of concepts as received from the pregsimg step (all pairs or
pairs of concepts in mappable parts). We use the linguidtardNet-based, UMLS-
based and instance-based algorithms from the SAMBO syst8n The matchen-
gramcomputes a similarity based on 3-grams. The matthenBasiases a combina-
tion of n-gram, edit distance and an algorithm that comptretists of words of which
the terms are composed. The matchermWNextends TermBasic by using WordNet
[20] for looking up is-a relations. The matcheMLSM uses the domain knowledge
in the Unified Medical Language System (UMLS, [17]) to obtaiappings. Finally,
the instance-based matché¢aiveBayesnakes use of research literature that is related
to the concepts in the ontologies. It is based on the intuiti@t a similarity measure
between concepts in different ontologies can be defineddbasehe probability that
documents about one concept are also about the other carkpice versa [18].

The user can define which matchers to use in the computatssinoseby checking
the check boxes in front of the matchers’ names (Figure 2yuBrantee partial results
as soon as possible the similarity values for all currensigdumatchers are computed
for one pair of terms at a time and stored in the similarityueal database. When the
similarity values for each currently used matcher for a paterms are computed, they
can be combined and filtered (see below) immediately. Aslogyoalignment is an
iterative process, it may be the case that the similarityemfor some pairs and some
matchers were computed in a previous round. In this case thedges are already in
the similarity values database and do not need to be re-ceahpu

Results from different matchers can bembined In our implemented system we
allow the choice of a weighted-sum approach or a maximuredapproach. In the
first approach each matcher is given a weight and the finalagityivalue between a
pair of terms is the weighted sum of the similarity valuesididd by the sum of the
weights of the used matchers. The maximum-based approarhses final similarity
value between a pair of terms, the maximum of the similarajugs from different
matchers. The user can choose which combination strateggedy checking radio
buttons (Figure 2), and weights can be added in front of theelmeas’ names.

Most systems use a threshdilter on the similarity values to decide which pairs of
terms become mapping suggestions. In this case a pair o$ tiermmmapping sugges-
tion if the similarity value is equal to or higher than a givimeshold value. Another
approach that we implemented is the double threshold filjeapproach [1] where two
thresholds are introduced. Pairs with similarity valuesado or higher than the upper
threshold are retained as mapping suggestions. Theseapa@tso used to partition the
ontologies in a similar way as in the preprocessing steppairs with similarity values
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between the lower and upper thresholds are filtered usingah@ions. Only pairs of
which the elements belong to corresponding elements inadh#tipns are retained as
suggestions. Pairs with similarity values lower than thvedibthreshold are rejected as
mapping suggestions. When a PA is available, a variant of [dathibeshold filtering
can be used, where the PA is used for partitioning the oniedold 1]. The user can
choose single or double threshold filtering and define thestiolds (Figure 2). Further,
to obtain higher quality mappings, we always remove mapgpuggestions that conflict
with already validated correct mappings [11].

The computation session is started using the 'Start Cortipotdbutton. The ses-
sion can be interrupted using the ’Interrupt Computatiamtdn. The user may also
specify beforehand a number of concept pairs to be procesgbdhen this number is
reached, the computation session is interrupted and Vialidean start. This setting is
done using the 'interrupt at’ in Figure 2. The output of thenpaitation session is a set
of mapping suggestions where the computation is based aettings of the session.
Additionally, similarity values are stored in the similgrivalues database that can be
used in future computation sessions as well as in recomntiendsessions. In case the
user decides to stop a computation session, partial resel@vailable, and the session
may be resumed later on. The 'Finish Computation’ buttoovadla user to finalize the
alignment process. (A similar button is available in vafiidia sessions.)

Validation. The validation session allows a domain expert to validatepimg sug-
gestions. The mapping suggestions can come from a compusdssion (complete or
partial results) or be the remaining part of the mapping satigns of a previous vali-
dation session. For the validation we extended the usefastof SAMBO [13] which
took into account lessons learned from experiments [9, 10 @ntology engineering
systems’ user interfaces. As stated in [6] our user interfa@luations are one of the
few existing evaluations and our system is one of the fewesystbased on such evalu-
ation. Through the interface, the system presents mappiggestions (Figure 3) with
available information about the terms in the mapping suiges When a term appears
in multiple mapping suggestions, these will be shown at #reestime. The user can
accept a mapping suggestion as an equivalence or is-a ngapireject the mapping
suggestion by clicking the appropriate buttons. Furthes, user can give a preferred



name to equivalent terms as well as annotate the decisibesuger can also review the
previous decisions ('History’) as well as receive a sumnudithe mapping suggestions
still to validate ('Remaining Suggestions’). After valitan a reasoner is used to detect
conflicts in the decisions and the user is notified if any swun

The mapping decisions are stored in the mapping decisidabase. The accepted
mapping suggestions constitute a PA and are partial refeulthe final output of the
ontology alignment system. The mapping decisions (botleated and rejected) can
also be used in future computation and recommendationosesssi

Validation sessions can be stopped at any time and resuteedta(or if so desired
- the user may also start a new computation session).

Recommendation. We implemented several recommendation strategies. The firs
approach (an extension of [19]) requires the user or an @tacValidate all pairs in
small segments of the ontologies. To generate these segmefiirst use a string-based
approach to detect concepts with similar names. The suythgraf the two ontologies
with the matched concepts as roots are then candidate segrAemong the candidate
segments a number of elements (15) of small enough size (@epts) are retained
as segments. As a domain expert or oracle has validatediedlipahe segments, full
knowledge is available for these small parts of the ont@egirhe recommendation
algorithm then proposes a particular setting for which imarts to use, which combi-
nation strategy and which thresholds, based on the perfarenaf the strategies on the
validated segments. The advantage of the approach is thdtased on full knowledge
of the mappings of parts of the ontologies. An objection mayhat good performance
on parts of the ontologies may not lead to good performandd@mhole ontologies.
The disadvantage of the approach is that a domain expertanaaie needs to provide
full knowledge about the mappings of the segments.

The second and third approach can be used when the resultsatiiation are
available. In the second approach the recommendationitdgoproposes a particular
setting based on the performance of the alignment stratemieall the already vali-
dated mapping suggestions. In the third approach we usestiiaet pairs (as in the
first approach) and the results of earlier validation to cot@@ recommendation. The
advantages of these approaches are that decisions frarediffparts of the ontologies
can be used, and that no domain expert or oracle is heedetydhe computation of
the recommendation. However, no full knowledge may be alslél for any parts of
the ontologies (e.g. for some pairs in the segment pairs, ayermt know whether the
mapping is correct or not), and validation decisions nedzktavailable.

We note that in all approaches, when similarity values fancepts for certain
matchers that are needed for computing the performanceycdrget available, these
will be computed and added to the similarity values database

To define the performance of the alignment algorithms séveemasures can be
used. We define the measures that are used in our implenoentdfe assume there
is a set of pairs of terms for which full knowledge is avaibbout the correctness
of the mappings between the terms in the pair. For the firstoggh this set is the
set of pairs in the segments. In the other approaches this #& set of pairs in the
mappings decisions (accepted and rejected). For a givennadint algorithm, let then
A be the number of pairs that are correct mappings and thatdangified as mapping



Table 1. Performance measures.

(@) Number of correct/wrong map-
pings that are suggested/not sug-

gested. (b) Measures.

SuggestegNot suggested |P° = A/(A+B), R° = A/(A+C), F¢ = 2F°R°/(P°+R°)
CorrectA C P¥ = D/(C+D), R* = D/(B+D), F* = 2P"R"/(P*+R™)
Wrong|B D Sim1 = (A+D)/(A+B+C+D), Sim2 = A/(A+B+C)

suggestions, B the number of pairs that are wrong mappingsvere suggested, C
the number of pairs that are correct mappings but that wersuggested, and D the
number of pairs that are wrong mappings and that were notested (see Table 1(a)).
In A + D cases the algorithm made a correct decision and in B agegthe algorithm
made a wrong decision. In our system we use then the followiagsures (see Table
1(b)). P, R and F are the common measures of precision, recall and their daemo
mean f-measure. These focus on correct decisions for ¢omagppings. P, R* and
F¥ are counterparts that focus on correct decisions regavdiogg mappings. Sim1l is
a similarity measure that computes the ratio of correctgies over the total number
of decisions. Sim2 is the Jaccard-similarity where the adseon-suggested wrong
mappings is not taken into account (assumed to be a commamoarititeresting case).

The results of the recommendation algorithms are storetigrrécommendation
database. For each of the alignment algorithms (e.g. matatmmbinations, and filters)
the recommendation approach and the performance measwstoeed. A user can use
the recommendations when starting or continuing a comipataession.

4 Experiments

In this Section we discuss experiments that show the adyastaf using a session-
based system regarding performance of computation ofaiityilvalues, filtering and
recommendation. Further, the experiments in Sectiond 82lso show how a session-
based system can be used for evaluating PA-based and recalation algorithms.
Experiments Set-up. We use the OAEI 2011 Anatomy track for our experiments
which contains the ontologies Adult Mouse Anatomy (AMA) ahd anatomy part of
the NCI Thesaurus (NCI-A). (Removing empty nodes in the)filddA contains 2737
concepts and NCI-A contains 3298 concepts. This gives %@B6pairs of concepts.
Further, a reference alignment containing 1516 equivalemnappings is available.
Regarding the alignment strategies, we used the followdsgmatchers we used
n-gram TermBasi¢c TermWN UMLSM and NaiveBayes As combination strategies
we used weighted sum with possible weights 1 and 2 as wellemtximum-based
approach. Further, we used the single and double threshalggies with threshold

! For NaiveBayeswve generated a corpus of PubMed abstracts. We used a maximum of 100
abstracts per concept. For AMA the total number of documents waS5480T8ere were 2413
concepts for which no abstract was found. For NCI-A the total nunobelocuments was
40,081. There were 2886 concepts for which no abstract was found



Table 2. Top 10 strategies forFand Sim2.

matchers weightsthresholdcorrect wrong Fe Sim2
suggestionsuggestions

TermBasigUMLSM 11 0.4;,0.7 |1223 101 0.86120.7563
TermWNUMLSMNaiveBayem-gram |(1;2;2;1|0.3;0.5 |1223 101 0.86120.7563
n-gramTermBasigJMLSM 1;1;2 (0.5;0.8 |1192 63 0.86030.7549
n-gramUMLSM 11 0.5;0.8 (1195 67 0.86030.7548
UMLSMNaiveBayegermWN 2;1;2 10.4;,0.6 |1203 78 0.86020.7547
UMLSM NaiveBayem-gramTermBasic2;1;1;1(0.4;0.6 |1199 73 0.86010.7545
n-gramTermBasigUMLSM 1;2;2 |0.5;0.8 |1181 50 0.85980.7541
UMLSM NaiveBayeSermBasic 2:1;2 (0.4;0.6 (1194 68 0.85960.7537
UMLSM NaiveBayem-gramTermBasic2;2;1;1(0.3;0.5 |1221 104 0.85950.7537
UMLSM NaiveBayeSermBasic 2;1;1 |0.5;0.6 |1187 60 0.85920.7531

Table 3. Three alignment strategies.

strategymatchers weightsthresholdsuggestiong© |Sim2
AS1 |TermBasigUMLSM 11 0.4;0.7 (1324 0.860.75
AS2 |TermWNn-gramNaiveBaye®;1;1 [0.5 1824 0.650.48
AS3 |n-gramTermBasidtUMLSM [1;1;2 |0.3 4061 0.480.32

values 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8. In total this gives8i&4alignment strategies.
For each of these strategies we computed=P, F¢, P¥, R¥, F*, Sim1 and Sim2 based
on the OAEI reference alignment. For instance, Table 2, shin top 10 strategies
with respect to Sim2. All these 10 strategies use a weightga-combination, double
threshold and includ&)MLSM and at least one string matching-based matcher. These
strategies have also a very high Bf over 0.99. The top 10 strategies with respect
to R° all includeUMLSM and at least one af-gramor TermWN All these strategies
use a maximum-based combination approach, single thieeginal, as expected, a low
threshold (0.3). The best strategies find 1497 correct magppiggestions. The highest
P< for these strategies is, however, less than 0.016. Whemgattiategies based ofi,P
528 strategies had maximuni Palue of 1. All of these strategies inclutiaiveBayes
Six of the strategies are single matcher stratedieéveBayesvith thresholds 0.6, 0.7,
0.8, 0.6;07, 0.6;0.8 and 0.7;0.8). No strategy has thrdsh@. Among those strategies
the maximum amount of correct mapping suggestions thataanedfis 259. All 528
strategies have'R=1 and P’ > 0.99. They have high Sim1 values and low Sim2 val-
ues. With respect to the other measures, i‘e. R, F¥ and Sim1, the strategies do not
show much variation. Therefore, in the remainder of thisgpagwe mainly discuss re-
sults with respect toFand Sim2. Fis a standard measure; Sim2 has a high correlation
to F°, but has a higher degree of differentiation in our experitsien

For the experiments in Sections 4.2 and 4.3 we chose thrgenadint strategies
(Table 3) as a basis for discussion. Strategy AS1 uses a tedighm combination of
TermBasiovith weight 1 andJMLSMwith weight 1, and as double thresholds 0.4;0.7.



Table 4. Matcher computation time (in mins).

n-gram NaiveBayes
number of pairavithout previouswith previouswithout previougwith previous
values stored |values storedvalues stored |values stored

902,662 2.59 196.15

1,805,324 5.08 3.98 149.95 84.05
4,513,310 12.73 10.78 418.49 265.87
6,769,965 19.19 13.83 645.71 212.35
9,026,626 25.85 17.32 790.74 207.64

This information is presented in columns 2-4 in Table 3. ABhayates 1324 mapping
suggestions (column 5). AS1 is the strategy with be&s{d=86) and with best Sim2
(0.75) values. AS2 is an average strategy regardin@®5) and Sim2 (0.48). It uses a
weighted sum combination dermWNwith weight 2,n-gramwith weight 1 and\aive-
Bayeswith weight 1, and as threshold 0.5. It generates 1824 mappiggestions. AS3
performs poorly for F (0.48) and Sim2 (0.32), but has a high Yalue (0.89). It uses
a weighted sum combination ofgramwith weight 1, TermBasiowith weight 1, and
UMLSMwith weight 2, and as threshold 0.3. It generates 4061 magppiggestions.

4.1 Computation of Similarity Values

For each of the matchers we computed the similarity valueslfgairs of concepts.
When a similarity value is computed it is stored in the sinifyaralues database. Previ-
ous approaches could not take advantage of previouslydstatees. However, compu-
tation sessions in a session-based approach can take aglvarithe fact that previous
computation sessions already stored similarity valueJalvle 4 we show for two of
the matchers the computation times for when previous valges stored and for when
no previous values were stored. We do this for the computatid 0%, 20% (of which
10% stored), 50% (of which 20% stored), 75% (of which 50%edprand 100% (of
which 75% stored) of the 9,026,626 pairs. For instancenfgramthe computation
and storage of 902,662 similarity values took 2.59 minuté& computation and stor-
age of 1,805,324 similarity values from scratch took 5.0Butes. However, assuming
902,662 similarity values are already stored and checkiegdatabase, it will take
3.98 minutes. Using the database is advantageous for stdtighers, and even more
advantageous for more complex matchers for which the sppeday be up to 25%.
The session-based approach leads therefore to reduceditadiop times and reduced
waiting times for the domain expert.

4.2 Usingthe Validation Decisions from Previous Sessionsfor Filtering

There are few approaches that can take into account alréagly gappings. Further,
it is not common that such a set a pre-existing mappingssxist session-based ap-
proach, however, every validation session generates sishwhich can be used to



Table 5. Filter using validated correct mappings.

processedS1/AS2|AS3
500 20 |107|156
1000 26 |58 |288
1300 4 |20 |20

improve the quality of the mapping suggestions and reduoeegssary user interac-
tion. Further, the knowledge of the domain expert is takémaccount in an early stage.

Filtering using Validated Correct Mappings. Table 5 shows for the strategies
AS1, AS2 and AS3 the reduction of the number of suggestionssing the filter strat-
egy that removes mapping suggestions that are in conflibtalieady validated correct
mappings. It shows the number of removed mapping suggsstifter 500, 1000 and
1300 processed mapping suggestions. The results show$iad@es not produce many
mapping suggestions that would conflict. They also sugdmedtthe removal should
be done as soon as possible. For instance, when we wouldsgr&6€0 suggestions
without removal, the 156 that would be removed after 500 ggsed suggestions may
actually have been - unnecessarily - validated by the ugerefore, in our system
we perform the removal after every validation of a correatiegence mapping and
thereby reduce unnecessary user interaction. We also detimén the strategies AS1,
AS2 and AS3 produce 1365, 1824 and 4061 mapping suggestaspectively. There-
fore, having processed 1000 mapping suggestions mean3i¥gt40% and 25% of
the suggestions have been processed for AS1, AS2 and Apactaely.

Double Threshold Filtering using Validated Correct Mappings. In our second
experiment, once a session is locked, we use double threSheting with thresholds
0.3 (lowest considered threshold) and 0.6 on the remaininglidated mapping sug-
gestions of that session. Table 6 shows for the strategids AS2 and AS3 the total
number of mapping suggestions (columns 2-4) and the nunflearect suggestions
(columns 5-7) that are removed by this operation. Thereveweralues separated by /.
As double threshold filtering heavily relies on the struetaf the ontologies and many
is-a relations are actually missing in AMA and NCI-A [12], wrperimented with the
original ontologies (first value) and the repaired ontadsgisecond value). The results
show that this filtering has a positive effect oh Further, in most cases more mapping
suggestions, but also more correct suggestions are reniotbd original ontologies
than in the repaired ontologies, and the quality in termsagigher for the repaired
ontologies. We also note that for the best strategy thetafawt that high.

4.3 Recommendation Strategies with and without Sessions

For the recommendation experiments we used Sim2 as recotati@m measure. For
some of the experiments we also needed to generate segnirsnilp& system gener-
ated 94 segment pair candidates of which 15 were randomligechas segment pairs.
The maximum number of concepts in a segment is 12 and the mmirmumber is 3.
The total number of concept pairs for all 15 segment pairsttuey is 424. According to



Table 6. Double threshold filter using validated correct mappings.

processeAS1 AS2 AS3 AS1 AS2 AS3
suggestionLuggestionsuggestionsorrect correct |correct
removed |removed |[removed |removedremovedremoved

500 0/2 134/113 |244/279 |0/0 12/1 9/1

1000 1/0 52/47 532/470 (1/0 1/0 22/4

1300 0/2 43/35 443/276 |0/0 9/2 21/3

the reference alignment of the OAEI, 46 of those are corregipings. The maximum
number of correct mappings within a segment pair is 7 and thémam is 1.

Session-based Recommendation using Validation Decisions Only. In this exper-
iment we use the recommendation algorithm that computesfarpeance measure for
the alignment strategies based on how the strategies pedorthe already validated
mapping suggestions. Table 7, rows 'rec1’, show the recomdie strategies together
with their F° value on the current validation decisions and their actdaldtue, after
having processed 500/593.000, ..., 4000 suggestions for AS1 and AS3, respectively.
For AS1, AS1 itself does not appear among the top 10 recomatiend for all the
sessions. The strategies that received the best scoreGpd800 and 1300 processed
suggestions have actuat Falues of 0.18, 0.85 and 0.23 respectively. The results are
explained by the consistent group in the double threshdktifilg. For AS3, the strat-
egy that receives the best score after 1000, 2000 and 25@@gs®d suggestions is
also the best strategy (AS1) in reality. Otherwise, AS1 ihinithe top 10 recommen-
dations. In these cases AS1 is not recommended becausgygsts®, 1, 13, 6 and
48 wrong mapping suggestions for 503, 1500, 3000, 3500 abd gfbcessed sugges-
tions, respectively, which are not suggested by the recamdett strategy. The reason
for the better performance of the recommended strategyastalthe generated con-
sistent group in the double threshold filtering. We note thatrecommended strategy
always has an actuafE> 0.85 (with best 0.861 for AS1).

Further, we performed an experiment where a recommendatisrcomputed after
every 500 validations and every time the recommended giratas used. We noted that
usually the recommendations improved. For instance, wismguthe recommended
strategy after 500 validations for AS1 for computing thetri#90 suggestions, leads to
an improved recommendation after the 500 new suggestiensatidated.

Session-based Recommendation using Segment Pairsand Validation Decisions.

In this experiment we use the recommendation algorithmubkas segment pairs and
computes a performance measure for the alignment stratbggged on how the strate-
gies perform on the already validated parts of the segmerg. fable 7, rows rec2’,
show the results for AS1 and AS3, respectively. For AS1,ésemmended strategy af-
ter 500, 1000 and 1300 processed suggestions has aétadl.B7. The reason for this
result is that AS1 has very high precision so the oracledqa#did suggestions) has very
little information about wrong mapping suggestions. Hogreit has much information
about correct mapping suggestions. The strategy that@meended in the three ses-

2503, because the validation decision for suggestion 500 removes afgastions.



Table 7. Recommendations for AS1 and AS3.

processed|rec |matchers weights [thresholdrec |actua
suggestions F|F

AS1/500 reclNaiveBayem-gramTermBasicTermWN [1;1;2;1 (0.3;0.6 [0.9930.186

rec2NaiveBayes-gram 1;1 0.3;0.8 |1 0.070

1000 recl TermBasi¢cTermWNUMLSM NaiveBayeg;1;2;1 |0.5;0.7 |0.9920.850

rec2NaiveBayes-gram 1;1 0.3;0.8 |1 0.070

1300 recln-gramTermBasi¢cTermWNUMLSM 1;1;2;1 10.3;0.7 |0.9720.235

rec2NaiveBayes-gram 1;1 0.3;0.8 |1 0.070

AS3|503 recln-gram;TermBasigJMLSM 1;1;2 ]0.4;0.8 |0.9200.850

rec2n-gram;TermBasi¢cTermWNUMLSM 1;1;1;2 10.3;05 |1 0.530

1000 reclTermBasigUMLSM 11 0.4;0.7 |0.9500.861

rec2n-gram;TermBasi¢cTermWNUMLSM 1;1;1;2 10.3;05 |1 0.530

1500 reclTermBasigUMLSM TermWN 1;2;1 |0.4;,0.7 |0.9400.860

rec2n-gram;TermBasi¢cTermWNUMLSM 1;1;1;2 10.3;05 |1 0.530

2000 reclTermBasigUMLSM 11 0.4;0.7 |0.9200.861

rec2n-gram;TermBasi¢cTermWNUMLSM 1;1;1;2 10.3;05 |1 0.530

2500 reclTermBasigUMLSM 11 0.4;0.7 |0.9200.861

rec2n-gram;TermBasi¢cTermWNUMLSM 1;1;1;2 10.3;05 |1 0.530

3000 reclUMLSMTermWN 11 0.4;0.7 |0.9200.860

rec2n-gram;TermBasi¢cTermWNUMLSM

NaiveBayes 1;1;1;2;10.3;,0.7 |1 0.760

3500 reclUMLSMNaiveBayesm-gram;TermBasic|2;2;1;1 |0.3;0.5 |0.9200.860

rec2 TermBasicTermWNUMLSM NaiveBayed;2;2;1 |0.3;0.6 |1 0.820

4000 recln-gram;TermBasigUMLSM 1;1;2 ]0.5;0.8 |0.9200.860

rec2 TermBasicTermWNUMLSM NaiveBayed;2;2;1 |0.3;0.6 |0.9900.820

sions is one that has very high recall but that also suggesty mrong mapping which
the algorithm cannot detect. For AS3, the strategies tlmtezommended after 503,
1000, 1500, 2000 and 2500 processed suggestions have Bettad.53, after 3000
actual F = 0.76, and after 3500 and 4000 actu&H0.82. This result shows that as the
number of processed suggestions increases, the recomdngnaliegy becomes better.
This is because the quality of the oracle increases.

Session-independent Recommendation using Segment Pairsand Oracle. In this
experiment we use the recommendation algorithm that uggeesd pairs and com-
putes a performance measure for the alignment strategsesllman how the strategies
perform on the segment pairs. This requires an oracle tisafufiknowledge about the
mappings in the segment pairs and for this we use the referignment as provided
by the OAEI. As this recommendation strategy is indepenétent the actual valida-
tion decisions, the recommendation does not change dumm@lignment process. It
can therefore be performed in the beginning. Based on thHerpgance on the 15 small
segments pairs (with a reference alignment of only 46 mayg)irthe recommendation
algorithm gives Sim2 = 0.87 and’ = 0.93 for AS1, Sim2 = 0.52 and°F= 0.68 for
AS2, and Sim2 = 0.47 and’= 0.64 for AS3.



However, there are also 145 strategies that have a highe? @ne than AS1.
The top 8 recommended strategies all use double threshi@drfg and have Sim2 =
0.98 and F = 0.99 for the segment pairs, and an actuab&tween 0.8 and 0.84. They
suggest 45 correct mappings and 0 wrong mappings, wherehsudgests 42 correct
mappings and 2 wrong mappings. We also note that that therglastrategies which
have Sim2>0.9 and F >0.95 on the segment pairs.

5 Redated Work

To our knowledge there is no other framework or system thatsdeith all the chal-
lenges for aligning large ontologies that our approachsideéh. Many systems gen-
erate mapping suggestions and can be seen as covering atatioipgession. This is
also what is evaluated at the OAEI. There are some systerhsltber validation of
mappings such as SAMBO [13], COGZ [7] for PROMPT, and COMA2} None of
these systems allow, however, interruptable sessionsvihpg [8] allows user interac-
tion although it does not have graphical user interfaceslg&grrupting user interac-
tion in this case means using heuristics to deal with remgimiapping suggestions.
Regarding the computation session components of our systemy matchers have
been proposed (e.g. many papers on http://ontologymaahiy). There are some ap-
proaches that reduce the search space by segmenting ¢ioparg the ontologies [2,
16]. The main difference with our approach is that we usedadilon decisions to par-
tition the ontologies. Our combination strategies areddath strategies. Most systems
use single threshold filtering, while we also allow doublestiihold filtering. There are
very few recommendation approaches. The approach in [Rlg3&s a machine learn-
ing approach to optimize alignment strategies and is com@fgary to our approach.
Further, there are approaches that try to minimize useractien (e.g. [14]).

6 Conclusion

In this paper we presented to our knowledge the first framiewnd implemented sys-
tem that allows a user to interrupt and resume the diffettaiges of the ontology align-
ment task. Our work addressed several of the challengesatogy alignment [15].
Further, we showed the usefulness of the system and its amenpmthrough exper-
iments with many alignment strategies on the OAEI 2011 Amgtérack ontologies.
We showed that we obtain better quality suggestions usmgédlsion-based approach.
For instance, one of the lessons learned from the experinietitat filtering after the
locking of sessions is useful and the worse the initial sggtthe more useful this is.
Better quality suggestions are also achieved through teeftigalidated mappings in
the preprocessing phase. In all these cases domain exmevtddye is taken into ac-
count through the validated mappings. We also showed thatgé of the session-based
approach reduces unnecessary user interaction. Futieele¢ommendation is impor-
tant, especially when the initial strategy is not good. Hlso clear that the approaches
using validation decisions, become better the more suiggssare validated. For the
approaches using segment pairs, the choice of the segmenirgluences the recom-
mendation results (which is different from the conclusiohexperiments in [19]).



We note that the session-based framework enabled expedtizenand evaluation
of new alignment approaches (both in computation and recemdiation) that are based
on validation decisions. These evaluations were not plessitcumbersome before.

In future work we will continue to develop and evaluate comagion strategies and
recommendation strategies. Especially interesting aetegfies that reuse validation
results to e.g. reduce the search space or guide the comoputatrther, we will inves-
tigate new strategies for recommendations using validatezisions.

Acknowledgements. We thank Qiang Liu, Muzammil Zareen Khan and Shahab
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