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Abstract. In different areas ontologies have been developed and many of these
ontologies contain overlapping information. Often we would thereforet wan

be able to use multiple ontologies. To obtain good results, we need to find the
relationships between terms in the different ontologies, i.e. we need taladign
Currently, there already exist a number of ontology alignment systentksese
systems an alignment is computed from scratch. However, recenthg situa-

tions have occurred where a partial reference alignment is availablspine of

the correct mappings between terms are given or have been obtirkid. pa-

per we investigate whether and how a partial reference alignment aaseden
ontology alignment. We use partial reference alignments to partition ontslogie
to compute similarities between terms and to filter mapping suggestions. We test
the approaches on previously developed gold standards and diseusstilts.
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1 Introduction

In recent years many ontologies have been developed. Theditsenf using ontologies
include reuse, sharing and portability of knowledge acpasforms, and improved
documentation, maintenance, and reliability (e.g. [S]htd@logies lead to a better un-
derstanding of a field and to more effective and efficient hiagcbf information in
that field. Many of the currently developed ontologies conteerlapping information.
For instance, Open Biomedical Ontologies (OBO, http://webhefoundry.org/) lists 26
different anatomy ontologies (October 2008). Often we douént to be able to use
multiple ontologies. For instance, companies may want éocasnmunity standard on-
tologies and use them together with company-specific ogtedo Applications may
need to use ontologies from different areas or from diffevégws on one area. Ontol-
ogy builders may want to use already existing ontologiehadasis for the creation
of new ontologies by extending the existing ontologies orcbynbining knowledge
from different smaller ontologies. In each of these casés iitnportant to know the
relationships between the terms in the different ontoldiirther, the data in different



data sources in the same domain may have been annotatediffatierd but similar
ontologies. Knowledge of the inter-ontology relationghigould in this case lead to
improvements in search, integration and analysis of datead been realized that this
is a major issue and much research has recently been dondaagynalignment, i.e.
finding mappings between terms in different ontologies. (@]

In the current alignment systems an alignment is computad &cratch. However,
recently, some situations have occurred where a partiataete alignment is avail-
able, i.e. some of the correct mappings between terms age givhave been obtained.
One example is the development of Bioportal (bioportabhtology.org, [13]) where
mappings between different ontologies in the biomedicahaio have been collected.
Bioportal also supports collaborative ontology alignm@mie of the challenges for on-
tology alignment described in [15]) where experts can fagutheir piece of expertise.
In this case for some parts of the ontologies mappings witi@glable while they are
still lacking for other parts of the ontologies. Anothetusition is an iterative ontology
alignment methodology where people and ontology alignnsgatems interact to it-
eratively align and improve the quality of the mappings. ystems such as SAMBO
[7], users can input their own mappings as well as acceptjectrenapping sugges-
tions generated by the system. Both the mappings given bygbes and the rejec-
tion and acceptance of system-generated mappings by ufleenice future iterations
of ontology alignment. Finally, the Ontology Alignment Hwation Initiative (OAEI,
http://oaei.ontologymatching.org/) introduced in 2008 task in the Anatomy track
[10] where a partial reference alignment was given and@péiing systems could use
the partial reference alignment to improve the quality efitmapping suggestions.

In this paper we investigate whether and how a partial referalignment (PRA)
can be used in ontology alignment. We use PRAs in the diffestaps of ontology
alignment. We use PRAs in a preprocessing step to partitierohtologies into map-
pable parts that are likely to contain correct mappings aedefore not every term in
the first ontology needs to be compared to every term in thengeontology. We also
use PRAs in the computation of similarities between ternustber, we use PRAS to
filter mapping suggestions. We test the approaches on gyideveloped gold stan-
dards (from [7] and the Anatomy track of OAEI) and discussrésailts.

The remainder of the paper is organized as follows. In se@we give background
information. We describe a framework for ontology aligninas well as the systems,
the gold standards and the evaluation measures that we baddruour experiments.
The experiments are described in section 3. We investidegause of PRAs in the
different components of the ontology alignment framewdfle also investigate the
influence of the size of the PRA on the quality of the alignmeeithe results of the
experiments are shown and discussed in section 4. The papeudes in section 5.

2 Background

2.1 Ontology alignment

A large number of ontology alignment systems have been dpedl(see, for instance,
review papers [7, 14, 12, 6], the book [4] on ontology matghand the ontology match-
ing web site at http://www.ontologymatching.org/). Manytalogy alignment systems
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Fig. 1. Alignment framework (modified from [7]).

are based on the computation of similarity values betwemnstén different ontologies
and can be described as instantiations of the general frarkewfigure 1. The frame-
work consists of two parts. The first patti figure 1) computes mapping suggestions.
The second partl() interacts with the user to decide on the final alignment.

An alignment algorithm receives as input two source ontegA preprocess-
ing step can be used to modify the original ontologies or tditpan the ontologies
into mappable parts. The algorithm can include several Ineascthat calculate simi-
larities between the terms from the different source omjiel® or mappable parts of
the ontologies. They can implement strategies based oniitig matching, structure-
based strategies, constraint-based approaches, indiased strategies, strategies that
use auxiliary information or a combination of these. Eachialmer utilizes knowledge
from one or multiple sources. Mapping suggestions are tle¢égrohined by combining
and filtering the results generated by one or more matchgrssiBg different matchers
and combining and filtering the results in different ways véain different alignment
strategies. The suggestions are then presented to the heexawmepts or rejects them.
The acceptance and rejection of suggestions may influentefisuggestions. Further,
a conflict checker is used to avoid conflicts introduced bynlapping suggestions. The
output of the alignment algorithm is a set of mappings betweems from the source
ontologies. In this paper we add a partial reference aligriras input and study how
this can be used in the different components of this framkwor



2.2 SAMBO and SAMBOdtf

SAMBO and SAMBOdtf are ontology alignment systems basecherframework de-
scribed in the previous section. They both currently corfise basic matchers [7]: two
terminological matchers (a basic matcher and an extensimy WordNet; extension
described below), a structure-based matcher (which usds-thand part-of hierarchies
of the source ontologies), a matcher based on domain knge/kgtkscribed below), and
a learning matcher (which uses literature that is relatédg¢@oncepts in the ontologies
to define a similarity value between the concepts). In agoldito these techniques we
have also experimented with other matchers [9, 17].

In our evaluations we use the versions of SAMBO and SAMBOsltised in OAEI
2008 [8]. These systems performed best and second besctiespy, in the Anatomy
track of OAEI 2008. These versions contain the matcfiermWNandUMLSKSearch
The matcheTermWNcontains matching algorithms based on the textual degmmipt
(names and synonyms) of concepts and relations. In thergumplementation, the
matcher includes two approximate string matching algorgh(n-gram and edit dis-
tance), and a linguistic algorithm that also uses WordNgb fwordnet.princeton.edu/)
to find synonyms and is-a relations. Our matddbtL SKSearchuses the Metathesaurus
in the Unified Medical Language System (UMLS, http://wwwmnimhih.gov/research/-
umls/). The similarity of two terms in the source ontologiesletermined by their re-
lationship in UMLS. In our experiments we used the UMLS Kneslde Source Server
to query the UMLS Metathesaurus with source ontology teffhg. querying is based
on searching the normalized string index and normalizedhirmatex provided by the
UMLS Knowledge Source Server. We used version 2008AA of UMASa result we
obtain concepts that have the source ontology term as §rengm. We assign a simi-
larity value of 0.99 if the source ontology terms are synosyifithe same concept and
0 otherwise.

The combination algorithm used for the OAEI versions of SAM&nd SAMBOdtf
is a maximum-based algorithm. The similarity value for a paterms is the maximum
of the values obtained from TermWN and UMLSKSearch for this piterms.

The filtering method in SAMBO is single threshold filteringif® of concepts with
a similarity value higher than or equal to a given threshalde& are returned as mapping
suggestions to the user. SAMBOdLtf implements the doublkestiuld filtering method
developed in [1]. The double threshold filtering approacksube structure of the on-
tologies. It is based on the observation that (for the diffiérapproaches in the evalu-
ation in [7]) for single threshold filtering the precisiontbie results is decreasing and
the recall is increasing when the threshold is decreasihgrefore, we propose to use
two thresholds. Pairs with similarity value equal or higttean the upper threshold are
retained as suggestions. The intuition is that this givegestions with a high preci-
sion. Further, pairs with similarity values between thedownd the upper threshold
are filtered using structural information and the rest i€alided. We require that the
pairs with similarity values between the two thresholds’aasonable’ from a struc-
tural point of view! The intuition here is that the recall is augmented by addiag n
suggestions, while at the same time the precision staysi@gause only structurally

Y In our implementation we have focused on the is-a relation.



reasonable suggestions are added. The double threshetoh§jlapproach contains the
following three steps. (i) Find a consistent suggestiorugrisom the pairs with simi-
larity value higher or equal than the upper threshold. Wetbatya set of suggestions
is a consistent suggestion group if each concept occurs sttonae as first argument
in a pair, at most once as second argument in a pair and forpeaclof suggestions
<A,A > and<B,B’ > where A and B are concepts in the first ontology and A’ and B’
are concepts in the second ontologycB iff A C B'. (ii) Use the consistent sugges-
tion group to partition the original ontologies. (iii) Félt the pairs with similarity values
between the lower and upper thresholds using the partit©ny pairs of which the
elements belong to corresponding pieces in the partitiomsedained as suggestions.
For details we refer to [1].

In contrast to the original versions of SAMBO and SAMBOdtfevé a term in one
ontology can be suggested to be mapped to different termseirother ontology, in
the OAEI versions this is not the case. We retain only suggestvhere the similarity
between the terms in the suggestion is higher than or equaktsimilarity of these
terms to any other term according to the suggestion listhéndase there are differ-
ent possibilities, one is randomly chosen. (In the impletation the first in the list is
chosen.)

2.3 Gold standard alignments

In our tests we use alignments that have been used in pregi@lsations ([7] and
OAEI). Essentially, for our purpose all used ontologiesisaiseen as taxonomies (con-
cepts and is-a and part-of relations). In [7] a number of Bn#éést cases were intro-
duced to evaluate different alignment strategies. For thetfio cases we use a part of a
Gene Ontology ontology (GO) [2] together with a part of Sighatology (SigO) [16].
The first caseB (behavior), contains 57 terms from GO and 10 terms from SItgO.
reference alignment (RA) contains 4 mappings. The secosell&a(immune defense),
contains 73 terms from GO and 17 terms from SigO. Its RA cost8imappings. The
other cases are taken from the anatomy category of Meditge& Headings (MeSH,
[11]) and the Adult Mouse Anatomy (MA, available from OB@pse(15 terms from
MeSH, 18 terms from MA, and 7 mappings in the Ragr (39 terms from MeSH, 77
terms from MA, and 27 mappings in the RA), agyk(45 terms from MeSH, 112 terms
from MA, and 27 mappings in the RA).

A larger test case that we use is the case of the Anatomy tfa®&RI. OAEI is
a yearly initiative that was started in 2004. The goals amgray others, to assess the
strengths and weaknesses of alignment systems, to comifferert techniques and
to improve evaluation techniques. This is to be achievealigin controlled experimen-
tal evaluation. For this purpose OAEI publishes differemges of ontology alignment
problems, some of which are open (RA is known beforehand)iast are blind (RA
is not known - participants send their alignment suggestionorganizers who eval-
uate the performance). In thhnatomycase (version 2008) participants were required
to align the Adult Mouse Anatomy (2744 concepts) and the Ni@dsaurus - anatomy
(3304 concepts). The anatomy case is a blind case. The RAinerit523 equivalence
mappings of which 934 are deemed trivial (i.e. they can badduy a relatively basic
string-based matcher).



2.4 Evaluation measures

The results of our experiments are given in terms of the tyafithe mapping sug-
gestions. We use precision, recall, regalk and f-measurePrecisionmeasures how
many of the mapping suggestions were correct. It is definddleasumber of correct
suggestions divided by the number of suggesti®ecallmeasures how many of the
correct mappings are found by the alignment algorithm. tteiBned as the number of
correct suggestions divided by the number of correct maspiwe also introduce the
measureecallpr 4 Which measures how many of the correct mappings that arenot i
a PRA are found by the alignment algorithm. It is defined asnim@ber of correct
mapping suggestions not in the PRA divided by the number mEcomappings not in
the PRA.F-measuras the weighted harmonic mean of precision and recall. Inests
precision and recall are weighted evenly.

preprocessingnatchers combinationfilter
SAMBO |none TermWN + UMLSKSearcimaximum |single threshold
SAMBOdtfinone TermWN + UMLSKSearcimaximum |double threshold

mgPRA  |partitioning |TermWN + UMLSKSearcimaximum |single threshold
filter with PRA
mgfPRA |fixingand |TermWN + UMLSKSearcimaximum |single threshold

partitioning filter with PRA
pmPRA |none TermWN + UMLSKSearclmaximum |single threshold
pattern-based augmentatjon filter with PRA
fPRA none TermWN + UMLSKSearclmaximum |single threshold
filter with PRA
dtfPRA none TermWN + UMLSKSearchmaximum |double threshold with PRA
filter with PRA
pfPRA none TermWN + UMLSKSearcimaximum |filter based on EM and PRA

filter with PRA

Table 1. Alignment strategies.

3 Experiments

In this section we define a number of experiments to test tefibmess of using a PRA
for ontology alignment. We consider the use of PRAs in théedéht components of
the alignment framework in figure 1. As base systems we use Balsind SAMBOdtf
as described in section 2.2 and modify their components. &eribe the experiments
and provide an overview of the resulting strategies in table

An immediate observation regarding a PRA is that the magpinghe PRA are
deemed to be correct and therefore should be included inrtakrésult. For the same
reason, if there are different suggestions for mapping ra,ténen a suggestion con-
tained in the PRA is preferred. Therefore, in all alignmerdtegies using a PRA, we



add the mappings in the PRA to the list of suggestions withexigp status. These
mappings cannot be removed in any filtering step. This teglmive callfilter with
PRA

3.1 Use of PRA in the preprocessing step

A first question we want to investigate is whether we can udRAiR the preprocessing
phase. Most systems compute a similarity value betweeerafis from the first ontol-
ogy and all terms from the second ontology. Some work has ese on partitioning
the ontologies to find mappable parts of the ontologies (8]y. The motivation for
that work is scalability. When the size of the ontologies ggpaome techniques may
become infeasible. In our work we investigate whether weussna PRA to partition
the ontologies into mappable parts and test whether, irtiaddp the fact that we do
not have to compute similarity values between all terms fthmfirst ontology and
all terms from the second ontology, this also leads to a bgtiality of the mapping
suggestions.

In the first approach we partition the ontologies into magppalarts using the par-
titioning step of the double threshold filtering describedeéction 2.2 and [1]. A part
of the PRA satisfying the consistent group property is used eonsistent group. The
resulting alignment strategy (this preprocessing, the 8&vmatchers, combination
and filters, and filter with PRA) we cathgPRA(mappable groups with PRA).

According to our experience in aligning ontologies we kntattthe structure of
the source ontologies is not always perfect. For instangenghe two ontologies and
the PRA in the Anatomy task of OAEI 2008, it can be deducedrtsaty is-a relations
are missing in at least one of the source ontologies. Bas#tuoabservation we exper-
iment with a second approach where we add to the source gigslthe missing is-a
relationships that can be deduced from the source ontal@gid the PRA. After this
'fixing’ of the source ontologies the PRA will satisfy the @istent group property. The
resulting strategy is callethgfPRA(mappable groups and fixing with PRA).

3.2 Use of PRA in a matcher

One way to create a matcher based on a PRA, is to use undeplyipgrties of the map-
pings in the PRA. We have previously observed that sometforesvo given source
ontologies, common patterns can be found between the tonggapings. For instance,
in the PRA of the OAEI 2008 Anatomy we find the mappinglsimbar vertebra 5, 15
vertebra> and<thoracic vertebra 11, t11 vertebravhich share a similar linguistic pat-
tern. Also the mappingsforebrain, fore brair, <gallbladder, gall bladdey, and the
mappings<stomach body, body stomashand <stomach fundus, fundus stomach
share similar linguistic patterns, respectively. When gslifferent linguistic match-
ers the similarity values according to these matchers ®mnthppings sharing similar
patterns are therefore very similar as well.

2 This is in line with the challenge for ontology alignment on discovering missaakground
knowledge as described in [15].



Based on this observation we developed a matcher that augmeviously gen-
erated similarity values for term pairs when these termspdisplay a similar (lin-
guistic) pattern as mappings in the PRA. For the experimenused TermWN and
UMLSKSearch to compute the original similarity values. ther, for each term pair
we compute a vector with, in this case, three similarity galubased on the differ-
ent components of TermWN (n-gram, edit distance and a litiguatgorithm that uses
WordNet; as described in section 2.2). Based on this siityileector we compute the
Euclidean distance of a term pair to the mappings in the PRAcaant how many of
the PRA mappings are within a predefined radius. (In the éx@ert we used 0.1 for
the radius.) Based on the value of this count, the matcher angynent the original
similarity value for the term pair. (In the experiment wedigeount * 0.06) as augmen-
tation value and augmented only pairs with a similarity edlwer than 0.9. We also
set the limit for the augmented similarity value to 0.9.) Tesulting alignment strategy
is calledpmPRA(pattern matcher with PRA).

3.3 Use of PRA in the filter step

Another question that we want to investigate is whether weusz a PRA for filtering
the list of mapping suggestions.

As mentioned before, all strategies using PRAs implemenfilter with PRA ap-
proach. In a first experiment we only add this filter approacBAMBO. The resulting
alignment strategy is calld®PRA

In addition to filter with PRA, the second strategy also usearant of the double
threshold filtering approach of SAMBOdtf. While in the origldouble threshold filter-
ing approach, a consistent suggestion group is computedi lmesmapping suggestions
with a high similarity value, in this approach a part of thefPgtisfying the consistent
group property is used as a consistent group. The resuliijgnaent strategy is called
dtfPRA

The last strategy we use is callpPRA (pattern filter with PRA). This strategy
is based on the observation described above that some ttora@ppings share similar
patterns. Similar to pmPRA, we assign a vector with sintyaralues based on the dif-
ferent components of TermWN to each term pair in the suggebsivand the PRA. We
compute clusters based on these similarity vectors of thepeirs in the suggestion list
using the expectation-maximization algorithm. (For theBmases we set the number
of clusters. FoAnatomywe did not use a predefined number of clusters.) Then, each
mapping in the PRA is assigned to the cluster for which thede between the cluster
center and the PRA mapping is the smallest. Further, we ctarfpueach cluster the
average distance between a PRA mapping in the cluster acldster center. The filter
strategy retains the suggestions in a cluster with a distémthe cluster center that is
smaller or equal to the computed average for that clustedetdrds the others.

3.4 Influence of the size of the PRA

We also want to investigate the influence of the size of the FRvA this purpose we
compare the results of the approaches forAmatomycase with two PRAs: PRA-F
and its subset PRA-H. For PRA-F we take the PRA as providechbyQAEI 2008



Anatomy task. PRA-H contains half of the trivial and half bétnon-trivial mappings
from PRA-F.

Case |Th| SAMBO[SAMBOdtmgPRAmMgPRApmMPRATPRA[dtIPRApfPRA
B 0.4 6/2 6/2 6 2 6 6 4 3
0.6 512 512 5 2 5 5 4 3
0.8 ar - 4 2 a4 - 3
ID 04  12/4 1173 12 12 12 120 11] 12
0.6 874 73 5 5 g 8 8 8
0.8 73 - 4 5 8 8 - 8
nose |0.4 774 714 7 4 717 7 6
0.6 774 774 7 4 77 7 6
0.8 714 - 7 1 77 - 6
ear |04 30/14 20114 28 18 4 300 30 25
0.6 29/14 20114 27 18 3| 29 29 25
0.8 26/14 - 24 18 1 26 T 24
eye |04 31/13 3013 30 13 6 31 31 23
0.6 36/12 2612 26 13 3 27 27 22
0.8 24/11 - 25 13 2 26 T 22
Anatomy0.41575/943 1527/940 1690 1663 1625 1601 1552 1251
0.6/1466/942 1438/940 148§ 1444 1504 1498 1474 1221
0.81297/93: - 1304 1271 1524 1342 - 1139

Table 2.Number of mapping suggestions. For SAMBO and SAMBOdtf also the enofPRA
mappings found.

4 Results and discussion

Table 2 shows the number of suggestions generated by thdthfgs in the exper-
iments. For SAMBO and SAMBOdtf we also added the number of pimegs in the
PRA that were found by those algorithms. We note that fortattgholds foB, nose
andear, for thresholds 0.4 and 0.6 ftid and for threshold 0.4 faeyeSAMBO actually
finds all mappings in the PRA. This means that in these cas#ingathe PRA to the
solutions in itself does not improve recall. FanatomySAMBO does not find between
45 (threshold 0.4) and 55 (threshold 0.8) of the 988 mapgimtse PRA.

The results in terms of precision, recall, -measure andlkgg4 are given in ta-
bles’ 3 to 7. The results in the tables are truncated values. Netethat as SAMBO
and SAMBOdtf do not use a PRA, we have set recall = regall for SAMBO and
SAMBOdtf. This the threshold for the filtering for the single thresholg@aches. For

3 As Anatomyis a blind case at OAEI we do not have the RA available. Therefore, vesent
the mapping suggestions fAnatomyto the organizers of the OAEI 2008 Anatomy track who
have returned the values for the different evaluation measures.



SAMBOdtf and dtfPRA the upper threshold is always 0.8 whiitas the lower thresh-
old. There are no results for SAMBOdtf and dtfPRA for uppeetihold 0.8 as this
would be the same as using SAMBO and fPRA with single thresbd, respectively.

4.1 PRAin preprocessing

Case |RA |PRA| Th SAMBO mgPRA mgfPRA

0.4

0.66/1.00/0.80/1.9

0.66/1.00/0.80/1.0

2.00/0.50/0.66/0.0

0.6

0.80/1.00/0.88/1.0

0.80/1.00/0.88/1.0

.00/0.50/0.66/0.0

0.8

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

0.00/0.50/0.66/0.0

0.4

0.50/0.75/0.60/0.7

5.41/0.62/0.50/0.2

5.41/0.62/0.50/0.2

0.6

0.75/0.75/0.75/0.7

5.00/0.62/0.76/0.2

5.00/0.62/0.76/0.2

0.8

0.71/0.62/0.66/0.6

2.00/0.62/0.76/0.2

9.00/0.62/0.76/0.2

nose

0.4

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

0.00/0.57/0.72/0.0

0.6

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

2.00/0.57/0.72/0.0

0.8

1.00/1.00/1.00/1.0

2.00/1.00/1.00/1.0

2.00/0.57/0.72/0.0

ear

27

14

0.4

0.86/0.96/0.91/0.9

6.85/0.88/0.87/0.7

@.00/0.66/0.80/0.3

0.6

0.89/0.96/0.92/0.9

6.88/0.88/0.88/0.7

@.00/0.66/0.80/0.3

0.8

0.96/0.92/0.94/0.9

2.00/0.88/0.94/0.7

@.00/0.66/0.80/0.3

eye

27

13

0.4

0.80/0.92/0.86/0.9

D.80/0.88/0.84/0.7

8.00/0.48/0.65/0.0

0.6

0.92/0.88/0.90/0.8

8.92/0.88/0.90/0.7

8.00/0.48/0.65/0.0

0.8

0.91/0.81/0.86/0.8

0.92/0.85/0.88/0.7

1.00/0.48/0.65/0.0

Anatomy

1523

988

0.4

0.82/0.85/0.83/0.8

5.78/0.87/0.82/0.6

0.78/0.85/0.81/0.5

0.6

0.88/0.84/0.86/0.8

0.88/0.86/0.87/0.6

0.88/0.84/0.86/0.5

0.8

0.94/0.80/0.87/0.8

0.96/0.82/0.89/0.5

0.96/0.80/0.88/0.4

Table 3.Us

0
0
0
5
5
5
0
0
0
0
0
0
0
0
0
8
5

5

ng the PRA in the preprocessing phase (precision/recall/f-meastaliz 4).

The results of the experiments for using PRAs in the premsing step are given
in table 3. The intuition behind mgPRA and mgfPRA is to patitthe ontologies
into mappable parts. Therefore, we can only generate mgppiggestions that are
reasonable from a structural point of view. This suggests, ttomparing to the base
systems, the precision may become higher as suggestiandahet conform to the
structure of the source ontologies cannot be made. As weledBRA to the result,
the recall may be increased as some of the PRA mappings mayenfound by the
base systems. However, the similarity values between thestdo not change and it is
therefore not likely that new mappings are found. (The ordy W find new mappings
compared to the base system is when a mapping suggestiohigfttsimilarity in the
base system cannot be suggested by using mgPRA and mgfPRMdeethe terms
were in incompatible parts of the ontologies. In that caserosuggestions involving
these terms may be generated.) The results give some suppbese intuitions. For
threshold 0.8 the precision of mgPRA and mgfPRA is alwaysaktpuor higher than
the precision for SAMBO. This is also almost always the casehreshold 0.6. For



threshold 0.4 there is no conclusive result. We also nokiag except for threshold 0.4
in ID andAnatomy mgfPRA always gives better precision than SAMBO.

As expected, the recall for mgPRA and mgfPRA is equal to & tkan the recall
for SAMBO in most cases. For the large test case the recdWasya higher for ngPRA
and equal for mgfPRA. In the cases there is a loss of recél,dshdue to a different
modeling in the source ontologies. When the PRA satisfiesdhsistent group prop-
erty, mgPRA and mgfPRA give the same results. When this ishetase, mgfPRA
'fixes’ the source ontologies by adding missing is-a ref&hips. In most cases this has
led to an improvement in precision, in the other cases theigiom stayed the same.
However, contrary to the intuition in many cases fixing tharse ontologies has led
to a decrease in recall. This is due to the use of is-a in thecsantologies. For in-
stance, the hierarchical relation in MeSH covers both isé @art-of. Therefore, not
all of these relations should be treated as is-a. HowevenggBRA cannot distinguish
between these, it may fix the source ontology in the wrong twagdding a hierarchi-
cal link (which mgfPRA interprets as is-a, but which shoultyé been interpreted as
part-of). For instance, in theosecase, having<nose, nose in the PRA would lead
to introducing is-a relations in MA between nose and its pafherefore, fixing the
ontologies may lead to worse results. As for all alignmerdtegies using structural
information, the quality of the underlying ontologies, ttempleteness of the structure
and the correct use of the structural relations, has an it@poinfluence on the quality
of the results.

Case |[RA |PRATh SAMBO pMPRA

0.4

0.66/1.00/0.80/1.0

0.66/1.00/0.80/1.0

0.6

0.80/1.00/0.88/1.0

0.80/1.00/0.88/1.0

0.8

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

0.4

0.50/0.75/0.60/0.7

9.50/0.75/0.60/0.5

0.6

0.75/0.75/0.75/0.7

5.75/0.75/0.75/0.5

0.8

0.71/0.62/0.66/0.6

D.75/0.75/0.75/0.5

nose

0.4

1.00/1.00/1.00/1.0

2.00/1.00/1.00/1.0

0.6

1.00/1.00/1.00/1.0

.00/1.00/1.00/1.0

0.8

1.00/1.00/1.00/1.0

.00/1.00/1.00/1.0

ear

27

14

0.4

0.86/0.96/0.91/0.9

6.86/0.96/0.91/0.9

0.6

0.89/0.96/0.92/0.9

6.89/0.96/0.92/0.9

0.8

0.96/0.92/0.94/0.9

D.96/0.92/0.94/0.8

eye

27

13

0.4

0.80/0.92/0.86/0.9

D.80/0.92/0.86/0.8

0.6

0.92/0.88/0.90/0.8

8.89/0.92/0.90/0.8

0.8

0.91/0.81/0.86/0.8

0.92/0.88/0.90/0.7

Anatomy

1523

988

0.4

0.82/0.85/0.83/0.8

5.78/0.83/0.81/0.5

0.6

0.88/0.84/0.86/0.8

0.79/0.83/0.81/0.5

0.8

0.94/0.80/0.87/0.8

0.83/0.83/0.83/0.5

Table 4. Using the PRA in a matcher (precision/recall/f-measure/regal).

0
0
0
0
0
0
0
0
0
2
2
4
5
5
8
4
4

2



4.2 PRAin a matcher

The results of the experiment using PRAs in a matcher areffoutable 4. The intuition

of the matcher was to augment the similarity values of sugmgesthat had a similar
linguistic pattern as mappings in the PRA. Bymoseandear the results for SAMBO
and pmPRA are the same. The augmentation did not have angricBuFoB andnose
the recall was already 1, so that no influence was expecteddfdhe found correct
mappings had already a high similarity value and the misserect mappings (two
for threshold 0.8 and one for thresholds 0.4 and 0.6) did agéla similar linguistic
pattern as the mappings in the PRA. Forthe recall and the precision were equal or
became higher (because of the addition of the PRA to thetsds&breyethe recall
improved or was the same. FAnatomythe precision and, for low thresholds, also the
recall decreased. The recall increased for high threshdtdivestigate the increase
of recall for Anatomy we compared the results of using PRA-F with PRA-H. In this
case augmenting allowed to findlateral cuneiform, external cuneiform bone foot
and <brain arachnoid matter, cerebral arachnoid membraf®r each of these there

were 7 mappings in PRA-H with similar linguistic patterns.

Case

RA

PRA

Th

SAMBO

fPRA

pfPRA

B

4

2

0.4

0.66/1.00/0.80/1.9

0.66/1.00/0.80/1.0

2.00/0.75/0.85/0.5

0.6

0.80/1.00/0.88/1.0

0.80/1.00/0.88/1.0

.00/0.75/0.85/0.5

0.8

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

.00/0.75/0.85/0.5

0.4

0.50/0.75/0.60/0.7

5.50/0.75/0.60/0.5

0.50/0.75/0.60/0.5

0.6

0.75/0.75/0.75/0.7

B.75/0.75/0.75/0.5

0.75/0.75/0.75/0.5

0.8

0.71/0.62/0.66/0.6

P.75/0.75/0.75/0.5

0.75/0.75/0.75/0.5

nose

0.4

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

2.00/0.85/0.92/0.6

0.6

1.00/1.00/1.00/1.0

0.00/1.00/1.00/1.0

0.00/0.85/0.92/0.6

0.8

1.00/1.00/1.00/1.0

2.00/1.00/1.00/1.0

2.00/0.85/0.92/0.6

ear

27

14

0.4

0.86/0.96/0.91/0.9

6.86/0.96/0.91/0.9

2.00/0.92/0.96/0.8

0.6

0.89/0.96/0.92/0.9

6.89/0.96/0.92/0.9

2.00/0.92/0.96/0.8

0.8

0.96/0.92/0.94/0.9

P.96/0.92/0.94/0.8

4.00/0.88/0.94/0.7

eye

27

13

0.4

0.80/0.92/0.86/0.9

P.80/0.92/0.86/0.8

5.95/0.81/0.88/0.6

0.6

0.92/0.88/0.90/0.8

8.92/0.92/0.92/0.8

5.00/0.81/0.89/0.6

0.8

0.91/0.81/0.86/0.8

0.92/0.88/0.90/0.7

3.00/0.81/0.89/0.6

Anatomy

1523

988

0.4

0.82/0.85/0.83/0.8

5.83/0.88/0.86/0.6

6.91/0.74/0.82/0.2

0.6

0.88/0.84/0.86/0.8

0.89/0.87/0.88/0.6

0.93/0.74/0.82/0.2

NN PRI OODOOO OOO OOO

0.8

0.94/0.80/0.87/0.8

0.95/0.84/0.89/0.5

9.97/0.72/0.83/0.2

Table 5.Using the PRA d

4.3 PRAn afilter

The results for the experiments regarding the use of PRAsgifliiter step are given in
tables 5 and 6. In the filter phase mapping suggestions areveemBoth correct and

uring the filter phase - 1 (precision/recall/f-measurd/reca).



Case |RA |PRATh SAMBOdtf dtfPRA
B 4 |2 ]0.40.66/1.00/0.80/1.00.00/1.00/1.00/1.00
0.6/0.80/1.00/0.88/1.0@.00/1.00/1.00/1.90
ID 8 |4 ]0.4{0.45/0.62/0.52/0.6R.54/0.75/0.63/0.50
0.6/0.71/0.62/0.66/0.6P.75/0.75/0.75/0.50
nose |7 |4 |0.4/1.00/1.00/1.00/1.00.00/1.00/1.00/1.00
0.6/1.00/1.00/1.00/1.0@.00/1.00/1.00/1.90
ear 27 |14 |0.4{0.89/0.96/0.92/0.96.86/0.96/0.91/0.92
0.6/0.89/0.96/0.92/0.96.89/0.96/0.92/0.92
eye 27 |13 ]0.4/0.83/0.92/0.87/0.99.80/0.92/0.86/0.85
0.6/0.92/0.88/0.90/0.88.92/0.92/0.92/0.85
Anatomy1523988 |0.4/0.84/0.84/0.84/0.88.86/0.87/0.87/0.65
0.6|0.89/0.84/0.86/0.88.90/0.87/0.88/0.64

Table 6. Using the PRA during the filter phase - 2 (precision/recall/f-measuré/reca).

wrong suggestions can be removed and therefore both pre@sid recall can change
compared to the base system. All strategies implement filtgdr PRA. Therefore, as
we add the PRA to the result, the recall may be increased as sbilmne PRA mappings
may not be found by the base systems. The precision and reegllincrease when
wrong suggestions are removed because there are mappitigs BRRA involving the
same terms. This intuition is supported by the test caseslFmases fPRA has a higher
or equal precision and recall than SAMBO.

In dtfPRA we use, in addition to filter with PRA, also the sture of the source
ontologies to filter the suggestion list by filtering out thuggestions which are not rea-
sonable with respect to the structure of the ontologies laadiven PRA. The intuition
is that wrong suggestions may be removed and that it is bettase a PRA than a
computed suggestion group. PBy ID and Anatomy dtfPRA has a higher precision
and recall than SAMBOdtf. Foear andeyethe recall is equal or higher for dtfPRA
than for SAMBOdLtf. For lower threshold 0.4 the precisionaweér for dtfPRA than for
SAMBOdtf, while it is higher or equal for lower threshold OTBhe lower precision for
ear at threshold 0.4 comes from a suggestioinner ear epithelium, inner hair cgll
which was filtered out by SAMBOdtf, but not by dtfPRA. One r@asould be that in
the SAMBOdtf case the consistent group consisted of 17 mapgiiggestions while
the consistent part of the PRA only consisted of 9 mappingth@whole PRA did not
satisfy the consistent group property). The partitioniogSAMBOdtf could therefore
result in smaller mappable parts. We also compared dtfPR3ABIBOdtf with just
adding the PRA to the results. In most cases we have the satisipn and recall. For
ID threshold 0.4 precision for dtfPRA is slightly better, vehibr earthreshold 0.4 it is

4 According to the results of OAEI 2008 Anatomy task [10], with respect éouhknown part
of the RA, dtfPRA's precision increased with 0.040, its recall with 0.008 its f-value with
0.025. dtfPRA was the system with the highest increase in f-value andh&amly system
that used the PRA to increase both precision and recall. In [10] dtfPR&lledc SAMBOdtf
for task 4'.



slighlty worse. FoAnatomyjust adding the PRA to SAMBOdtf actually gives a slightly
higher recall than dtfPRA (3 more correct mappings are foumat a lower precision.

The third filter strategy removes suggestions that do nat Bawilar linguistic pat-
terns than the mappings in the PRA. We expect therefore tina¢ £orrect suggestions
obtained through UMLS will be removed and therefore thelfenay go down. This
is indeed the case in our experiments. The precision for AfRR however, always
higher or equal to the precision for SAMBO. This is becausestiiggestions that had a
linguistically similar pattern as mappings in the PRA weseaily correct.

4.4 Influence of the size of the PRA

Strategy|Th PRA-Fnew-H PRA-H|new-HNF
mgPRA[0.4/0.78/0.87/0.82 3450.80/0.85/0.82 351 44
0.6/0.88/0.86/0.8f 327/0.88/0.83/0.85 337| 46
0.80.96/0.82/0.89 2810.95/0.80/0.86 281 50
mgfPRA0.4/0.78/0.85/0.8L 3130.79/0.81/0.80 336| 85
0.6/0.88/0.84/0.86 2950.87/0.80/0.83 321 87
0.8/0.96/0.80/0.88 2430.95/0.76/0.84 268 89
pmPRA[0.4(0.78/0.83/0.81 2900.77/0.83/0.80 313 26
0.6/0.79/0.83/0.8L 2900.79/0.83/0.8. 312 26|
0.80.83/0.83/0.83 2820.84/0.82/0.83 294 28
fPRA |0.4/0.83/0.88/0.86 3560.83/0.86/0.84 357 25
0.6/0.89/0.87/0.88 347/0.88/0.86/0.8] 348 26
0.80.95/0.84/0.89 2930.95/0.82/0.88 294 30
pfPRA ]0.4/0.91/0.74/0.82 152/0.90/0.74/0.80L 179 32
0.6/0.93/0.74/0.82 1480.92/0.74/0.82 175 33
0.8/0.97/0.72/0.83 1180.96/0.71/0.82 136| 34
dtfPRA |0.4/0.86/0.87/0.8f 3500.84/0.86/0.85 355 26
0.6/0.90/0.87/0.88 3440.89/0.86/0.8f 348 26|

Table 7. Anatomy(1523 correct mappings in the RA) with PRA-F (988 mappings) and PRA-
(494 mappings) - (precision/recall/f-measure). new-X represeatsitmber of correct mappings
not in PRA-F found by using PRA-X. NF is the number of mappings in FRAet found by the
algorithms using PRA-H.

The results for the experiment regarding the influence ofsthe of the PRA are
shown in table 7. Intuitively, the more correct mappings \aed) the higher the recall
should be. This is supported by all test cases. As shown itaiteeolumn of table 7,
several mappings in PRA-F are not found by the algorithmsguBRA-H. However,
using PRA-H seems to generate more mappings from the unkpavtrof the RA. On
the other hand, it also generates more wrong suggestiores eiqulanation could be
that for most strategies the larger the PRA, the more cdnstrthe suggestions need
to satisfy and thus the fewer suggestions (correct and Wrargggenerated. For the
preprocessing strategies mgPRA and mgfPRA the precisiowés for the larger PRA



when we use a low threshold. However, the precision is bfeteéhe larger PRA when
the threshold is high. The matcher strategy pmPRA shows iasitandency. For the
three filtering strategies the precision for the larger PRAlWways better or equal than
the precision of the smaller PRA.

5 Conclusion

In this paper we have investigated whether and how a PRA carséa in ontology
alignment by experimenting with using a PRA in the differeninponents of ontology
alignment systems. The use of PRA in preprocessing andriteeduces the number
of suggestions and in most cases leads to an improvemengdmsjigm. In some cases
also the recall improved. Filter with PRA should always bedid=or approaches using
structural information the quality of the structure in thederlying ontologies has a
large impact. The matcher using linguistic patterns in tR&appings can be used for
finding new suggestions. The differences between the ssfaulthe algorithms that use
a PRA and the base systems are relatively small. Howevesjdening the nature of the
test cases and the fact that SAMBO and SAMBOdtf perform dir@eell on their own,
even small improvements are valuable. Also, for the largedase, due to the choice
of the PRA all newly found mappings are non-trivial. There different directions for
future work. The algorithms should be tested on other ogiekand with different
base algorithms. Combinations and interactions of the oustishould be investigated.
It would also be interesting to look at other kinds of patteim alignment data. The
approach should also be integrated in an iterative ontoddigpment framework.
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