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Background 

Scoring:  
• Free Throws  1 point  

• Inside 7.24m area  2 points 

• Outside 7.24m area  3 points 

Timing:  
• 24 seconds / play 

• 4 quarters 

• 12 minutes / quarter 
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Background 

• 30 teams 

• 2 conferences 

• 82 games / team 

• 16 teams to POs 
 
 
 
 
 



Background 

• 8 teams / conference 

• Best out of 7 games 

• Format: 2-2-1-1-1 
 
 
 
 



Objectives 
Two quest ions:  

1. Are the features from pre-season as significant  as the ones from in-season when 

predicting the outcome of a single game? 

2. Do probabilit ies (for the championship or reaching different play-offs stages) 

assigned by simulat ion reflect what has occurred in reality in a sufficiently 

accurate manner?  



Framework 

Phases 

1. Preprocessing: constructing features. 

2. Model Select ion: obtaining the optimal model. 

3. Simulat ion: constructing final probabilities. 
 

 
 



Framework: 
Preprocessing 



Framework: 
Model Selection 



Framework: 
Simulation 



Raw Data: 
Web scraping and Pre-processing 

• Extract ing information contained online 

• Unifying team + player names 

• Merging different sources of information 

• Removing unnecessary information 
 

 
 
 
 
 



Feature Extraction: 
Box Scores 

www.basketball-reference.com 



• Home Team 

• Season Stage 

• League Record 

• Games Played 

• Back to back 

 
 
 
 
 

Feature Extraction: 
Box Scores 

• Total Wins in the last 3, 8 and 
15 games 

• Home Wins in the last 3, 8 and 
15 games 

• Away Wins in the last 3, 8 and 
15 games 

 
 
 
 
 



Feature Extraction: 
Previous Year’s Stats 

www.basketball-reference.com 



• Previous year’s furthest  
stage 

• Regular Season record 

• Offensive Rat ing 

• Defensive Rat ing 
 
 
 
 

Feature Extraction: 
Previous Year’s Stats 

• Four factors:  

• eFG%  (effect ive field goal %) 

• TOV% (turnover %) 

• ORB% (offensive rebound %) 

• DRB% (defensive rebound %) 

• FT/FGA rat io    

         (free throws / field goal at tempts) 

 
 
 
 
 



Feature Extraction: 
Players’ Performance in the Previous Year 

www.basketball-reference.com 



Feature Extraction: 
Players’ Performance in the Previous Year 

𝑒𝑒𝑒𝑒𝑆𝑆48 = 𝑊𝑊𝑆𝑆48 ·

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
# 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

# mins 𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
 

Win Share: estimate of the number of wins 
contributed by a player per 48 minutes 



Feature Extraction: 
Players’ Performance in the Previous Year 

• Staying players weighted mean of eWS48 

• Leaving players weighted mean of eWS48 

• Signed players weighted mean of eWS48 
 
 
 
 



www.basketball-reference.com 

Feature Extraction: 
Previous Draft Picks 



• # Picks in posit ions 1-3  

• # Picks in posit ions 4-10  

• # Picks in posit ions 11-20  

• # Picks in posit ions 20- end of 1st  Round  

• # Picks in 2nd Round 

 
 
 
 
 

Feature Extraction: 
Previous Draft Picks 



www.basketball-reference.com 

Feature Extraction: 
Players’ Salaries and Salary Cap 

2017-18: 
Salary cap:  99 M$ 
Luxury tax: 119 M$ 



• Total team salary 

• Total Salary / Salary Cap rat io 

• Top-1, Top-2, Top-3 and Top-5  

        of players’ salary rat io 

 
 
 
 
 

Feature Extraction: 
Players’ Salaries and Salary Cap 



Logist ic regression 

• C = 0.1 

• 23 features selected 

 
 
 
 

 

Model selection: 
Hyperparameters Tuning and Feature Selection 



Support  Vector Machines 

• C = 1 

• 25 features selected 

 
 

 
 
 

Model selection: 
Hyperparameters Tuning and Feature Selection 



Random Forest  

• Number of trees =  100 

• Minimum number of samples in a leaf = 4 

• Minimum number of samples in a Split = 5  
 

 
 

 

Model selection: 
Hyperparameters Tuning and Feature Selection 



Mult ilayer Perceptron 

• Hidden Layer Sizes =  [100] 

• Alpha = 0.05 

• Learning rate = ‘constant’ 

•  Solver = ‘ADAM’ 

• Activation function = ‘tahn’ 
 

 
 

 

Model selection: 
Hyperparameters Tuning and Feature Selection 



Model selection: 
Cross-Validation of Best Models 

Mean accuracies: 

• Logist ic Regression: 68.3% 

• SVMs: 68.12% 

• Random Forest : 69.68% 

• Mult ilayer Perceptron: 68.96% 
 

 
 

 



Results: 
Feature Importance 



Results: 
Feature Importance 



Results: 
Simulation Probabilit ies 



Results: 
Simulation Probabilit ies 



Conclusions 

• Pre-season and in-season variables “work” together. 

• Good performance of the model and improvements over some of previous 
studies.  

• Game predict ion + Simulat ion shows as a good approximation of reality. 

• Struggles to capture drast ic changes in team performances in consecutive 
years. 

 
 



Future Work 
• Using the output  probabilit ies of this thesis (or the betting companies’ 

probabilities) as the start ing point . 

• Develop a model that could update these probabilit ies while the season 

is being played.  

• Result : a table of probabilit ies that reflect the progress of the teams in a 

more accurate manner during the season. 
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