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ABSTRACT

In recent years we have seen an increase in the
work on the empirical foundations of computa-
tional theories of discourse, as well as in the in-
creased use of empirical evaluation methods for
natural language systems. In this paper T ar-
gue that presenting results from well conducted
empirical studies of particular discourses or dia-
logues is necessary and important but not enough
to foster the development of computational the-
ories of discourse. Equally important is making
clear to which other cases of agents and situations
the results obtained apply. As far as the issue
of agents is concerned, it is argued that present
day computational theories of discourse can only
be seen as theories of computer’s processing of
language, and not for all kinds of agents, and
some consequences of this position are discussed.
When, on the other hand, we come to the issue
of dialogue situation I do not present any specific
theoretical position. Instead a number of dimen-
sions or parameters that seem to influence the
language used, supporting the arguments with ex-
amples from our own studies of these issues, as
well as results and observations from other work-
ers in the field are described.

1 INTRODUCTION

In computational linguistics there is currently a
notable trend towards a greater emphasis on the
empirical base of the ongoing research. Exam-
ples of this are the Message Understanding Con-
ferences (MUC), the recent AAAT Spring sympo-
sium on empirical methods in discourse; the large
number of Natural Language Interface projects
that make extensive use of Wizard of Oz-methods
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in the early development phases, e.g. SUNDIAL,
PLUS, LinLin, to mention just a few of them on
this side of the Atlantic.

In line with this, there has been a concomi-
tant increase in the interest of different aspects of
evaluation methods for natural language systems
(e.g. Palmer and Finin, 1990, Chinchor, 1991,
Neal and Walter, 1991, Chinchor, Hirschman and
Lewis, 1993).

But presenting results from well conducted em-
pirical studies of particular discourses or dia-
logues is not enough to foster the development
of general computational theories of discourse. It
is equally important to make clear which other
cases the results obtained apply to.

There are two equally important aspects to any
empirical investigation, whether it is concerned
with evaluation of existing systems or develop-
ment of new ones; finding the relevant metrics,
and finding the relevant generalization domains
for the results obtained. While most of the work
cited above has been concerned with the former
aspect, the present paper focuses on the latter.

My claim in this paper is that we need to be
able to generalize to two different domains: one
concerns for which kinds of agents the results of
theories are taken to apply, the other to which
kinds or classes of dialogue situations the results
apply.

The present paper addresses both these issues,
but treats them in a different manner. As far as
the issue of agents is concerned, an argument is
put forth below for the somewhat controversial
position that present day computational theories
of discourse can only be seen as theories of com-
puter’s processing of language, and not as gen-
eral theories of discourse. When, on the other
hand, we come to the issue of dialogue situation,
I do not present any specific theoretical position.
Instead I describe a number of dimensions or pa-
rameters that seem to influence the language used



supporting the arguments with examples from
our own studies of these issues, as well as with re-
sults and observations from other workers in the
field. In both cases my hope is that the ideas
put forth will contribute to the discussion on the
theoretical status and practical relevance of com-
putational theories of discourse as well as the em-
pirical basis of these theories.

2 GENERALIZING THE
RESULTS

There are two steps in the generalization of re-
sults, the statistical analysis and non-statistical.
The statistical generalization is based on the use
of methods of inferential statistics and is con-
cerned with the generalization of results observed
in a sample to the population from which it was
drawn. The non-statistical generalizations are
those that go beyond the population proper, for
instance from college students to the population
at large, or from the particular discourse to other
discourses.

2.1 STATISTICAL
GENERALIZATION

There are well known problems with the use of
standard significance tests in language studies
and varius solutions have been suggested to rem-
edy this. Ever since H. Clark’s (1973) influen-
tial paper ‘The language-as-fixed-effect fallacy: A
critique of language statistics in psychological re-
search’ it has been known that the standard anal-
ysis of variance method has its problems when
used on linguistic data, since a standard ANOVA
or other similar tests are concerned with the infer-
ence from the particular sample of subjects used
to the rest of the subject population, but only for
the particular specific linguistic materials used in
the study. To be able to view the linguistic tokens
as a sample from a population as well, Clark sug-
gested the use of min F’ instead of the common F.
While this suggestion has not been uncontested
by statisticians (e.g.Wike and Church, 1976, Co-
hen, 1976, Smith, 1976 and Keppel, 1976), the use
of F’, or doing the statistical analysis both by ma-
terials and by subjects, has become something of
the standard procedure in experimental psycho-
logical studies of language.

Another problem when making statistical anal-
ysis of linguistic materials 1s that the distri-
bution of the variables is not known. Chin-
chor, Hirschman and Lewis (1993) therefore,

in their analysis of the MUC-3 data, used
the so-called approximate randomization method

(Noreen, 1989).

2.2 NON-STATISTICAL GENER-
ALIZATIONS

Whereas various problems with the use of infer-
ential statistics in studies of language use have
been addressed by among others the workers men-
tioned in the previous section, other problems
when interpreting the results obtained still re-
main.

As is well known, true random sampling from
a well defined population is the exception rather
than the rule in much research in psychology
and other related sciences. The use of inferen-
tial statistics can, however, still be defended in
most cases, on the grounds that there are good
reasons to believe that the population from which
the sample is drawn does not in any important
respects differ from the larger population of in-
terest. When population characteristics are well
known, this can be done with some certainty. But
when this is not the case, the situation is prob-
lematic. And it is even more problematic in these
cases to make non-statistical generalizations. If,
for instance, a new pronoun resulution algorithm
based on an empirical analysis of the pronoun-
antecedent relationships in a language sample is
published, how am I to know whether the system
I am building will work on similar enough lan-
guage to the one used in the development of this
algorithm to make 1t possible for me to use it. I
would claim that in many cases we do not even
know what the relevant dimensions for judging
similarity are.

My impression is that this is the situation we
are confronted with today. It is for instance diffi-
cult to know to what kinds of discourse the results
obtained on different aspects of discourse struc-
ture by Grosz and Hirschberg (1992), Swerts,
Gelyukens, and Terken (1992) and others can be
generalized.

3 FOR WHICH AGENTS?

Most work on dialogues in present-day computa-
tional linguistics does not make explicit to what
extent the models and theories developed should
be seen as theories about the processing of dia-
logue by computers or people or both. Though
seldom explicitly stated, the underlying assump-



tion seems to be that the theories are to be taken
as general theories of discourse for all kinds of
agents and situations. There are, however, a
number of reasons for assuming that the cogni-
tive architecture of present day computers and
people are sufficiently different to make it neces-
sary to clarify to which extent a computational
theory of discourse (or any other cognitive phe-
nomenon, for that matter) is primarily to be seen
as a psychological account or an account of com-
puter’s processing of discourse. It is important to
note that this is true not only for those who, like
Searle (1980, 1992), are critical to the computa-
tional theory of mind, but also for the outspoken
defenders of that view (e.g. Pylyshyn 1984). Tt is
thus, in a sense, an uncontroversial position. But
perhaps less so are the consequences that I want
to claim follow of necessity from it, one concern-
ing the cognitive or procedural aspects, the other
concerning the linguistic application domain.

As far as the inter-
nal or representational /algorithmic aspect is con-
cerned, I want to claim that procedural computa-
tional accounts of the process of discourse using
concepts from present day computer technology
cannot be seen as a psychological account. To
quote Pylyshyn (1984, p 91) ”"two programs can
be thought of as strongly equivalent or as differ-
ent realizations of the same algorithm or the same
cognitive process if they can be represented by
the same program in some theoretically specified
virtual machine.” A consequence of this is that
”any notion of equivalence stronger than weak
equivalence (i.e. the same input-output condi-
tions) must presuppose an underlying functional
architecture, or at least some aspects of such an
architecture.” (ibid., p 92) " Typical, commercial
computers, however, are likely to have a far dif-
ferent functional architecture from that of the
brain; hence, we would expect that, in construct-
ing a computational model, the mental architec-
ture must first be emulated (that is, itself mod-
elled) before the mental algorithm can be imple-
mented” (ibid., p 96).

Another way of formulating the same argument
goes as follows. If you believe that the human
mind is similar to a von Neuman computer in
all respects important for the cognitive processes
you are studying, i.e. accepts what Searle would
call >strong AI’, then any procedural'theoretical

INote that the argumet here only apllies to procedural
and not formal but non-procedural theories. Formal de-
scriptions of cognition, e.g. declaratively specified gram-
mars, are not affected by it. For a theory to be labeled
procedural in the sense used here, a specification of the al-

account will obviously be applicable to both hu-
mans and machines. But if instead you believe
that there are some important differences be-
tween men and machines, the obvious first step
is to decide whether your account is about peo-
ple or computers. If it is about computers there
are no problems. But if you want to make a
psychological account, you first need to specify
this different 'machine’, and implement it as the
first level of your theory or program. First af-
ter having done so, you can specify your pro-
noun resolution algorithm or whatever. Well-
known examples of such general cognitive psycho-
logical computational theories are ACT* (Ander-
son, 1983, 1990) and SOAR (Laird, Newell, and
Rosenbloom, 1987, Newell 1990), for an overview
and comparison of these see Newell, Rosenbloom,
and Laird (1989). There are also other such sym-
bolic theories. Furthermore, some connection-
ist work can be viewed as an attempt to imple-
ment a psychologically correct cognitive theory
too, and in those cases its performance can be
evaluated against what is known about humans
performance in doing similar tasks.

There are, of course, other possible conclusions
that can be drawn, and other possible theoretical
positions can be taken than the one argued for
here. One can, for instance, deny the validity of
Pylyshyn’s arguments. But since the points he
makes seem rather uncontroversial taken one at a
time, and the conclusion rather self-evident, the
burden of the argument seems here to be on those
who wish to argue against him.

Another possible stance is to believe that
present day computers and people are similar
enough in their basic architecture to make it pos-
sible to describe the details of a processing algo-
rithm that will apply to both kinds of agents. But
also this ’strong AI’ position seems more contro-
versial than the one drawn above.

A final comment, whichto some readers will
seem self evident and superfluous, but which I be-
lieve needs to be made given the reactions I have
sometimes encountered when presenting these ar-
guments previously: Nothing stated in the para-
graphs above implies or is meant to imply that
it 1s impossible to simulate human cognitive pro-
cesses on present day computers. The Church-
Turing thesis states that any process that can
be given a sufficiently precise decription can be
simulated on a computer. And this includes hu-
man cognitive processes. So the argument is not

gorithms and control structures to be used with the formal
description must be defined too.



against the possibility of simulating cognitive pro-
cesses, including linguistic ones. The argument is
that either you present a computational theory of
computers’ processing of language or you present
a computational theory of humans’ processing of
language. But you cannot do both at the same
time. And you must do either.

4 SOME CONSEQUENCES

So much for the argument. But why then does
it matter? One consequence if the arguments
above are accepted is that most, if not all, present
day theories and models in computational linguis-
tic theories on discourse are about computer’s
processing of language and nothing else. Or, to
phrase the same point somewhat differently, since
there are no attempts to first emulate a theory
of the human cognitive systems, it is difficult to
regard them as anything but theories about com-
puters. Another consequence is that psycholog-
ical realism on the internal representational and
procedural level is of no interest if your aim is to
build useful systems. (This argument about ‘rep-
resentational agnosticism’ is further elaborated

and motivated in Dahlback 1989, 1991b.)

Another simple but important consequence of
such a sub-language approach (Grishman & Kit-
tredge, 1986) for those of us concerned with pro-
viding the empirical base for computational theo-
ries of discourse is that the language samples used
for providing the empirical ground should come
from relevant application domains for such soft-
ware technology and from dialogues with com-
puters and not between humans. In this con-
text it can be noted that while workers in dis-
course have not been satisfied with theories based
on ”gedanken-data”, but have strived to develop
their theories through detailed analysis of em-
pirical data of many diverse dialogue situations,
the kinds of discourses studied do not always
confirm to this requirement. In their review
of the field, Grosz, Sidner, and Pollack (1989)
mention work on task-oriented dialogues (Grosz
1978, Sidner, 1982), descriptions of complex ob-
jects (Linde, 1979), narratives (Polanyi 1985,
Schiffrin 1982), informal arguments (Reichman-
Adar, 1984), formal arguments, (Cohen, 1984),
negotiations (Linde and Goguen, 1978), and ex-
planations (Reichman-Adar, 1984). Note how-
ever that few of these dialogue situations resemble
typical application domains for natural language
interfaces, and the most prototypical situations
for the technology such as information retrieval

are lacking.

The reason for my wanting to stress this point
is the well known fact that language use is sit-
uation dependent. Content and form differ de-
pending on the situation in which they occur (e.g.
Levinson, 1981, 1983), but also depending on the
perceived qualities of the interlocutors; language
directed to children is different from language di-
rected to grown-ups (Phillips, 1973, Snow, 1972),
as is the case with talking to foreigners, brain-
injured peopl, and people that do not know who
Jimi Hendrix was. The ability to modify the lan-
guage to the perceived needs of the speaker seem
to be present already at the age of four (Shatz &
Gelman, 1973).

Since dialogue participants adapt to the qual-
ities of their interlocutors, analysis of dialogues
between people, or of people communicating with
existing systems is not enough here. We have
therefore based our work on the use of Wizard
of Oz-studies (For early arguments see Dahlbéck
& Jonsson, 1986; for a description of our present
systems and methods see Dahlbéack, Jonsson &

Ahrenberg, 1993).

The conclusion above is hardly controversial
these days. But I would also claim that another
important consequence of the position outlined
above is therefore that goals of research on dia-
logue in computational linguistics such as ” Get-
ting computers to talk like you and me” (Reich-
man, 1985), or developing interfaces that will ”al-
low the user to forget that he is questioning a ma-
chine” (Gal, 1988), are not only difficult to reach.
They are misconceived. Since we always adapt to
the qualities of our dialogue partner there is every
reason to believe that NLI-users will adapt to the
fact that they are interacting with a computer.
An increasing body of research on the language
used when communicating with computers seem
to confirm this.

5 TOWARDS A DIALOGUE TAX-
ONOMY

”That language varies according to the situation
is a truism; however, the details and implications
of that truism are far from obvious, whether your
enterprise is theory formation or system construc-
tion” (Pattabhiraman, 1994). A necessary re-
quirement for clarifying these consequences is the
development of a descriptive classificatory scheme
for dialogue situations. The aim of the present
section 1s to provide the first steps towards the



development of such a taxonomy, with special em-
phasis on discourse aspects relevant for computa-
tional theories of discourse. While obviously in-
fluenced by the arguments put forth in the previ-
ous sections, I believe that the task of developing
a descriptive taxonomy of discourses is important
regardless of the position taken on that issue.

I make no claim that the dimensions described
below are an exhaustive list, nor do I wish to
claim that they are independent. It i1s much too
early to make such conclusions. My goal is a
more modest one; I hope to initiate a discus-
sion on some of the aspects I consider important
here, since I believe that the healthy development
of the field requires clarification on these issues.
Since my own work has been concerned with the
development of natural language interfaces, there
is a bias towards dialogue situations in the dis-
cussion below.

In Linkoping we have recently been involved in
a project aimed at comparing different kinds of
computational discourse models empirically. We
have not only used our own dialogue corpora from
previous work, but have tried to gain access to
other corpora as well. We found in the course of
this work that different kinds of computational
models seemed to be more adapted to some kinds
of dialogues than to others. This led us to partly
reformulate the aims of the project to also fo-
cus on a descriptive scheme of different kinds of
dialogues. What T report below is hence a snap-
shot of work in progress. No claim of orginality is
made here as far as the dimensions mentioned is
concerned. As will be obvious to many readers,
much of what is presented below is based on or in-
fluenced by work of others, probably even more so
than is made evident in the references. But I have
tried to enforce my argument that these factors
need to be taken seriously by the computational
discourse community by illustrating the possible
ways in which the factors mentioned influences
or might influence the computational treatment
of discourse.

In one sense, the type of agent (person or com-
puter) already discussed is one important dimen-
sion. But in this case the issue is not the inter-
nal architecture, but rather the influence of the
agent on the language used. The few studies that
I know of that have adressed this issue have also
shown that it affects the dialogue on a number of
dimensions. Guindon (1988) showed that the di-
alogue structure differed between dialogues with
persons and with computers in similar situations.
The work by Kennedy, Wilkes, Elder and Murray

(1988) showed that the language used when com-
municating with a computer, as compared with
a person in a similar situation, has the following
characteristics: Utterances are shorter, the lexi-
cal variation is smaller and the use of pronouns
is minimized. The results concerning the lim-
ited use of pronouns when communicating with
has been established in a large number of studies
(For a summary of a number of studies on this
and other aspects of "computerese’, see Dahlback
1991 ch 9), but in most cases it is impossible to as-
certain whether the differences found is caused by
influences of the channel (typed vs spoken) or the
perceived characteristics of the dialogue partner
(human vs computer). T will return to the issue
of channels below.

In a current project in Linkoping we are com-
paring the language used when communicating
with a computer or with a person in identical sit-
uations (typed information retrieval with or with-
out the possibility of also ordering the commodi-
ties discussed). The only difference between the
two situations is what the subjects are told they
are interacting with, a person or a computer. In
all other respects the situations are similar (and
the wizards’ are not told beforehand under which
condition the specific subject is run). Tt is inter-
esting to note that it is in this situation rather
difficult to find any differences between the dia-
logues with humans and those with computers. If
this result holds after a more thorough analysis,
this indicates that communication channel and
kinds of tasks influence the dialogue more than
the perceived characteristics of the interlocutor.
It is, however, still possible that there are differ-
ences between these dialogues in for example the
dialogue structure, something which has not been
analyzed as yet.

When talking about different dialogue types,
a distinction is often made between spoken and
written language. But the difference between
the prototypical spoken and written language is
really not one but many. Rubin (1980) sug-
gests that the communicative medium, or what
I here have called the communication channel,
should be partitioned into the following seven di-
mensions: modality (written or spoken), interac-
tion, involvement, spatial commonality, tempo-
ral commonality, concreteness of referents (are
objects and events referred to visually present
or not), separability of characters. Below T will
present observations suggesting that at least some
of these dimensions influence linguistic aspects of
interest to computational linguists.



There is considerabel evidence suggesting that
type of medium (spoken or written) influences the
dialogue structure in human-computer dialogues.
Cohen (1984) studied the effects of the communi-
cation channel on the language used in task ori-
ented dialogues. When comparing spoken (tele-
phone) and teletype conversations he noted that
” keyboard interaction, with its emphasis on op-
timal packaging of information into the smallest
linguistic ”space”, appears to be a mode that al-
ters the normal organization of discourse”. (Co-
hen, 1984, p 123) To take one example, the use
of cue-words to introduce new discourse segments
occurs in more than 90 % of the cases of spoken
discourse, but in less than 45 % of the written di-
alogues. This seems to indicate that we should be
careful when generalizing from spoken dialogues
when constructing an NLI for keyboard interac-
tion and vice versa.

The problem with this factor, as with those de-
scribed above, is that even if we can assume that
it affects the structure of the discourse, our cur-
rent knowledge is not advanced enough to make it
possible to predict with certainty how it will dif-
fer. But there is some evidence that it affects not
only the use of cue-words and the other phenom-
ena described by Cohen, but also the basic dia-
logue structure. An illustration of this is is found
in the different kinds of basic dialogue structure
proposed by us for typed dialogues (Dahlbick
1991, Dahlbéack & Jonsson 1992, Jonsson 1993)
and for Bilange (1991) for spoken dialogues. The
dialogues involve in both cases information re-
trieval. The spoken dialogues seem to exhibit
a three-move structure (called Negotiation, Re-
action, Elaboration by Bilange), whereas in the
typed a two-move structure (Initiative, Response)
is sufficient. Before leaving this dimension I wish
to suggest that one important difference between
spoken and typed dialogues with computers af-
fecting the discourse is that parts of the dialogue
remain in front of the user when planning and
executing the next move. We have for instance
found that even with extremely long response
times (due to a very slow simulation environment
at the time), users make use of anaphoric expres-
sions, including ellipsis in the dialogues.

The interaction dimension (dialogue versus
monologue) seems to influence among other
things the use of pronouns and the pattern of
pronoun-antecedent relations. In typed human-
computer dialogues pronouns are rarely used
(Guindon, 1988, Dahlback & Jonsson, 1989,
Kennedy et al, 1988). The anaphor-antecedent
relations seem to be of a rather simple kind in

these kinds of dialogue. To take one example, we
found in an analysis of these patterns in one of our
corpora of Wizard of Oz-dialogues that in those
cases where the personal pronouns had an an-
tecedent, the distance between pronoun and an-
tecedent was very small. The analysis suggested
that the antecedent could be found using a very
simple algorithm which basically worked back-
words from the pronoun and selected the first
candidate that matched the pronoun on number
and gender and which did not violate semantic
selection restrictions (Dahlback, 1992). The al-
gorithm described and evaluated on a number of
computer manuals by Lappin and Leass (1994) is
more complicated and uses among other things
an intrasentential syntactic filter for ruling out
anaphoric dependence of a pronoun on an NP
on syntactic grounds. It is not clear that such
a filter would improve the recognition of the an-
tecedent in our dialogues, where instead the dia-
logue structure was needed to stop the search for
antecedents to the pronouns when these were not
found within the local structure unit. The reason
for this rule was that in our corpus as many as 1/3
of the personal third person pronouns lacked an
explicit antecedent, but instead made use of some
kind of associative relation to the antecedent, or
belonged to the class of pronouns called ’propo-
sitional’ by Fraurud (1988).

Spatial and temporal commonality also seem to
influence aspects of discourse. Not only is the
use of deictic expressions made possible with a
shared temporal/spatial context, but it is also
possible that the use of other anaphoric devices 1s
influenced. Guindon (1988) found, for instance,
in her analysis of advisory dialogues for the use
of a statistical computer package that pronouns
either had their antecedent in the current sub-
dialogue, or they referred to the statistical pack-
age that was present on the screen all through the
dialogue. And as an aside, it is perhaps worth
pointing out that the celebrated example from
Grosz’ dissertation (Grosz 1977, p 30), where the
pronoun ’it’ is used to refer to the pump just as-
sembled, which has not been mentioned for 30
minutes and 60 utterances, could be seen as be-
longing to this categor,y too. But also in other
kinds of discourse where there is no shared phys-
ical context, and where the interaction is mini-
mized there sometimes occur privileged entities
that can be referred to using a pronoun even if
the antecedent in the strict sense has not been
mentioned for a long time. These so-called 'pri-
mary referents’ (Fraurud, 1988) are for instance
the main actors in a novel.



The other dimensions discussed by Rubin are
probably also important when not only for hu-
man dialogues, but also for human-computer di-
alogues. They seem to be of use, for example,
when discussing and comparing different kinds of
multi-media or multi-modal interaction.

Rubin also discusses a number of message-
related dimensions (without claiming them to
be independent), especially topic, structure and
function. I will here address two dimensions
closely related to the ones mentioned by Rubin,
namely task structure and kinds of shared knowl-
edge.

That task structure influences the dialogue
structure was an important aspect of Grosz’
(1977) early work. But she also pointed out that
for man-computer dialogues ”there seems to be a
continuum (...) from the totally unstructured ta-
ble filing dialogues to the highly structured task
dialogues (ibid, p 33). In the task oriented di-
alogues the structure of the task was shown to
influence the structure of the dialogue and this
result was the starting point for the use of the
underlying task structure in the analysis of dis-
course. But it seems as if not only different tasks
will influence the structure of the dialogue, but
some of our observations seem to indicate that
different kinds of task settings for the dialogues,
and especially the dialogue-task distance influ-
ence the dialogue strucure with varying degree.
Furthremore, this applies to the extent that dif-
ferent kinds of computational discourse structure
models seem to be preferred depending on the
value taken on this dimension.

Some of our observations suggest that while
plan- or intention-based discourse models might
be necessary for some kinds of human-computer
dialogues, this is not true for all cases. There is a
closer connection between task and dialogue in an
advisory dialogue than in an information retrieval
dialogue. T currently hypothesize that this differ-
ence makes different kinds of computational dis-
course models more or less applicable in the var-
ious cases. The closer the language-background
task connection, the more apropriate become plan
or intention based models. In these situations it
is less difficult to infer the non-linguistic inten-
tions behind a specific utterance from knowledge
of the general task structure and from observa-
tions on the on-going dialogue. But with larger
distance between the dialogue and the underly-
ing task, as in the information retrieval case, the
more difficult it becomes to infer the underlying
intentions from the linguistic structure, and at

the same time the need for this information in
order to provide helpful answers diminishes.

As an example, to answer the question of when
there are express trains to Stockholm within the
next two hours, in most cases there seems to be no
need to know why the questioner needs to know
the answer. I am not denying that there are cases
when the information provider can be more help-
ful when knowing this. But the prime case of this
is probably when it is not possible to provide an
answer, as for instance when in the case above,
there are no trains of the requested kind within
the specified time limit. In such cases humans
often seem to ask for the information needed to
provide additional help and presumably computer
systems can do the same.

One observation from our on-going work that
seems to support this position is that we have
found that the coding of the underlying intentions
in an information retrieval dialogue becomes re-
ally difficult if the coding is done move by move,
i.e. when the move is classified without knowl-
edge of what follows later in the dialogue. But
this 1s, of course, the task a computer system will
be in. A coding scheme based on more surface-
oriented criteria seem to be in advantage in this
situation.

It is not only the connectedness between the
linguistic and the non-linguistic task that influ-
ences the complexity of the dialogue. The num-
ber of different tasks managed linguistically is an-
other such factor. In our work we have compared
cases of information retrieval dialogues with di-
alogues in the same domain (travel information)
where the user also can order a ticket. In the
latter case not surprisingly, a more complex topic
management was required (Jonsson, 1993, Ahren-
berg, Dahlbéack, Jonsson, forthcoming).

This dimension seems to us to point to an im-
portant difference between human dialogues and
human-computer dialogues, since there are fewer
different things that can function as topic in a di-
alogue with a computer system. (Not many of us
chat with our couputer about the lousy weather
while waiting for a manuscript to be printed, for
example.)

The influence of different kinds of shared knowl-
edge between dialogue participants on the use
of referring expressions have been discussed by
Clark and co-workers in a number of important
papers (e.g. Clark & Marshall, 1981; Clark &
Carlsson, 1981; for a summary see Clark, 1985).
The basic point of this work i1s that a neces-
sary pre-requisite for the successful use of a defi-



nite description is that speaker and listener share
a common ground of mutual knowledge, beliefs,
and assumptions, and furthermore that, were it
not for a number of heuristics used by people,
the acquisition of this mutual knowledge would
require checking an infinite number of assump-
tions. The bewildered or sceptical reader of this
claim is referred to the original sources. In this
context I only want to use Clark’s taxonomy of
the basic classes of such heuristics for my present
purposes. Clark’s claim is that there are three
basic such classes or kinds of information that
can be used to infer the common ground between
speaker and listener; shared perceptual, linguis-
tic and cultural knowledge. Two of these have in
different ways already been addressed previously.
Perceptual knowledge 1s usable when the physical
or visual context is shared; the shared linguistic
knowledge is in this context another name for the
shared knowledge of the previous text or dialogue.
But what has not been discussed previously is the
use of shared cultural knowledge, where ’cultural’
here is used in its widest possible sense, including
factual knowledge etc.

The basic idea here is that there are things
that everybody in a community knows and which
therefore can be used as common ground. The
problem with this 1s, of course, to determine if
my dialogue partner belongs to the same commu-
nity as I do, or rather which cultural knowledge
from different sub-communities that I can assume
that we share. With my friends at the computer
science department I can talk about ’a bug’ mean-
ing a malfunctioning part of a device or a scheme;
with my friends at the department of biology I
can’t. The problem is for you, newcomer to our
university, to know to which category the person
I am talking to belongs when you walk up to us
wanting to tell us about a programming bug that
made you lose two hours of work. And the solu-
tion? Well, we all know what a hacker looks like,
don’t we? Joking aside, what this shows is simply
the communicative value of stereotypes, includ-
ing selecting your clothes to show which group or
groups you belong to.

The point of this is that not only different
knowledge content between the dialogue partic-
ipants, but also different bases for inferring the
necessary mutualness of this knowledge are in-
volved. This seems to be an aspect worth consid-
ering not only when considering to what extent
results obtained in one particular study can be
used in another situation, but also when select-
ing tasks and domains for which an interactive
computer system should be designed. Note that

in many cases the computer is worse off than a
human in the same situation not only since the
computer’s inferential abilities are less powerful
than those of the person, but because it has a
more impoverished empirical base to to build its
deductions on. It cannot see its interlocutor and
does not remember the person from previous en-
counters.

My suggestion here is that 1t will be difficult to
develop dialogue systems for those kinds of appli-
cations where the common cultural ground needs
to be acquired during the on-going dialogue. And
a possible explanation for the successful informa-
tion retrieval systems developed is that they op-
erate in domains where it can be assumed that
all users will have the same basic knowledge of
the domain. Hence the need for clarification sub-
dialouges is diminished or obsolete, as well as the
need for user-modeling of a kind not yet achieved.

6 SUMMARY

In this paper I have adressed two interrelated is-
sues for the empirical work on computational the-
ories of discourse. I argued that given the ba-
sic difference between the architecture of humans
and computers, procedural computational theo-
ries of discourse can only be seen as theories of
computers’ processing of discourse. I also argued
that an important prerequisite for any empiri-
cal work on computational discourse theories is a
clarification of which descriptive dimensions that
classify different dialogue situations. As a first
attempt I desribed a number of such dimensions
that T believe influence one or more important
parameters for any kind of computational theory
of discourse and tried to illustrate their possible
influence on different discourse phenomena. The
list is by no means intended to be all-inclusive
and final. There are in all probability other di-
mensions not mentioned here that are of equal or
larger importance. Which these are is in the long
run an empirical question. But the ones that we
know of today are of sufficient importance to be
taken seriously, if we are serious about our aim of
placing computational linguistics on a firm em-
pirical base.
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