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Motivation and problem
ÅPopular services: Some with 100s of millions of active users each month

ÅCloud services have change how users store and access data
ÅE.g., often transparently across multiple devices (or users)

ÅMost services require that users fully trust the provider
ÅServices gets access to all data and information

ÅMay not be acceptable for all
ÅAlso attacks and surveillance 

backdoors (e.g., NSA)

Problem:  Individual content provider that wants to minimize its delivery 
costs under the assumptions that 
Åthe storage and bandwidth resources it requires are elastic, 

Åthe content provider only pays for the resources that it consumes, and 

Åcosts are proportionalto the resource usage.
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Client-side encryption (CSE)
ÅConfidential: Private, secret

ÅWho can see the originals?



Client-side encryption (CSE)
ÅConfidential: Private, secret

ÅWho can see the originals?

Client

Server



Client-side encryption (CSE)
ÅConfidential: Private, secret

ÅWho can see the originals?

Client

Server



Client-side encryption (CSE)
ÅConfidential: Private, secret

ÅWho can see the originals?

Client

Server



Client-side encryption (CSE)
ÅConfidential: Private, secret

ÅWho can see the originals?

Client

Server

However, CSE complicates some bandwidth saving features 
such as deduplicationŀƴŘ ŘŜƭǘŀ ŜƴŎƻŘƛƴƎ Χ
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Contributions
Empirically investigate the potential overhead penalty associated with CSE 
through comparisons of four CSEs and four non-CSEs

1. Controlled experiments to compare and contrast the security and 
bandwidth saving features implemented

2. Performance tests to compare non-traffic related client-side 
overheads (e.g., CPU, disk, memory)

3. Targeted example experiments to demonstrate some weaknesses in 
existing delta encoding solutions

To the best of our knowledge, this is the first research paper that focuses 
on the difference between CSE and non-CSE supporting services 



Baseline methodology

1. Start cloud storage application
2. Capture network traffic
3. Measure CPU, memory, disk utilization
4. Place file in sync folder
5. Wait for synchronization to finish
6. Process capture files and measurements

E. Bocchi, I. Drago, and M. Mellia, ñPersonal Cloud Storage 

Benchmarks and Comparison,ò IEEE Transactions on Cloud 

Computing, vol. 5, no. 4, pp. 751ï764, 2017.
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Performance costs; client overheads

ÅCPU, memory, disk, network traffic
Our results show that a window-basedcache on 2nd requestpolicy (with 
parameter selected based on the best worst-case bounds) provides good average 
performance across the different distributions and the full parameter ranges of 
each considered distribution



Basic security properties

ÅAll services except Mega use HTTPS   (** Mega defaults to HTTP, but has HTTPS)

ÅMega and SpiderOakuse TLS 1.0; rest TLS 1.2

ÅAll use reasonable signatures (e.g., SHA256+RSA or SHA256+ECC) and 
encryption for transfer RSA 2048 + AES 128/256 (or corresponding EC)

ÅIn Nov. 2017, three non-CSEs (Dropbox, iCloud, and Google Drive) 
supported SCT for certificate transparency (CT), but none of the CSEs


