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Abstract—We design a system that provides digital oblivion
for users of online social networks. Participants form a peer-
based agent community, which agree on protecting the privacy
of individuals who request images to be forgotten. The system
distributes and maintains up-to-date information on oblivion
requests, and implements a filtering functionality when access-
ing an underlying online social network. We describe digital
oblivion in terms of authentication of user-to-content relations
and identify two user-to-content relations that are particularly
relevant for digital oblivion. Finally, we design a family of
protocols that provide digital oblivion with respect to these user-
to-content relations, within the community that are implementing
the protocol. Our protocols leverage a combination of digital
signatures, watermarking, image tags, and trust management.
No collaboration is required from the social network provider,
although the system could also be incorporated as a standard
feature of the social network.

Keywords—Digital oblivion, right to be forgotten, trust, percep-
tual hash, watermarking, tag, facial recognition, user-to-content
relation.

I. INTRODUCTION

Online social networks (OSN) are an increasingly impor-
tant media for publication and communication. The discussion
in this paper focuses on Facebook, the most popular OSN,
which recently reached one billion active users [16], but the
results that we present are also applicable to other OSN.
Typically, every user account in an OSN has a “profile”, lately
transformed into a “timeline”, which presents posts and content
that are related to the user, in the latter case ordered according
to their respective timestamps. In addition to content uploaded
by the user herself, the timeline also includes tags (links)
pointing to the user from content on other users’ timeline.

Facebook supports the removal of unwanted tags. Face-
book’s privacy settings also allow the user to request that she
should review and approve any tags before they are published.
When the user removes a tag in Facebook, she is also asked
if she wants the tagged content removed, and the reason for
this request. Currently, in this situation, Facebook typically
only removes content that explicitly violates the Facebook
terms. An OSN administrator has to manually evaluate every
removal request, which takes time. Typically, the OSN will try
to remove the content within 72 hours. If the content does not
violate the terms of the OSN, the users only choice may be to
directly ask the uploader to remove it. This can be problematic

NOTICE: This is the authors’ version of a work that was published in the
conference proceedings of the PST 2013 and the IEEE Xplore Digital Library.

and tough for the victim in many ways. The uploader may
refuse to remove the content, it can be embarrassing to ask
the uploader directly, etc. In cases of bullying or harassments,
Facebook also offers a “Social reporting” tool, which allows
the user to share the content that makes her uncomfortable
with someone she trusts; e.g., a parent or a teacher. However,
as exemplified by recent events, the provided solutions still
seem to come up short in practice.

Example 1 (Cyberbullying caused by a photograph). Amanda
Todd killed herself at the age of 15 after repeated cyber-
bullying [17]. In seventh grade, she had contact with a 30-
year-old man in a chat room who persuaded her to show her
breasts for him. Later, he contacted her on Facebook, and
gave her an ultimatum: either she made a “show” for him or
he would send the photo to everyone she knew. She refused!
Later the police knocked on her door telling her that the man
had sent the photo to everyone she knew. After this she was
a victim for bullying in school and she tried to move. But the
man followed her over the Internet, and put up a Facebook
page with her bare breasts as profile image, from which he
contacted her new friends. She was again a victim for bullying,
physical and psycological, and again she changed school, but
the cyberbullying was impossible to stop. Eventually she did
not see any other solution than suicide. Just before she ended
her life, she tells her story in a Youtube video, holding up
handwritten notes [2]. One of the notes says: “I can never get
that photo back, it’s out there forever.”

In this article we present a system that help people in simi-
lar situations as Amanda’s. While our solution would not allow
the photo to be returned to Amanda, the solution provides a
way to access Facebook without being constantly confronted
with images that the user would like to be forgotten. In a
statement against bullying, students (in Amanda’s school, for
example) could choose to socialize using our system, without
reminders of the forgotten content. To further improve their
environment, schools could actively incorporate or promote the
use of our system as part of their bullying prevention program.

While the outcome is not always as tragic, events such
as the one described in Example 1 are common. In fact,
many teenagers upload or send explicit photos of themselves
to others. This is known as “sexting”. Statistics indicate that
of female teenagers, 17.3% have sent an explicit photo to
someone else, and 30.9% have received such a photo. For male
teenagers, the corresponding numbers are 18.3% and 49.7%. It
is believed that the difference between the number of teenagers



who have sent and who have received explicit photos is caused
by forwarding. There are at least two documented cases of
teenage girls who committed suicide because of an explicit
photo they shared with a boyfriend or a flirt, and which later
was forwarded to others [14].

During the past few years, there has been an intense
discussion in Europe on what is called the “right to be
forgotten”. In the context of OSN, the right to be forgotten
is about controlling data that already is out on the network,
providing the possiblity to remove it, or limiting access to
it, when so required. There is an endless list of examples of
personal problems and tragedies that could have been solved
through the right to be forgotten [12]. Previous examples
showed several suicides by teenage girls. In December 2012,
there were riots at a college in Gothenburg, Sweden, caused by
hundreds of photos of nude or half-nude schoolgirls uploaded
to an account at Instagram [15].

In this article we present a system that can provide the right
to be forgotten in OSN for the described scenarios. The system
can be used as part of bullying and anti-harassment protection
programs. Our protocols let the users within a community filter
out forgotten material from the social network, and leverage a
combination of digital signatures, watermarking, image tags,
and trust management. No collaboration is required from the
social network provider, although the system could also be
incorporated as a standard feature of the social network.

A. State of the Art

The current opinion seems to suggest that feasible solutions
for the right to be forgotten for today’s Internet should use legal
measures. The 25th of January 2012 the European Commission
presented a proposal that included the introduction of the right
to be forgotten in the European data protection regulations [6].
The proposed regulation is still to be adopted by the European
Parliament.

The proposed regulation has received sharp criticism for
the possible negative effects on free speech [12]. It imposes
on the OSN provider to take actions whenever a user demands
the removal of some data containing information relating to her
and the demand cannot be argued to go against the freedom
of speech. Otherwise there will be court actions with “a fine
up to 1,000,000 euros or up to two percent of Facebooks
annual worldwide income” [12]. The simplest solution for the
OSN provider may therefore be to simply remove any reported
material, a strategy that in general most certainly threatens the
right to free speach.

In general, it is problematic to determine who has the right
to decide what shall be removed from publication. If I upload
some data (e.g. a photo), it can be argued that I should be able
to remove it again. However social networks do not necessarily
apply this policy. And what if a friend of mine downloaded
it first and then uploaded it again, on her own timeline? To
whom belongs the right to determine the visibility of the data
then? The third possible scenario, in which the first person to
publish the data is a friend of mine, is even more complicated.

We will use the notation digital oblivion to denote technical
solutions for the right to be forgotten. Among the proposed
solutions for digital oblivion, none gives more than a partial

protection against unauthorized use of “forgotten” material.
Many solutions focus on attaching an expiration date on the
published material [7], [8]. The advantage with this approach
is that there is no need for the user to be actively involved
in the removal of content, nor is there a need for the user to
search for material that contain their personal information and
that they might want to “forget”.

In general, there exist two approaches for implementing
digital oblivion with expiration dates in the current literature,
one which relies on cryptography, employing for example keys
with a date of expiration, and another in which the material
is kept on an external, dedicated, trusted server. The latter
approach suffers from obvious scalability problems. None of
the existing solutions will protect material that was released
or copied before the date of expiration.

Digital rights management (DRM) has also been proposed
for digital oblivion [8]. For example, in [7], a protocol was
proposed that works so that the material is marked with a
date of expiration when it is published, and the material is
embedded with a fingerprint in subsequent distribution, which
later allow for the identification of the user who distributed
the material after the expiration date. For more details on the
state of the art for digital oblivion we refer to the recent survey
paper [8].

In contrast to the above expiry-based protocols, in this
article we take a pro-active approach and allow users to forget
material that the user have found on the OSN, either through
casual surfing, notifications by a friends, or through tagging,
for example.

B. Research Challenges

On the current research challenges in the area, we cite the
conclusions of a recent EU report [8]:

“The fundamental technical challenge in enforcing the right
to be forgotten lies in

(i) allowing a person to identify and locate personal data
items stored about them;

(ii) tracking all copies of an item and all copies of
information derived from the data item;

(iii) determining whether a person has the right to request
removal of a data item; and,

(iv) effecting the erasure or removal of all exact or derived
copies of the item in the case where an authorized
person exercises the right.”

This paper addresses challenges (iii) and (iv), under certain
assumptions. While solutions to challenges (i) and (ii) could
further improve our solution, at the moment we adopt the old
adage “what you don’t know won’t hurt you.” Indeed, it can
be argued that the scenarios calling for a right to be forgotten
that we consider, primarily occur once the disturbing personal
data items have been identified and located.

C. Contribution

In this article we present a solution that will give users of
OSN a restricted functionality of digital oblivion. Compared to
the functionalities currently offered by Facebook, our system
offers speed and autonomy, meaning that a group of users



together can implement the system without the collaboration
from the OSN.

The solution can be described as a distributed, user-
managed system for access control of content in the underlying
OSN, based on authenticable user-to-content relations. The
main difference between our system and other systems for
access control in OSN, is that we give the user access control
also over content that is located on other users’ timelines.
The system is based on an agent community, with software
agents installed by the users. The agents communicate and
negotiate in order to agree on what content should be forgotten.
The software restricts and filters the user’s view of the OSN,
ensuring that forgotten content is made invisible to the users
who run the agent.

In order to show the feasibility of the solution, we outline
a candidate design as proof of concept. We note that parts of
our solution can be used separately, in other systems.

• We introduce the idea of a P2P community of agents
that can provide a platform for the implementation
of collaborative security and privacy solutions. The
agent controls the execution of the OSN client, and is
therefore an example of specially dedicated software
that can provide a functionality of digital oblivion.

• We describe how digital signatures combined with
watermarking can be used for digital oblivion. Wa-
termarking can be particularly useful when the user
wants to reclaim images that she originally uploaded,
and others later uploaded again.

• We describe alternative methods for content uploaded
by others. For images, we propose tags as indicators
of presence of personal information and provide a pro-
tocol based on trust management that delivers digital
oblivion in this context. We also describe how, instead
of tags, facial recognition can be used for images, and
semantics for textual content.

II. A PEER-TO-PEER AGENT COMMUNITY FOR DIGITAL

OBLIVION

A. Design Goals and Guiding Scenarios

We will consider three distinct scenarios that shall illustrate
what is expected by digital oblivion:

• Scenario 1. The user wants to forget material she
originally uploaded, appearing on her own timeline.

• Scenario 2. The user wants to forget material she
originally uploaded, now appearing on someone else’s
timeline.

• Scenario 3. The user wants to forget material in which
she appears, but which was not originally uploaded by
her.

In Example 1, Amanda uploaded the photo herself, so it is
an example of Scenario 2. Also the two other suicides reported
in [14] are examples of Scenario 2.

The following more generic example introduces several
issues that were not present in Example 1 and is designed
to illustrate Scenario 3.

Example 2. Suppose that U attends an event together with
another person V , and that at some point a third person W
takes a photo of U and V together. Then W uploads this photo
to an OSN, without the permission of U .

Several questions arise.

(i) Suppose U wants to forget the photo, but either V ,
or W , or both, disagree and insist on that the photo
should stay public. Who should decide?

(ii) Suppose that it is clear who should decide if the photo
should be forgotten, depending on the role a person
has with respect to that photo. For example, if the
person is present on the photo, or if she took the
photo and uploaded it. Then how do we verify that a
particular individual has the role she claims to have?

Example 2 shows that an analysis of user-to-content re-
lations (U2C relations) is critical for the correct design of a
system providing digital oblivion. The designers should answer
at least the following two questions:

(i) Which U2C relations should give the user the right
to decide that the content should be forgotten?

(ii) How can these U2C relation be verified in a secure
and automatic way?

In our baseline design, we will assume that an individual
has the right to decide that some content should be forgotten
if there is a relevant U2C relation that can be verified. As a
consequence, if two people argue differently, and both holds
the right to decide, the person who argues that the material
should be forgotten will always win. This seems to be in line
with suggestions from the European commission [6], although
we agree on that this policy can be critized.

The definition of the problem in terms of U2C relations
may be compared with the OSN relations used by Cheng et
al. [5] for defining access control policies in OSN: user-to-
user, user-to-resource, resource-to-resource relations. However,
in this article we use U2C relations for access control on data
that traditionally are not within the jurisdiction of the user.

We can use U2C relations to represent the essential differ-
ence between Scenario 1 and 2 on the one hand, and Scenario
3 on the other hand. Consider the following U2C relations:

• U2C R1. User u uploaded content c to the OSN.

• U2C R2. There is personal information on user u
present in content c.

U2C R1 is the relationship type relevant in Scenario 1 and
2. In Scenario 3, U2C R2 also applies. Scenario 3 is more
general, and also more difficult. In this article we focus on
automatic and secure verification of the authenticity of U2C
relations.

B. System Design and Implementation

Let some users of a social network install a software agent
with the following properties:

1 Communication: The agents of distinct users can
communicate over a P2P overlay network.



2 Filtering: The agent is capable of (i) intercepting and
modifying the material that the user uploads to the
OSN, and (ii) deciding what the OSN client will show
to the user.

3 U2C authentication: The agent community is capable
of establishing a protocol that allows for the authen-
tication of some U2C relation.

Then the users can obtain a functionality of digital oblivion
with respect to the U2C relation in question.

The P2P community of agents creates a virtual environment
within the OSN that will allow the users to claim digital
oblivion of already published content. The content will then
be removed from this virtual environment, and so from the
OSN, as observed by the users within the community. The
virtual environment works as a filter, instructing the OSN
client to ignore the “forgotten” material. This ensures that the
perception of all users who are running the agent is that the
“forgotten” material is removed even when it is not physically
removed by the OSN. In the meantime additional actions can
be taken to request that the OSN provider completely removes
the content.

One limitation of our solution is that users that do not
install the agent will still be able to see the “forgotten”
material. This makes the system unsuitable to protect against
undesirable content viewing by people that actively searches
for compromising material. However, we note that in many
situations the user primarily wants to avoid the daily exposure
of compromising material, and/or comments from others about
the same. This is in particular the case when we are dealing
with bullying or harassments.

In principle, the software agent could be installed and run
on voluntary basis. Example scenarios in which the OSN users
would be interested in installing the agent may include:

• When the users of the OSN to quickly wants to remove
annoying content with personal information, and the
content is located on some other user’s timeline. This
opportunity may provide strong incentive for users to
install the agent, and such feature is likely to be used
on a regular basis by some people.

• If the use of the agent was visible to the OSN friends
of the user, then using the digital oblivion functionality
could be an ethical statement. Such statements can be
important for users of OSN, as they can help build a
positive online personality.

• The functionality could be installed within the OSN.
This would give added value to the OSN in question,
in terms of user satisfaction.

• Some organizations often confront serious cyber-
bullying problems, in particular schools. Such orga-
nizations could include the use of the digital oblivion
functionality as part of their bullying prevention pro-
gram. If a school or university maintains one of Face-
book’s Group for Schools, digital oblivion could be a
requirement for joining the school online community.

1) Communication and Filtering: Property 1 (communica-
tion) can be easily implemented for devices with public IP

address and there are work-arounds for the rest of the cases.
We will assume that the topology of the P2P community will
be built upon the topology of the existing network structure
of the OSN, so that the agents of two friends in the OSN are
neighbors in the P2P network.

There are several ways to achieve Property 2 (filtering),
including solutions involving server-side and client-side exe-
cution. What solution to choose depends on the assumptions
made on the liability of the OSN, and specific considerations
in implementation, which may vary between different OSN.

Pure server-side execution would allow interception, modi-
fication, and filtering of content to be fully incorporated within
the OSN. An OSN featuring digital oblivion will provide added
value to some users, who may select that OSN before others.
Some functionalities of our system could be implemented as
an application (“app”), running on the OSN server.

For client-side execution, the agent could be implemented
as an application wrapper or a browser plugin. On some
systems, like some mobile platforms, there are obstructions for
building application wrappers. In this case, maybe the simplest
solution is to implement a new OSN client featuring digital
oblivion. While our general design is applicable to both server-
side and client-side execution, here we present a P2P-based
solution that implements client-side filtering.

2) User-to-Content Authentication: From a cryptographic
perspective, perhaps the most interesting required property in
our system is Property 3: distributed authentication of U2C re-
lations. Here, we propose methods that can offer authentication
for the two U2C relations that we introduced in Section II-A.

In the case of U2C R1, we propose a protocol that
achieves U2C authentication through a combination of dig-
ital signature and watermarking techniques. The protocol is
based on the combined digital signature and digital watermark
scheme presented in [4], which allows a digital signature to be
embedded in the image using a watermark scheme. Although
their motivation was to reduce the extra bandwidth that is
typically required when attaching a digital signatures, we use
their solution for another purpose. In our context, the extra
bandwidth is not the concern, however it is important that the
digital signature cannot be detached from the image. By using
a combined scheme similar to the one in [4], we achieve this
property. Any agent in the community can then verify the U2C
R1, by retrieving an hash from the image in two ways, (i)
from the digital signature in the watermark embedded in the
data (employing the public key of the agent who uploaded
the content) and (ii) by extracting the hash directly from the
image, and subsequently compare the two signatures.

In the case of U2C R2, we propose three different methods
to detect indications of personal information in content. (1)
Tags can indicate presence of personal information in OSN
images. According to Facebook: “A tag is a special kind
of link. When you tag someone, you create a link to their
timeline.” So a tag is link between an image and an individual
OSN account. Tags are often used in comments about persons
appearing in images. The main motivation for using tags
in U2C R2 authentication is that the presence of personal
information is explicitly confirmed by a user who has no
interest, or negative interest, in the U2C R2 authentication.
(2) Faces also indicate presence of personal information in



images. Facial recognition can be used to find specific faces in
images automatically. Indeed, Facebook uses facial recognition
to suggest tags to the OSN users [10]. (3) For textual content,
probably the best way to find indications of personal infor-
mation is to use semantics [3], and other tools from natural
language processing [1].

Alone, these indicators of presence of personal information
in content are too weak to provide secure U2C R2 authentica-
tion. Tags can be added with the intention to falsely indicate
personal information where it is not present. Facial recognition
can indicate the presence of a certain face in an image, but
the information typically requires confirmation feedback from
humans, and the same is true for semantics in textual content.
Security can be added by using trust management in the agent
community, as in the protocol that we propose.

III. PROTOCOLS

Here we present a protocol suite that implements digital
oblivion in a candidate design of our system.

A. Dependencies

The described protocols make use of the following four
building blocks.

A public-key signature scheme: We recommend to use an
anonymous signature scheme, that is, an eavesdropper with
access to the signed content should not be able to easily tell
who published the material, as long as the owner still did
not post a demand for its removal. The public-key signature
scheme used by our protocols requires three basic functions.

• KeyGen(π): Given a system parameter π, it returns a
pair of public and private keys (Kpub,Kpriv).

• Sign(H ,Kpriv): Given a hash H and a private key
Kpriv , it returns a signed hash Hpriv .

• Verify(Hpriv,Kpub): Given a signed hash Hpriv and
the public key Kpub, it returns the hash H .

A blind, robust watermarking scheme: A watermarking
scheme is blind if the original file F is not needed to recover
an embedded string M from the watermarked version Y . It is
robust if it is hard to remove M without destroying F . The
watermarking scheme used by our protocols requires two basic
functions.

• Embed(M ,F ): Given a string M and a file F , it
returns Y which embeds M into F .

• Recover(Y ): Given a file Y with an embedded water-
mark M , it returns the embedded string M .

A robust perceptual hashing function: We use a perceptual
hashing function, which should be robust with respect to
content-preserving modifications and result in few collisions.
See for example [9].

• H(F ): Given an image F , it returns a hash H of F .

A trust combination function for the agent community: We
leverage existing trust-management protocols to extend our
design to allow for disapproval of oblivion requests [11], [13].
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Fig. 1. High-level system overview.

For this purpose, we use two trust functions which returns
normalized trust values between 0 and 1.

• Trust(A,B): Given two agents A and B, it calculates
the trust that agent A has in agent B, using a normal-
ized trust metric.

• TrustComb(A,B1, . . . , Bn): Given agent A and an
array of agents B1, . . . , Bn, this function combines the
trust values the agent A has in the agents B1, . . . , Bn

together. The combined trust can take into account that
different agents can have distinct roles and can weigh
their trust according to these roles.

B. A Protocol Suite for Community-Based Digital Oblivion

In this section, we present a family of algorithms that to-
gether will provide a functionality of digital oblivion. Figure 1
provides a high-level overview of the system and the protocols.

The functionality of each algorithm is here described within
its correct context, giving an overview of the protocol suite:

1) System start-up. When an agent A joins the commu-
nity, a trusted dealer runs Algorithm 1, which simply
generates a pair of keys for the digital signature
scheme and stores an identifier of the agent together
with these keys.

2) Upload of content. Before the user uploads any
content, the agent embeds a watermark in the content,
which later will allow the user to claim ownership.
This process is described by Algorithm 2.

3) Request for oblivion of content. When the user wants
to request the oblivion of content, she tells her agent
to run Algorithm 3, which will send a message to the
neighbors of the agents in the P2P network in limited
broadcasting.

4) Receiving oblivion request. When an agent in the
community receives a request for oblivion of content,
it runs Algorithm 4. This algorithm finds the content
in question, and if the request can be authorized by



a verified U2C relation, it indexes the content on a
list of forgotten content maintained by the agent: the
agent’s oblivion list. The U2C relation authentication
must be done by each agent individually. For this
purpose, each agent maintains its own oblivion list.
To reduce the size of the list, the agent must only
include content that appear on the the friends time-
lines. Natural extensions and generalizations are of
course possible. For example, the list could easily be
extended to include also content on the timelines of
friends of friends, or some other set which could be
made to match the user’s privacy settings.

5) Oblivion viewing. Before a content is shown by the
OSN client to the user, the agent runs Algorithm 5.
This algorithm checks if the content is on the agents
list of forgotten content. If it is, then the agent
instructs the OSN client to ignore the content.

6) Add a new friend. When a user adds a new friend in
the OSN, the agent will run Algorithm 6, which will
send a list of the user’s current requests for digital
oblivion to the agent of the new friend, as one of
more messages. Clearly the number of messages can
be reduced by aggregating multiple oblivion requests
into a single message.

7) Disapproval of oblivion of content When a user does
not agree on the oblivion of content, she will tell
her agent to run Algorithm 7, which will broadcast
a disapproval of oblivion of content message to the
community.

8) Receiving disapproval of oblivion The agent that
receives a disapproval of oblivion of content, runs
Algorithm 8, which will evaluate the reputation of
the agents involved in order to decide whether to keep
the content on the oblivion list or not. Then the trust
values of the involved agents are also updated.

Algorithm 1 System start-up

1: (Kpub,Kpriv) := Keygen(π)
2: Dealer stores IdA,Kpub

3: Agent A stores Kpriv

Algorithm 2 Agent A uploads content F to the OSN

1: Create a perceptual hash H := H(F ) of F
2: Use the digital signature algorithm and A’s private key to

sign the hash, S := Sign(H,Kpriv)
3: Create a serial number N := N(F ) for F
4: Use watermark embedding algorithm to embed the signa-

ture and the serial number into F , Y :=Embed(〈N,S〉,F )
5: Forward the watermarked content Y to the OSN client,

who can upload it to the OSN

IV. SYSTEM ANALYSIS

Here we analyze the security and privacy of the following
components of the system: (i) the digital oblivion community,
(ii) U2C R1 authentication through digital signature and wa-
termarking, and (iii) U2C R2 authentication through tags and
trust management.

Algorithm 3 Agent A requests for oblivion of content F

1: if agent A originally uploaded F then
2: M := 〈N(F ),@F, IdA〉, where @F is a link to F
3: else if user U(A) is tagged with tag T :=

T (F,U(A), U(B)) in content F by user with agent B
then

4: M := 〈H(F ), T, IdA, IdB〉
5: else if user U(A) receives tag request TR :=

TR(F,U(A), U(B)) in content F by user with agent B
then

6: M := 〈H(F ), TR, IdA, IdB〉
7: end if
8: Send M to the neigbors of A in the P2P community

through limited broadcasting
9: Add M to a list of sent oblivion requests LM

Algorithm 4 Agent X receives oblivion request M

1: if M = 〈N(F ),@F, IdA〉 then
2: Get content F from link @F
3: Get public key Kpub of the agent with identity IdA

from the dealer
4: Use algorithm Recover(Y ) to recover the embed-

ded watermark M containing the signature Z :=
Sign(H(F ),Kpriv)

5: Use algorithm Verify(Z,Kpub) to obtain H(F ) from the
watermark

6: Obtain the perceptual hash H(F ) directly from the F
7: Compare the two versions of perceptual hash to see if

the signature is valid
8: if signature is valid then
9: Add N(F ) to the list of accepted oblivion requests

LO

10: end if
11: else if M = 〈H(F ), T, IdA, IdB〉 then
12: if T exists and the combined trust TrustComb(X,A,B)

is high enough then
13: Add (H(F ), B) to the list of accepted oblivion re-

quests LO

14: end if
15: else if M = 〈H(F ), TR, IdA, IdB〉 then
16: if combined trust TrustComb(X,A,B) is high enough

then
17: Add (H(F ), B) to the list of accepted oblivion re-

quests LO

18: end if
19: end if

Algorithm 5 Oblivion viewing of content F

1: if content is watermarked then
2: if embedded serial number N(F ) is among the serial

numbers on oblivion list LO then
3: Instruct the OSN client to forget F
4: end if
5: else if perceptual hash H(F ) is among the perceptual

hashes on oblivion list LO then
6: Instruct the OSN client to forget F
7: end if



Algorithm 6 Agent A adds new friend that has agent B

1: for M on A’s list of sent oblivion requests LM do
2: Send M to B
3: end for

Algorithm 7 Agent C disapproves the oblivion of content F

1: Broadcast the message 〈H(F ), IdC〉 to the community

A. The Digital Oblivion Community

When designing a community-based solution, it is impor-
tant to note that several privacy issues arise.

• Our implementation of digital oblivion is based on the
distributed storage of lists that indexes content that
have been requested to be forgotten. There exists an
obvious risk that there is a curious user within the
community, or some malicious software that forwards
oblivion lists to an adversary, who then uses it to
identify embarrassing/hurtful content referring to the
users in the community. This risk could be mitigated
through secure implementation, e.g. encryption of
stored data.

• Digital oblivion requires that the user tells the system
what data she wants to forget. The use of a distributed
system implies that the user has to post her requests to
the other users, who consequently will be able to find
out what data she wants to forget. This issue could po-
tentially be solved through the use of anonymous U2C
authentication. However, at the time of the writing, the
authors are not aware of any existing technology that
would allow for correct anonymous U2C-preserving
authentication. In this paper we instead assume that
the users run the digital oblivion agent voluntarily and
are not acting with malicious intent.

• Our system does not remove the data on the oblivion
list from the real OSN. Therefore, an eavesdropper
within the community could compare the real OSN
and the oblivion view OSN, and localize content that
should be forgotten through the differences. Also in
this case we must rely on the good intentions of the

Algorithm 8 Agent X receives disapproval of oblivion

1: Find all apparences of H(F ) on LO and consider the
agents B1, . . . , Bn whose tags resulted in the oblivion of
F and the agents C1, . . . , Cm that previously disapproved
the oblivion of F , all with identification registered at the
entrance of H(F ) in LO

2: if the trust combinations Trust(X,B1, . . . , Bn) and
TrustComb(X,C1, . . . , Cm, C) evaluates in favour for dis-
approving the oblivion of F then

3: Remove the entrance of H(F ) from LO

4: else
5: Add IdC to the list of agents who disapproves the

oblivion of F
6: end if

Update the trust of the agents B1, . . . , Bn and
C1, . . . , Cm, C

participants. In general, until the data is completely
removed from the underlying OSN (which in some
cases can take a long time), it is difficult to com-
pletely protect against users with malicious intent. In
this paper we help to reduce unintended exposure to
content that users want forgotten.

B. U2C Authentication Through Digital Signature and Water-
marking

We claim that the correct and secure authentication of
U2C R1 can be satisfactorily done by combining the cryp-
tographic primitives perceptual hash, digital signatures and
watermarking. Indeed, U2C authentication requires the user to
sign the content in a way which makes it hard to remove the
signature, which is exactly what is achieved when embedding
the signature in the content using watermarking. We use
perceptual hashes for the signature, since traditional hashes
would be modified by the watermark, making them useless
for our purpose.

The security of our implementation depends on the security
of the involved primitives. Privacy issues can be avoided
through the use of an anonymous digital signature scheme.
Also the serial numbers should not be possible to link to the
user, nor to other serial numbers generated by the same user.

C. U2C Authentication Through Tags and Trust Management

The authentication of U2C R2 can not be required to satisfy
the same demands for security as does U2C R1. There is
simply no way to securely ensure that some data refers to
a specific individual. Consider for example a badly drawn
caricature. It may require a big portion of cultural and ad-hoc
reasoning to link the caricature to the individual it represents.

Security can only be ensured for specific well-defined
properties. If we consider that a genuine tag of user U in an
image F is a proof of a U2C R2 between U and F , then we
can consider that security is achieved if it can be verified that
the tag is genuine and that it links U and F . Since there are no
security mechanisms implemented for tagging in current OSN,
at the moment it is not possible to evaluate the genuine quality
of a tag. It can be argued that security mechanisms could and
should be added for tagging in future OSN.

Currently, the agents must rely on the trust they have in
(i) the agent that requested oblivion, (ii) the agent of the
user who tagged U , and (iii) the agents that disapprove the
oblivion request. The design of the function that controls the
combination of these trust values is therefore highly relevant
for the security of the protocol.

D. Performance Analysis

To illustrate the feasibility of our system, we present a
brief analysis of the resources consumed by the system. Table I
shows the execution frequency of the different algorithms that
constitute the system, as well as the resources that each of the
algorithms consume. The execution frequencies are quantified
as Seldom (less than once an hour), Common (several times
an hour) and Frequent (several times a minute).

The statistics related to resource usage summarize the
used building blocks and functions defined in Section III-A,



TABLE I. EXECUTION FREQUENCY AND RESOURCE CONSUMPTION OF EACH ALGORITHM.

Algorithm Execution frequency Executed algorithms (complexity) Messages sent Objects stored

1 Seldom: when a user joins the community Keygen - 1

2 Common: when the user uploads content H, Sign, N , Embed - 1

3 Seldom: when requesting oblivion of content Steps 1-2: Recover - -

Steps 3-9: H nA 1

4 Seldom: when receiving oblivion request Steps 1-10: H, Recover, Verify - -

Steps 11-19: TrustComb - 1

5 Frequent: when viewing content on OSN Recover, H, 2 searches (size oA) - -

6 Seldom: when adding a friend - oA (or ⌈oA/m⌉) -

7 Seldom: when disapproving oblivion H nA 1

8 Seldom: when receiving disapproval of oblivion 1 search (size oA), 2 × TrustComb - 1

each with their own complexity, the number of messages that
must sent to other peers, and the overall addition in storage
requirements caused by the algorithm. The presented values are
quantified in terms of the resources consumed by one agent A,
with nA neighbors and oA objects on its oblivion list. We also
assume that m such object updates would fit in a message.
Observe that apart from the resources listed here, the dealer
also needs to maintain a list of public keys for the agents in
the community. Note that our design ensures that the most
frequent events (algorithms 2 and 5) does not result in any
additional network traffic and only limited additional storage
of information. Furthermore, messages are sent using limited
broadcasting, such that the oblivion requests only are sent to
friends (or alternatively some other set of users, depending on
privacy settings, for example).

V. CONCLUSIONS AND FUTURE WORK

We have designed a system that provides digital oblivion
for a community of users within an OSN. We have expressed
digital oblivion for OSN in terms of authentication of user-to-
content relations, and we have identified two user-to-content
relations which we think are particularly important for digital
oblivion: (U2C R1) having uploaded the content, and (U2C
R2) presence of personal information in the content. We
proposed several methods for authentication of these two U2C
relations. For U2C R1, we proposed a combination of digital
signatures and watermarking, employing perceptual hashes,
and for U2C R2, we proposed facial recognition, semantics
and tags, as indicators for personal information in content. We
also described how trust can be used to manage security in
authentication of U2C R2. In future work we will implement
and evaluate a prototype of the system.
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