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Abstract

Previous scalable protocols for downloading large, popular files freimgée server include batching and cyclic
multicast. With batching, clients wait to begin receivingquested file until the beginning of its next multicast
transmission, which collectively serves all of the waitingrak that have accumulated up to that point. With
cyclic multicast, the file data is cyclically transmitten a multicast channel. Clients can begin listening to the
channel at an arbitrary point in time, and continue listening until all of the file datzeka received.

This paper first develops lower bounds on the average and maximumndsglay for completely downloading a
file, as functions of the average server bandwidth used to sequeests for that file, for systems with
homogeneous clients. The results show that neither cyclic multicast nleingatonsistently yields performance
close to optimal. New hybrid download protocols are proposed that achieve withiof 1B&wptimal maximum
delay and 20% of the optimal average delay in homogeneous systems.

For heterogeneous systems in which clients have widely-varghigwable reception rates, an additional design
guestion concerns the use of high rate transmissions, which can dedegsfor clients that can receive at such
rates, in addition to low rate transmissions that can be receyveld clients. A new scalable download protocol
for such systems is proposed, and its performance is compared ¢b aftarnative protocols as well as to new
lower bounds on maximum client delay. The new protocol achieves @B8inof the optimal maximum client
delay in all scenarios considered.
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1. Introduction

Large, popular files can be efficiently delivered from a sirggever system to potentially large numbers of
concurrent clients usingcalable downloagbrotocols based on multicast (IP or application-level) or broadcast
Existing scalable download protocols includatching[11, 24] andcyclic multicast[5, 17]. With batching,
clients wait to begin receiving a requested file until the riorégg of its next multicast (or broadcast)
transmission, which collectively serves all of the waitinigndk that have accumulated up to that point. With
cyclic multicast, the file data is cyclically transmitten a multicast channel (e.g., a multicast group) which
clients begin listening to at an arbitrary point in time, and contiistening to until all of the file data has been
received.

Note that with batching, clients that request a file whildearfiulticast is in progress do not begin receiving the
data currently being transmitted, but instead wait until the begirfitite next multicast. This strategy has the
advantage of providing in-order data delivery, but the disadvantaget éélly utilizing the potential sharing of
multicast transmissions. With cyclic multicast, in contrabgnts can begin receiving file data immediately.
However, transmissions are not limited to times when theréoarare likely to be) relatively large numbers of
listeners, as with batching.

" To appear ifPerformance Evaluatian This work was partially supported by the NatuBalences and Engineering Research Council of
Canada, and by the National Science Foundationrigrdats ANI-0117810, CNS-0435437 and EIA-0127857.



This paper considers the problem of devising protocols that minifmzavierage or maximum client delay for
downloading a single file, as a function of the average server lidthdused for delivery of that file. An
equivalent problem is to minimize the average server bandwigtiree to achieve a given average or maximum
client delay, and sometimes we adopt this equivalent perspatstead. Although we do not explicitly consider
delivery of multiple files, note that use of a download protocol thainmezes the average server bandwidth for
delivery of each file will minimize the average total required servedwalth for delivering all files, as well.

We focus first on systems with homogeneous clients that havecalerception rate constraints addvelop
lower bounds on the average and maximum client delay for downloadileg asffunctions of the average server
bandwidth used for delivering that file. We define optimized batchimdycyclic multicast protocols, and find
that each of these protocols is significantly suboptimal over segien of the system design space. For
example, the cyclic multicast protocol provides near-optimal maximlignt delay when the client reception
bandwidth is low relative to the file request rate, but can haadmoum client delay up to 80% higher than
optimal otherwise. An optimized batching protocol provides near-optnehge client delay when the client
reception bandwidth is high relative to the file request rate, duthave average client delay up to 50% higher
than optimal otherwise. Motivated by these results, Section 5apsvelew practical hybrid protocols that
largely close these gaps. The new protocols achieve within 158€ ajptimal maximum delay and 20% of the
optimal average delay, in homogeneous systems.

We then consider protocols for delivery of a file to heterogeneaaistlthat have widely varying achievable
reception rates. In this context, achieving efficient deliverwell as lower delay for higher rate clients requires
use of multiple multicast channels. Each client listens to théeuof channels corresponding to its achievable
reception rate. The key challenge is to achieve a closeitoamompromise between high rate transmissions
(in aggregate, over all channels used for a file), which enatlerldelays for clients that can receive at such
rates, and low rate transmissions that allow maximal sharingrot#col for delivery to heterogeneous clients is
proposed that yields maximum client delays that are within 25% of optimal in theiesartarsidered.

The remainder of the paper is organized as follows. Section @wn®velated work. Section 3 defines and
analyzes the optimized batching and cyclic multicast protocolshid section, as in the subsequent two sections,
we assume homogeneous clients. Lower bounds on the average and malkemudelzay for downloading a
single file, for given average server bandwidth usage (or, dgqoilyg on the average server bandwidth required
to achieve a given average or maximum client delay) argatknn Section 4. Section 5 develops new scalable
download protocols that achieve close to optimal performance. Profocalslivery to heterogeneous clients
are developed and evaluated in Section 6. Conclusions are presented in Section 7.

2. Related Work

Considerable prior work has concerned the problem of scheduling one obmadeast channels that serve a
collection of small, fixed length objects using a batching approach [11,724] main problem considered is that
of determining which object should be transmitted on the channel (or ceaah@ach point in time, so as to
minimize the average client delay. Bqibsh based6, 14, 1] andoull based[11, 24, 4] protocols have been
proposed. Hybrid approaches that combine push and pull are also possible [Rukf].based protocols
determine a transmission schedule based only on average objest freggiencies, in which case a periodic
delivery schedule is optimal [6]. Pull based protocols assume kdgevlef the currently outstanding client
requests. Candidate scheduling policies for determining the objeganhsmit next includéirst come first serve
(FCFS) most requests first (MRFandlongest wait first (LWF]11, 24]. The criteria used by the former two
policies are combined in tHexW policy, proposed by Aksoy and Franklin [4]. This policy uses the product of
the number of pending requesk for each object and the longest waiting time of these pendingses V),
when deciding which object to transmit next. Other work has inaetigbatching protocols for streaming of
video rather than download [3, 10, 21], including for example an earlier pragfasglolicy very similar tadRxW

[3].



In contrast to the previous work on scalable download using batchingpnveeder download of large files and
protocols in which new clients can begin listening to an on-going casttirather than waiting until the
beginning of the next multicast. Furthermore, we consider contextsiah whe total server bandwidth devoted
to file download is somewhat elastic, and thus consider the download primioaajiven file that will minimize
the average or maximum client delay for a gimeeragebandwidth used for delivery of the file. We note that in
a given server setting, the best parameterization of theopéiaral protocol will depend on the current server
load and the actual upper bound on total server bandwidth.

Prior work on scalable download of large files from a singleesenas focused on cyclic multicast, in which a
file's data is cyclically transmitted on a multicast/broadczhannel [15, 5, 7, 22, 9, 17, 8]. Each requesting
client can begin listening to the channel at an arbitrary pointi, and continues listening until all of the file
data has been received. This prior work has focused on the perforbearefés that cyclic delivery offers in
comparison to unicast delivery, the accommodation of packet loss thueagif erasure coding, and support for
heterogeneous clients. Erasure coding enables a client to réomngracket loss simply by continuing to listen
to the channel until an amount of erasure-coded data equal to the #ieerefjuested file (or possibly slightly
greater, depending on the encoding scheme) has been successfiMgdreat which point the file can be
reconstructed [16, 9, 18]. Heterogeneous clients can be supported througlivdrg defile data on multiple
channels. Each client listens to the subset of channels appropritdeathievable reception rate. By careful
selection of the order in which data blocks are transmitted onakeeimel [7, 8], or use of erasure codes with
long “stretch factors” [18], receptions of the same data block derelift channels can be reduced or eliminated.
In contrast to this prior work on cyclic multicast, we focus ongiidormance comparison between batching and
cyclic multicast, and the design of hybrid protocols that combineegienof both approaches to achieve superior
performance.

There has been some prior work on hybrid protocols that combine batchiogdindnulticast, specifically the
work by Wolf et al. [23]. The authors find that their proposed hybridriitlgns yield better performance than
pure batching protocols. We similarly find hybrid protocols to yieldelbgterformance. However, the focus in
the work by Wolf et al. is on delivery of digital products using otliee unused bandwidth in a broadcast
television system. They assume a fixed schedule of broadcast icaeaitesility and fixed delivery deadlines
with associated delivery payments. In contrast, we assume derfiplability in when transmissions occur, and
develop protocols that achieve near-optimal average or maximemt celay as a function of the average
required server bandwidth.

3. Baseline Protocols

This section defines and analyzes simple “baseline” batching atid oyulticast protocols for delivery of a
single file, assuming homogeneous clients. The metrics of intmmeshe average client delay (i.e., download
time), the maximum client delay in cases where such a maximists,eand the average server bandwidth used
for the file data multicasts. It is assumed throughout the pageeach requesting client receives the entire file;
i.e., clients never balk while waiting for service to beginftarahaving received only a portion of the file. Our
analysis and protocols are compatible with erasure-coded data. ckstthis assumed to have successfully
received the file once it has listened to multicasts of an anudwatal (termed the “file size” in the following,
although with packet loss and erasure codingnay exceed the true file size). Poisson request arrivals ar
assumed unless otherwise specified. Generalizations are distuseene cases. We note that Poisson arrivals
can be expected for independent requests from large numbers of clieatiermore, multicast delivery
protocols that have high performance for Poisson arrivals, havebeten performance under the more bursty
arrival processes that are typically found in contexts where client requesistandependent [12].

3.1 Batching

Consider first batching protocols in which the server periodicalliticasts the file to those clients that have
requested it since it was last multicast. Any client whegeest arrives while a multicast is in progress, simply
waits until the next multicast begins.



Table 1: Notation

Symbol | Definition
File request rate
File size
Maximum sustainable client reception rate
Transmission rate on a multicast channed )
Average server bandwidth
Average client delay (time from file request, until file is
completely received)

D Maximum client delay
A, n,f | Batching delay parameters

> W = |o|ir|>

Perhaps the simplest batching protocol is to begin a new mulbictsd file everyt time units for some constant
t. However, this protocol has the disadvantage that multicasts may sometiveasoser only a few clients.

Two optimized batching protocols are considered here. The firsteddoatching/constant batching delay
(batchingcbd), achieves the minimum average server bandwidth for a givedimma client delay, or
equivalently the minimum value of maximum client delay for &gigverage server bandwidth, over the class of
batching protocols as defined above. Letfindenote the time at which some file multicast beginsaagieinote
the duration of the time interval frofnuntil the next request arrival, the server will begin the naxticast at
time T+a+A, whereA is a parameter of the protocol. Thus, using the notation defined ia Tablle average
time between file multicasts s+1/A, the average server bandwidtiLigA+1/A), and the maximum client delay
is A plus L/r (the file transmission time). With respect to the avedigat delay, note that the client whose
request arrival triggers the scheduling of a new multicastrexmmes the maximum waiting timg until the
multicast begins. All clients whose requests arrive duringbtdtehing delayd will share reception of this
multicast. On average, there will BA such clients, and the average waiting time until the multloagins for
such a client will bé\/2. In summary,

L AlL+24/2)

Bb/cbd:A+1/X; Ayrchd = 1904

The second optimized batching protocol, terntedching/request-based deldpatching/rbd, achieves the
minimum value of average client delay for a given averagees bandwidth, over the class of batching protocols
as defined abovk. The basic idea is to make the batching delay some integrddemush request inter-arrival
times. To make it possible to achieve arbitrary averageisbandwidth values, the protocol is defined such that
the server waits fan+1 requests for a fractidrof its multicasts, and far requests for the remaining fraction 1—
f, wheren andf are protocol parameters (integer> 1, 0<f < 1)® Thus, the average time between file
multicasts is if+f)/A, and the average server bandwidthign+f)/A). The average client delay can be derived
from the fact that each multicast serveslients plus with probability one additional client, and thigh last of
these clients experiences an average waiting time until titicast begins ofi¢1)/A. Note that the maximum
client delay is unbounded with this protocol. Thus,

+L/r; Dpjopg =A+L/T.

Y In the non-Poisson case, assuming request initertimes are independent and identically distiétu(1ID), these performance metrics
can be obtained by calculating conditional expémtat For example, note thaf\lh the bandwidth expression can be replaced \igh t
expected time from after the initiation of a tramssion until the next request, conditioned on thet that there was a request arrival
time A in the past.

2 This can be established formally using an argursienitar to that used for the lower bound on averserver bandwidth in Section 4.1.

3 When arrivals are Poisson, inter-arrival timesraenoryless, and the method by which the serveraites when to wait far versus
n+1 arrivals (for fixed) has no impact on average server bandwidth usageepage delay.
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Figure 1: Operation of the Baseline Protocols foan Example Request Sequence
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Note that for both of these batching protocols, the value of the natltiGensmission rate that minimizes
average and maximum client delay is equal to the maximum sustainable clggiorecateb.

Figure 1 illustrates the operations of these two batching protoclsiel as the cyclic multicast protocol
discussed in the next section, for an example sequence of requestsstfRkarpiaumbered and the arrival times
and service completion times of the requests are indicated layrtves at the bottom and top of each subfigure,
respectively. The solid, slanted lines denote multicast trasgmgs each of which, in the case of the batching
protocols, delivers the entire file. For thatching/cbdprotocol, the batching delays (each of duratiyrare
indicated with double arrows along the horizontal (time) axis.

3.2 Cyclic Multicast

Perhaps the simplest cyclic multicast protocol is to continually multibastata at a fixed rate(cycling back to

the beginning of the file when the end is reached) on a single astltbannel, regardless of whether or not
there are any clients listening. Here we consider a moigeeff cyclic multicast protocolgyclic/listeners
(cyclic/l), that assumes that the server can determine whether shateldast one client with an unfulfilled
request for the file, and transmit only if there is. Since #nees transmits whenever there is at least one client,
the delay experienced by each client is just the file transmisisne,L/r. The average server bandwidth can be
derived by noting that there will be at least one client lisgpioin the multicast channel at an arbitrary point in
time T, if and only if at least one request for the file was made duhi@dime interval T-L/r, T], and that the
probability of at least one request arrival during an intervauehtionL/r is 1-e™" for Poisson arrivals at rate

A% This yields
Bei :r(l_e_wr); Acjp =Dy =L/

Note that the transmission ratés the only protocol parameter, and by itself determines thedfifadetween
server bandwidth usage, and client delay.

* Note that the performance of this protocol carabalyzed for any arrival process for which it isgible to compute the probability of
there being at least one request arrival durirepdamly chosen time period of duratibofn.



4. Lower Bounds

Making the same assumptions as in Section 3 of homogeneous cliertite fblivery, and Poisson client
request arrivals, this section derives fundamental performamits fior scalable download protocols. These
limits depend on the maximum sustainable client reception rate. tiNdgteor batching protocols, for example, if
the server transmission rate is increased the batching dmlalgecincreased without increasing the total client
delay, thus providing a longer period over which aggregation of reqocasteccur and more efficient use of
server bandwidth. Section 4.1 considers the limiting case in whhtsclcan receive data at arbitrarily high
rate, for which there is a previously derived bound on maximum delay @&¢tion 4.2 considers the realistic
case in which there is an upper botingh client reception rate.

4.1 Unconstrained Client Reception Rate
Consider first the maximum client delay, and the average seavelwidth required to achieve that delay. From
Tan et al. [20[;

B> L
D+1/\
This bound is achieved in the limit, as the server transmissiertaads to infinity, by a protocol in which the
server multicasts the file to all waiting clients wheneter waiting time of the client that has been waiting the
longest reached.

Consider now the problem of optimizing for average client delayea&h point in time an optimal protocol able
to transmit at infinite rate would either not transmit any datayould transmit the entire file. To see this,
suppose that some portion of the file is transmitted at an earlier point ithim¢éhe remainder of the file. Since
client requests might arrive between when the first portion ofilnés transmitted and when the remainder is
transmitted, it would be more efficient to wait and transmitfits¢ portion at the same time as the remainder.
Optimizing for average client delay requires determiningsffaeings between infinite rate full file transmissions
that are optimal for this metric. With Poisson arrivals andmudfine optimal protocol, (1) file transmissions
occur only on request arrivals, and (2) each multicast must sgéghern or n+1 clients for some integer=1.
With respect to this latter property, consider a scenario in whiglile is multicast to waiting clients on one
occasion and to+k clients fork = 2 on another. A lower average delay could be achieved, with the sa
average spacing between transmissions, by delaying the firstastluntil there are+1 waiting clients, and
making the second multicast at the request arrival instant of-#d™ client instead of the+k™.

Thus, a lower bound on the average server bandBiddguired to achieve a given average client délagn be
derived by finding an integer> 1, and valué (0<f< 1), such that

-« D= L/B-1/).

n(n—l)+f n
A2 2 _n(n+2f -1)
n+ f 2u(n+f)
in which case
B > L

(n+f)n

Equivalently, to determine a lower bound on the average delthat can be achieved with average server
bandwidthB, letn = max[1|AL/B |], andf = max[0,AL/B-n]. Then,

5 As with the bandwidth expression fbatching/chdin Section 3.1, for the case of non-Poisson regagivals with 11D request
interarrival times the A/term can be replaced by the appropriate conditierpectation. Further note that a bandwidth lobeund
can be obtained for any process such that thistiyya@an be bounded from above, as has been notdtkiscalable streaming context
[13].
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Note that forB < AL (the bandwidth required for unicast delivery), the optimal protocolsnfaimizing the
average delayA and the maximum delap are different, and thus the lower bounds/m@and D cannot be
achieved simultaneously. In fact, for Blk AL the optimal protocol for average delay has unbounded maximum
delay. IfAL/B is an integer greater than one, the lower bound\ds exactly half the lower bound db;
otherwise, it is somewhat greater than half. In particulaB,tesds to\L, the ratio of the lower bounds énand

D tends to one.

4.2 Constrained Client Reception Rate

Assume now that clients have a finite maximum sustainable regapteb. In this case, both the maximum and
average delay must be at leb#t. To achieve the minimal valu€= A = L/b, each client must receive the file

at maximum rate starting immediately upon its request. cyhkc/l protocol defined in Section 3.2 achieves the
lowest possible server bandwidth usage in this case, as the igsinsmate of the server is (onlg)whenever

there is at least one active client, and zero otherwise. Thu3 &= L/b, we have the boung = b(l—e'“’b).

More generally, for a specified maximum delay L/b, the average server bandwidth is minimized bystred

as late as possiblésip) protocol, in which the server cyclically multicasts fileadat rateb whenever there is at
least one active client that has no “slack” (i.e., for whichamgission can no longer be postponed). Such a client
must receive data continuously at rhtantil it has received the entire file, if it is to avoid exdmg the delay
bound. Note that although this protocol is optimal for maximum delaggitires that the server maintain
information on the remaining service requirements and request ¢mnplenes of all outstanding requests.
Furthermore, thslp protocol can result in extremely fragmented transmission schedlihés motivates simpler
and more practical near-optimal protocols such as that devised in Section 5.1.

An accurate approximation for the average server bandwidth wisligleotocol is given by

(e’ -1/a+D-L/b)L
BSlp = —

et/ /n+D-L/b D’

Here thel/D factor approximates the average server bandwidth usage ovemptrisds of time during which
there is at least one active client (i.e., client with an antihg request). The factor in brackets approximates
the fraction of time that this condition holds. This fraction is etmahe average duration of a period during
which there is at least one active client, divided by the sumsfiverage duration and the average request inter-
arrival time (1A). The average duration of a period during which there is at t@stactive client is
approximated by the average duration oMifB/oo busy period with arrival rate and service timé/b, as given

by (eXL/b—l)/k, plus the duration of the delay after the arrival of a requeatdgstem with no active clients

until the server must begin transmittinD—(/b). Note that a corresponding approximation for the minimum
achievable maximum delay, for given average server bandwidtihecabtained by solving fdd in the above
approximation.

Exhaustive comparisons against simulation results indicate thabthe approximation is very accurate, with
relative errors under 4%, and thus we use the approximation rathesirthdation values in the remainder of the
papert Figure 2 summarizes the validation results, showing contours of eqoa over a two dimensional

space. Negative and positive errors correspond to underestimatidresverestimations of the true values as
obtained from simulation, respectively. Without loss of generaliiy unit of data volume is chosen to be the
file, and the unit of time is chosen to be the time required to dowitesfile at the maximum sustainable client

5 All of our simulations make the same system andklvad assumptions as the analytic models (inciydive assumption of Poisson
arrivals). Note that where we have both simulatod analytic results, the purpose of the simutaisoto assess the accuracy of the
approximations made in the analysis, and not fidaton of the system or workload assumptions.
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Figure 2: Lower Bound Approximation
(% relative error contours; unit of data volume is the
file, unit of time is the time required to downloadthe
file at maximum rate: i.e.,L=1,b=1)

reception rate. With these choices of urlitandb are each equal to one. The only two remaining parameters
areA andD. The logarithm of the arrival rafe is used on the vertical axis of the contour plot, covering six
orders of magnitude of arrival rates, while six orders of magnidfidslack” are covered on the horizontal axis
using the logarithm ob—L/b. As can be seen directly from the approximation, this expressmxact for the
boundary cases &f -~ 0 (minimumA), A - o (maximumA), D - o (maximumD), L —» O (minimumL), b -
oo (Mmaximumb), andD = L/b (minimumD, or maximumL, or minimumb), holding the other parameters fixed in
each case. For example, note thatbor. o the approximation reduces td(D+1/A), and forD = L/b the

approximation reduces llo{l—e‘“’b).

The optimal scalable download protocol foreragedelay, under a reception rate constraint, appears to be very
difficult to determine in general. However, we can derive aftomound as follows. As noted previously, for
A=L/b the optimal protocol igyclic/l as defined in Section 3.2, with= b. Furthermore, a variant of cyclic
multicast in which the server sometimes or always waitsl antsecond request arrival before beginning
transmission will also be optimal, for values of average delay bandwidth that can be achieved by this
protocol, since each unit of additional channel idle time is achieveglbying the minimum possible number of
clients (only one). Letting denote the fraction of idle periods in which channel transmission dodmgiot

until a second request arrives, the server bandwidth and averageudder thisyclic/wait for second, listeners
(cyclic/w2,l) protocol are given by

o -} et’P -1 f I f I

i TP o T e LT JFLIbE e L

B
a@@P - /a+ @+ £)/2) /b 4 f

ciwz| =

Note here thate’'® -1)/% is the average duration of 381G/ busy period with arrival rate and service time

L/b, and (1§)/A is the average duration of a channel idle period. For server lithdvaluesB that can be
achieved with this protocol, we have (from solvingffor terms ofB and then substituting into the average delay
expression),



(ekL/E) —1)b/|3— b
A= ma{o, x(e“’b —1)b/B :|+ L/b.

Equivalently, to determine the lower bound on the average server lgdin@that can be achieved with average
delayA, solving forf in terms ofA and substituting into the average server bandwidth equation yields

B> ma{o, b(l— gMh )W} _

Values ofB that are smaller (or values Afthat are larger) than those achievedfferl are not achievable by the
cyclic/m2,l protocol, because in this protocol each idle period always ends nahlatethe time of the second
request arrival. However, the above bounds are valid (although uretdlelefor those smaller values Bf(and
larger values of\) that can be obtained by substituting values greater than one foardmmetef in the above
expressions. The bounds are valid in this case because evien fgrthese expressions still assume that the
minimum number of clients is delayed (i.e., only one) before theeséregins transmission. The bounds are
unachievable since the average duration of this delay is assonbed/x, which forf > 1 is greater than the
average delay until the second request arrival.

A second lower bound on average delay can be derived as follows, nBtesthat in an optimal protocol, data
transmission will always occur at rdtesince: (1) each client can receive at rate at imoand (2) the average
delay cannot increase when a period of lemhdibtween request completions during which the transmission rate
is less tharb, is replaced by an idle period followed by a period of transmissicaielh (of combined length

and equal total server bandwidth usage).

Suppose now that each request arrival that occurs during a busy igesitifted earlier, so that it occurs at a
multiple (possibly zero) of/(2b) from the start of the busy period. As a result of this shiftiaguests arriving
during a busy period will have greater likelihood of completingiserbefore the busy period ends, for a fixed
busy period duration. Therefore, average delay cannot increase.ndwi possible to determine the optimal
protocol, assuming this shift of request arrivals, based on the follothiree observations: (1) by the same
arguments as in Section 4.1, in the optimal protocol each idle periodemdsbncen, or n+1 with some
probability f, requests have been accumulated, for some integelr and 0< f < 1; (2) each busy period must
end on a request completion, and therefore in the optimal protocol beldéngidn equal to a multiple (at least
two) of L/(2b); and (3) since the state of the system at each multiplé&(2if) within a busy period is entirely
captured by the number of request arrivals that occurred within éviopsL/(2b) (all of whose respective
clients have been listening to the channel for exactly tiki2b), owing to the shifting), there is an integer
thresholdk = 1 such that if the number of such arrivals is less thahe server will stop transmitting in the
optimal protocol (thus ending the busy period), and otherwise it will Note that these observations uniquely
specify the operation of the optimal protocol, by establishing therieriised for determining when to start a
transmission, specifying the possible instances when a transnissidie completed, and for each of these time
instances specifying the criteria used to determine if the transmission shatigped.

Given values for the parametarsf, andk, the average server bandwidth and the average client detayhisit
(unrealizable}hifted arrivals(sa) protocol are given by

$8 [ fo-i) 2 00100, 0

AS—£+i:°p A 2
’ a_b

x((1+1/ p)L/(2b)+(n+ -3 F;J/kj |

i=0

(1+1/ p)L/(2b)
(L+1/ p)L /(2b) +(n+ oS ‘:)‘j /x
i=0

B, =D

where p, :ill(XL/(zb))i e/ s the probability ofi request arrivals in time/(2b), and p=3/2p is the

probability of a busy period ending when its duration reaches a mufipl¢2b) (and at leasit/b). Bs,is given
by the ratio of the average duration of a busy period to the sum afi¢hage durations of a busy period and an
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idle period, times the transmission rateNote here that when the busy period ends owing to hawikgequest
arrivals during the previouls/(2b), the average duration of the idle period will lmef&)/A, since onlyn— (or
n+1-) new requests need be received to obtain a tota{@fn+1) unsatisfied requestsis, is equal to the total
expected idle time incurred by those clients making requests dubogy period and the following idle period,
divided by the expected number of such requests, plus the time requitedntnad the file datéL/b). The
optimal n, f, andk values for a particular server bandwidth or average clieaydeln be found numerically, so
as to obtain a lower bound on average delay or server bandwidth, redpecthis bound can then be combined
with the corresponding bound from tbgclic/w2,l protocol analysis, to yield a single lower bound, by taking the
maximum of the two.

4.3 Lower Bound Comparisons

Figure 3 shows the lower bounds on average and maximum client delthefoase of unconstrained client
reception rates and féwr= 1 andb = 0.1. Without loss of generality, the unit of data volume is chosba the

file and the unit of time is chosen to be the average time batveguests. With these choices of units, 1,

=1, client delay is expressed as a normalized value in unite @vierage time between requests, average server
bandwidth is expressed as a normalized value in units of filentissiens per average time between requests,
and the maximum sustainable client reception rate is expressedaamalized value in units of file receptions
per average time between requests. These units are usedignrals comparing homogenous client protocols
(Sections 4 and 5). Note that the average server bandwidtithese units can be interpreted as the fraction of
the average bandwidth required for unicast delivery, so the regioteoést in the design of scalable multicast
protocols corresponds to valuesBoonsiderably less than one.

Although our choice of data volume and time units correctly refteetgact that it is server bandwidth and client
reception raterelative to request rate and file size that determines performance, careeis required in
interpreting the resulting figures. Consider, for example, Figuaada scenario in which the client request rate
decreases for fixed average server bandwidth (when expressed in alirextmnits). With our chosen units
remains equal to one in this scenario (since the unit of timbeisaverage time between requests), But
(expressed in units of file transmissions per average timeebatwequests) increases proportionally to the
decrease in the client request rate. Thus, in Figure 3, thesimgealue of the normalized server bandwiilth
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as one moves from left to right on the horizontal axis can correspondaasimg server bandwidth (with a fixed
client request rate) or decreasing client request rate (with a firesr smndwidth). Similar considerations apply
with respect to the normalized maximum sustainable client receptioln rate

Perhaps the main observation from Figure 3 is that client recepie constraints can strongly impact the
achievable performance, although this impact diminishes as the value of the rentragfrage server bandwidth
B decreases. Note also that the difference between the awerdgmaximum delay bounds decreases with
increasing server bandwidth. The point where these bounds becomesaidisntii® point at which each client
experiences only the minimum delayLdb.

Figure 4 plots the percentage increases in the maximum client delay for tleebaatehing and cyclic multicast
protocols in comparison to the lower bound, for three different valuelgeof reception rate. Figure 5 plots the
corresponding percentage increases in average client deldefbaseline protocols. The system measures are
expressed in the same normalized units as in Figure 3. Notenghawverage server bandwidth witkiclic/|
cannot exceedl times the fraction of time that there is at least one/@dlient, and thus the rightmost point of
eachcyclic/l curve is for server bandwidth of less than one.

Figures 4 and 5 show that the batching protocols are close to optingthéll (normalized) server bandwidths,
when many requests are accumulated before the next transmisstsnplake, and for server bandwidths
approaching one, when most clients are served individually with niirdelay of L/b. Batching can be
significantly suboptimal for intermediate server bandwidth valhesyever, particularly for maximum client
delay (for example, in Figure 4(d),= 0.1 andB between 0.05 and 0.2). Note also that the overall relative
performance of batching degrades as the maximum sustainableretieption rate decreases, since in this case
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the required duration of a multicast increases, and with the batetotarols new clients are not able to begin
listening to a multicast after it has commenced.

In contrast, the performance ofclic/l improves for decreasing client reception rate. Howesyelic/l is
substantially suboptimal for average client delay over mosteoparameter space, and for maximum delay when
the client reception rate is high and the server bandwidth ishidgboalthough not approaching one (i.e., in
Figure 4(c),b = 10.0 andB between 0.4 and 0.9). Note that for small and intermediate semédwidéhs,
cyclic/l is close to optimal for maximum client delay, but since the optwerage client delay is approximately
half the optimal maximum client delay in this case, the avechgnt delay withcyclic/l is about 100% higher
than optimal.

5. Near-Optimal Protocols

Figures 4 and 5 suggest that there is substantial room for impeaveaver the baseline batching and cyclic
multicast protocols, since for each of maximum and average didany there is a region of the parameter space
over which each protocol is substantially suboptimal. The main weskirfi¢ghe batching protocols is that clients
that make requests while a multicast is already in progi@smt listen to this multicast. All clients receive the
file data “in-order”, waiting until the beginning of the next mstbefore beginning their downloads. With the
baseline cyclic multicast protocol, on the other hand, clients can beggiving data at arbitrary points in time
within an on-going multicast. Since the server transmits wiegrtbere is at least one active client, however,
there will be periods over which transmissions serve relatively fentglie

Clearly, an improved protocol should allow clients to begin listening to aoioig- multicast at the times of their
requests, but should also allow server transmissions to be delagedcsimcrease the actual or expected number
of clients each serves. It is straightforward to apply ahibajdike rule for deciding when a cyclic multicast
transmission should commence; the key to devising a near-optimatg@réd determining the conditions under
which a multicast should be continued, or terminated. Section 5.1 develdEnalyzes new protocols that
focus on improving maximum client delay, while Section 5.2 develops argzasgrotocols whose focus is
improved average client delay. As in Sections 3 and 4, we adsummgeneous clients, full-file delivery, and
Poisson arrivals. Section 5.3 relaxes the Poisson assumption, and sotiedeorst-case performance of the
protocols under arbitrary arrival patterns.

5.1 Protocols Minimizing Maximum Delay

We consider first a simple hybrid of batching and cyclic multitassned hereyclic/constant delay, listeners
(cyclic/cd,), in which a cyclic multicast is initiated only after a g delay (as in thbatching/cbdprotocol
from Section 3.1), and is terminated when there are no remainimgscligth outstanding requests (as in the
cyclic/l protocol). With batching delay paramefeand transmission rate(r < b), the average duration of a
channel busy period is given Igg'-'" -1)/% , and the average duration of an idle period is given oyAL/ This

yields
N ettt —1 _A@1+2n72)
c/cd,l —rm’ Acicdl = et 1A

The operation of theyclic/cd,l protocol, as well as that of the other protocols developed in thi®rseis
illustrated in Figure 6 for the same example pattern of request arrivalsigsiia E.

+L/r;  Dgjeg) =A+L/T.

For D.,cq, >L/b, there are multiple combinations&fandr that yield the same maximum client delay. Optimal

settings that minimize server bandwidth can be found numericatiierektingly,r = b is often not optimal.
Since a cyclic multicast is continued as long as there Isaat one listening client, channel busy periods may
have long durations. Under such conditions, it may be possible to redueelsndwidth usage while keeping
the maximum delay fixed by reducing batlandA. In particular, note that fox — o, the channel is always
busy, and thus the optimalis the minimum possible (the file sizeL divided by the maximum delay) and the
optimumA is zero.
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Figure 6: Examples Scenarios for Improved Protocal

A better hybrid protocol, termed hetgclic/constant delay, bounded on-time (cyclic/cd,bcdj be devised by
using a better policy for when to stop transmitting. The key ob@Bervis that the duration of a multicast
transmission can be limited to at mag$t without impact on the maximum client delay. As in tyelic/cd,|
protocol, a cyclic multicast is initiated only after a batchdetpyA, but the multicast is terminated after at most
a durationL/r, allowing the server to be idle for a new batching déahat impacts only the clients whose
requests arrived after the multicast began, if any. Any eligtose requests arrive during a multicast will
receive part of the file during the multicast that is in pregji@nd the rest of the file during the next multicast one
batching delay later, thus guaranteeing a maximum client delag efL/r. A multicast is terminated before
durationL/r when a client completes reception of the file and there arenmainieg listeners, an event that will
occur if no new client has arrived since before the previous msitierminated. Note that the relatively simple
operation of this protocol, illustrated in Figure 6(b), is in contragthat ofslp, for which the transmission
schedule and service of any particular client can be extremmynénted. The optimal value forwith
cyclic/cd,botis the maximum possiblé), and thus this parameter setting is used in our experiments.

Accurate approximations for the average server bandwidth usageenage client delay with theyclic/cd,bot
protocol can be derived as follows. First, we distinguish two tgbeshannel busy periods. Channel busy
periods such that at least one request arrival occurred duringeitedprg idle period are termed “type 1" busy
periods, and will have the maximum duratlon. The remaining busy periods are termed “type 2" busy periods.
A type 2 busy period will have duration equalLto if there is at least one request arrival during this peribd. |
there are no such arrivals, the duration will equal the maximum, ovdiealisovhose requests arrived during the
preceding busy period, of the amount of data that the client has yet to receive, divided by

We make the approximation that the rate at which a type 2 busgperds when prior to its maximum duration
L/r (i.e., the system empties) is constant. Denoting this rate tye probability that a type 2 busy period is of
duration less thah/r (also equal to the probability that the system empties duriadptisiy period), is then given
by 1-e*" | and the average duration of a type 2 busy period is givegh-'")/«. Note that the duration of
a type 2 busy period of less than maximum duration depends only on the duration of the presyiqesiod and
the points at which request arrivals occurred during this previoidpdn light of this observation, we suppose
that o is independent o\, and calculate: for a system wittA - 0. Consider, foA - 0, the average total
duration of a type 1 busy period and the following type 2 busy periods up to twhesystem next empties
(following which there is the next type 1 busy period). This quargitgqual to the average duration of an
M/Gle busy period with arrival rate and service timé&/r, as given bye™'" -1)/1 . This quantity is also equal
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Figure 7: Maximum Delay with Improved Protocols Réative to Lower Bound (L = 1,1 = 1)

to the probability that the total duration is greater than(equal to1-e™/") times the average total duration
conditioned on being greater thiatn (equal toL/r+1/u), plus the probability that the total duration is equdl/to
(equal toe™ ") timesL/r, yielding

1_e—XL/r
e —g)rn-Lir’
Let pempicadenote the probability that at the beginning of a randomly chosen fiibel plee system had emptied;
i.e., there were no clients with unsatisfied requests.pjgatdenote the probability that a randomly chosen busy
period is of type 1. These two probabilities can be obtained by sdhanigllowing two equations, the first of

which applieempieqto the idle period preceding a randomly chosen busy period, and the second of which applies
Pypa tO the busy period preceding a randomly chosen idle period:

— -\ . — AL/ —al/
Ptype = Pemptied + (l_ pemptiedxl_e )1 Pemptied = Ptypa® L+ (l_ Ptypa )(1—6 o )

The average duration of a channel busy period is giverpt)tML/H(l— ptypd)(l—e‘“”’ )/(1 and the average
duration of an idle period byempieq/ 2 +4, Yielding

(e“’r —1)/>M:(1—e‘“’r XL/r+1/a)+(e'M" )L/r = a=

Prypal /T +(1,‘ ptypet)(lfe_aL/r )/“

Bc/cd,bot =r _ y
ptypéll-/r +(1_ ptypelxl_e o )/OH' p(—)mpti(—:‘d/)""'A
AL/
A(pemptied + WZ)"' (l_ pemptied)lse_M_/)r A
Ac/cdbot = ytL/r; Descdpot =A+L/T.

}\'(ptypdl-/r + (l_ ptypel)(]-_e_od_/r )/("+ pemptied/)""'A)

The derivation of the first term in the numerator of the equatioavferage delay is similar to the corresponding
term in the average delay equationsifatching/cbdandcyclic/cd,| except that the batching delay was triggered
by a new request arrival (which then experiences the maximunmgviiihe A) only in the case when the system
has emptied (with probability.mpyied. The second term in the numerator is the probability that at the beginning of
a randomly chosen idle period the system had not emptied (i.e., thdletiperiod results from the limit df/r

on the duration of a multicast), times the average number ofsktilitactive at the beginning of such an idle
period all of whom must wait until the next multicast to complie&irtservice, times the duratianof this wait.

The average number of clients active at the beginning of suafleapdriod is equal to the average number of
arrivals during the preceding busy period (of lerigth), conditioned on there being at least one such arrival.

The results in Figure 7 show that ttyclic/cd,botprotocol performs close to optimal (within 15% in all cases).
The figure also illustrates the high accuracy of the approxianadysis. In addition, Figure 7 illustrates that
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even the simple hybridyclicd/cd,| protocol can yield good performance (within 30% of optimal in all dases
although note that the results shown for this protocol are with opparaimeter settings. An advantage of
cyclided,botis that it has just one parameté),(which is chosen based on the desired trade-off between
maximum delay and bandwidth usage. Siogelic/cd,botis relatively simple and outperforneyclic/cd,l, the
performance o€yclid/cd,l with alternative (suboptimal) parameter settings is not explored here.

5.2 Protocols Minimizing Average Delay
Again, we begin with a simple hybrid of batching and cyclic multicast ichvaicyclic multicast is initiated only
after a batching delay, in this case of the same form as ibatohing/rbdprotocol from Section 3.1, and
terminated when there are no active clients (as incyodic/l protocol). The average server bandwidth and
average/maximum client delay achieved with tyslic/request-based delay, listeners (cyclic/rbgptocol,
with batching delay parametarsandf (integern > 1, 0< f < 1), and transmission ratgr < b), are given by

et -1 _n(n+2f -1)/(21)

Be/rba) =7 U7 1+ (n+ f); Acird) = ST 14 (n+ f)

+L/r; De/rmg, 1S Unbounded.

These expressions are derived using the average duration of a diasyperiod(e’’" -1)/1 and the average

duration of an idle periodn§f)/A. As with thecyclic/cd,l protocol,r = b is not necessarily optimal, and
parameter settings that optimize for average delay are found numerically.

The key to designing a better protocol is, as before, determirbetgex policy for when to stop transmitting. If
the total time each client spent receiving data from the chamaelexponentially distributed (rather than of
constant duratiot./r), then the optimal policy for average delay would be for the séoveontinue its cyclic
multicast whenever there is at leasior n+1 for some fraction of busy period} clients with unfulfilled
requests. In the (actual) case of constant service times, éowileg objective of achieving consistently good
sharing of multicasts has to be balanced by consideration of theegkgamaining service time of the active
clients. For example, if a client has only a small amount of iaddit data that it needs to receive for its
download to complete, then continuing the cyclic multicast may be alptiith respect to the average delay
metric regardless of the number of other active clients.

In the protocol that we propose here, terrogdicdrequest-based delagontrolled on-timgcyclic/rbd,co}, these
factors are roughly balanced by distinguishing between clients wlgsests were made prior to the beginning
of a busy period, and clients whose requests were made during itsefMeg continues its cyclic multicast at
least until all of the former clients complete their downloaitse(L/r), after which transmission continues only
as long as the number of clients with unfulfilled requests i®adtImaxj-1,1], wheren is the same as the
batching delay parameter that is used, together with the pardpteteontrol the initiation of transmission after
an idle period. Empirically, the optimals equal tdb for this protocol.

Note that fom = 1 or 2, this protocol is identical to tlegclic/rbd,| protocol withr = b, the analysis of which was
given above. Although an exact analysis of this protocohfar3 appears to be quite difficult, an accurate
approximate analysis has been developed. This approximate analysiainsribe duration of a busy period to
be a multiple ol/b, yielding the following approximations for server bandwidth usage aschg® client delay

(fornz=3):
L I § w n
B =b (p)L/b —ng{l(n LN
c/rbd,cot ~ (1/ p)L/b+ n+f_”z':2iﬂ )\‘! Ac/rbd|00t_E N (1/ )l_/b+ f_n—2'& )
i=0o P ’ " Z(:)I P k

where p; :%(XL/b)ie'“’b and p=Y"2p; . D¢/macor IS Unbounded. The derivations of these expressions are
[

analogous to those for tistifted arrivalsprotocol in Section 4.2.
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Figure 8: Average Delay with Improved Protocols Rhative to Lower Bound (L =1,A=1)

The results in Figure 8 show that thelic/rbd,cotprotocol yields performance close to optimal, with an average
delay within 20% of the lower bound in all cases considered. Not¢halisour lower bound on average delay is
achievable only for high server bandwidth (low delay), specifidhilyregion in which theyclic/w2,I protocol
operates, so performance is even closer to optimal than theds vesuld suggest. Also shown in the figure is
the high accuracy of the approximate analysis. Finally, the fignosvs that the simple hybridyclic/rbd,l
protocol yields good performance across the server bandwidth rangestfimterest only for high client
reception rates (i.e., rates such that the probability of a clientsteguival during the time required to download
the file is very low).

5.3 Worst-Case Performance

This section relaxes the Poisson arrival assumption and considessi$tecase performance of the protocols
under arbitrary request arrival patterns. Specifically, of@steis the worst-case average server bandwidth usage
and average client delay, as functions of the protocol parametbtheaverage request rate Our results are
summarized in Table 2. We do not consider the maximum client defeg ®r each protocol either the
maximum delay is independent of the request arrival pattern, ®uitiounded under Poisson arrivals and can
therefore be no worse with some other arrival process. Note that achieving dhgtsease results often requires
the arrival pattern to be pessimistically tuned according tosdhees of the protocol parameters, and that the
worst-case average bandwidth usage and the worst-case aslegagdelay cannot usually be achieved with the
same arrival pattern.

Consider first the average client delay. Ewelic/l, the client delay (and thus the average client delay) isyalwa
L/r. Forbatchindcbd cyclid/cd,l, andcyclid/cd,bot the average client delay can be at most the maximum client
delay, and this is achieved when all request arrivals occur ¢hém{of arbitrary size) with each batch arriving
when there are no previous clients with outstanding requestshakadningrbd, cyclic/rbd,l, andcyclic/rbd,cot
consider first the case 6f= 0. With all three protocols, note that the average clieny delanot exceedh-
1)/A+L/r, since in that case the average number of clients waiting foulticast transmission to begin would
(from Little’s Law) exceed+1, whereas in each protocol there can never be morerttiawaiting clients. An
arrival pattern for which this average client delay is aahdeis as follows. Immediately after the end of a
multicast transmission, a batch wfl requests arrives. Following this batch arrival a long deatayes of
deterministic duration (1+m)/A\) —L/r, for m - «, followed by a batch arrival witin requests. This initiates a
new multicast transmission of duratibfr. It is straightforward to verify that the average afrnade with this
request pattern i and that the average client delay tends#elYA+L/r as m - . Forf > 0, the worst-case
average delay depends on the precise policy by which the serganitets whether to wait untilrequests have
accumulated, or to wait untit-1 requests have accumulated, prior to beginning a new multichst; than just
the fractionf of occasions that it waits for-1. We give here the highest possible worst-case averageodela
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Table 2: Summary of Worst-Case Performancéd ., =1 if f > 0 and O otherwise)

Protocol Parameters| Average Client Delay Average Server Bandwidth
Batching/cbd A r A+L/r min[L/ A, AL]
Batching/rbd nf, r (n_1+af>0)/7\.+ L/r AL/(n+ )

Cyclic/l r L/r min[r, AL

Cyclic/cd,| Ar A+L/r min[r, AL
Cyclic/cd,bot A r A+L/r min[L/(A+L/r),AL]
Cyclic/rbd,| nf,r (n—1+5f>o)/k+ L/r min[r, XL]
Cyclic/rbd,cot nf,r (-1+0 50 )2+ L/t min[r, AL / maxin - 11]]

all such policies, which can be achieved, for example, by a policynidiegs the choice probabilistically. By the
same argument as used above for the ca$e-d@f, the average client delay cannot exce@dL/r. An arrival
pattern for which this average client delay is achievednidasi to that used above, but with a batch size of
rather tham-1, and (whenever the server chooses to wamfararrivals and thus a new transmission does not
start immediately) a delay of duratiom{{m)/A —L/r)/f, for m - «, followed by a batch arrival witin requests.

Consider now the average server bandwidth. WBaichingrbd, the average bandwidth depends only on the
average arrival rate, rather than the specific arrivaepatsince everg™ (or n+1%) request arrival causes a new
transmission of the file that only the clients making thoger n+1) requests receive. Thus, the worst-case
average bandwidth usage for this protocol is the same as tlagawandwidth usage for Poisson arrivals. For
batchindcbd if A < 1/A then request arrivals can be spaced such that no arrivals gocltaseously and no
arrivals occur during a batching delay, yielding a worst-case hdtidwsage equal to the unicast bandwidth
usage ofAL. ForA > 1/A, batched arrivals with deterministic spacingdobetween the batches yield the worst-
case bandwidth usage bfA. Thus, the worst-case bandwidth usage isloMg[AL]. For cyclidl, if A <r/L the
worst-case bandwidth usage is achieved when the spacing betweecutvasarrivals is always at lealstr,
yielding a bandwidth usage af.. ForA > r/L, transmission can be continuous, giving a bandwidth usage of
Thus, the worst-case bandwidth usage is mik[]. The same worst-case bandwidth usage is achieved with
cyclic/cd,l andcyclidrbd,l. ForA > r/L, transmission can be continuous, andXet r/L a bandwidth usage of
AL is achieved when the fraction of arrivals that occur during buspdseapproaches one, and the spacing
between consecutive busy-period arrivals is of deterministicidarifinitesimally less thah/r. Similarly, for
cyclidrbd,cot, if A < (r/L)(max|n-1,1]) the worst-case bandwidth usage is achieved when the fractorivafs
that occur during busy periods approaches one, and busy period arrivalsydzatehes of size maxf1,1] with
spacing between consecutive batches of deterministic durationdasiinélly less thah/r, yielding a bandwidth
usage of\L/max|n—1,1]. ForA > (r/L)(max|n—1,1]), arrivals can be spaced such that transmission is continuous,
giving a bandwidth usage of Thus, the worst-case bandwidth usage is miil/maxjn—1,1]]. Finally, for
cyclided,bot, if A < 1/(A + L/r) then request arrivals can be spaced such that no arrivalssooclianeously or
during a batching delay or channel busy period, yielding a worst-cadeviolth usage okL. ForA > 1/(A+L/r),
arrivals can be spaced such that the system never emptieg, gibandwidth usage &f(A+L/r). Thus, the
worst-case bandwidth usage is nhiffp+L/r), AL].

6. Heterogeneous Clients

In this section we relax our homogeneity assumption and consider thaaalich there are multiple classes of
clients with differing associated maximum delays (Section 6.1)amhicvable reception rates (Section 6.2).
Section 6.1 also supposes that the amount of data a client needsv® frece a channel may be class-specific.
This scenario is relevant to the protocols developed in Section 6.2yiéh file data blocks are delivered on
multiple channels and each client listens to the subset of champetspdate to its achievable reception rate.
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Throughout this section only maximum client delay is considered, althouglesats can also yield insight for
the case in which average client delay is the metric of most interest.

6.1 Class-Specific Service Requirement and Maximum Delay

Here we assume that clients of claksve maximum delal; and need to receive an amount of file datitom

a single shared channel. All clients have a common receptionagérainty. As in the case of homogeneous
clients, theslp protocol is optimal and thus its average bandwidth usage providewes bound on that
achievable with any protocol. Section 6.1.1 generalizes the approxirfatidis lower bound that was given in
Section 4.2, to this heterogeneous context. As motivated again byntipéegity ofslp, Section 6.1.2 extends

the simpler and near-optimajclic/cd,botprotocol given in Section 5.1, so as to accommodate heterogeneous
clients, and compares its performance to thatpf

6.1.1 Lower Boundslp) Bandwidth Approximation
A key observation used to generalize our lower bound approximation isithallp, the presence or absence of
requests from “high slack” clients (i.e., clients of classasich thatD; is large relative td./b), will have
relatively little impact on the server bandwidth usage duringpgemith one or more active “low slack” clients.
Exploiting this observation, the classes are ordered in non-increasieg of L/D;, and the average server
bandwidth usage dflp, with the assumed client heterogeneity, is written as

C

lep ZZ(R -R1DAB,
i=1
whereC denotes the number of customer clasBedenotes the (cumulative) probability that there is at least one
client from classes 1 throughwith an outstanding request (wiy defined as 0), anfl denotes the average
server bandwidth usage over those periods of time during which thatddast one client from classvith an
outstanding request but none from any class indexed lowet.than

An approximation for the probability?, can be obtained using a similar approach as was used for the
corresponding quantity in the approximation for homogeneous clieRtés equal to the average duration of a
period during which there is at least one client from classbsolighi with an outstanding request, divided by

the sum of this average duration and the average request iital-time for this set of classea/(zikzlxk,

whereA, denotes the rate of requests from claskients). The average duration of a period during which there is
at least one client from classes 1 througlith an outstanding request is approximated by the average duration of

. , . i : LI .
an M/G/e busy period with arrival rate),, A, and average service tlmQZi J)L L;/b, as given by
i=1 2 =1k

GZimtili/b

( —1)/ZL:1kk, plus the average duration of the delay after the arrivalrefjaest to an idle system,

. . e o A C
until the server must begin transmittiny (—; ! (D -L; /b)), yielding
i=1 2 k=1 "Mk
ZI: Xij/b i
eJ::L _1+Z}\,J(DJ_LJ/b)
P = 1=

.iz_lkij/b i
ej_ +zl}\'J(DJ_LJ/b)
J:

The average bandwidth usafieis approximated ak; reduced by the average amount of dateceived by a
classi client while there is at least one active client from a lanaexed class, divided by the portion of the time
Di during which no such lower indexed client is active:

B = Li—X%
TB0-Ry)
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Defining f_ave by
i-1
Bave =3 B (Pj _Pj—l)/ P,
i=1

the quantityx, is computed using
X = f; (Di Pi—1)+(,5_aV‘? -5 )Ei ,

whereE; denotes the average portion of the tilmeuring which a clasisclient receives data from the channel at
the higher average rate equapt@ve, owing to the presence of requests from lower indexed classes,thathe
at the lower rates. A simple approximation foE; would beD;P,,, but this would neglect the impact of
variability in the portion of timeg; that there is at least one active client from a lower indlekass, during the
period over which a particular clasglient is active. In particular, there is a maximum lengthiroé during
which a clasd client can receive data at the higher average rate, witmutmulating an amount of data
exceedind.;. Noting thatt; is at mosD;, we capture the first-order impact of variability by assunaitigincated
exponential distribution far, with rate parametes; such that the average of the distributioDiB; ;:

L _(ee)f-so)-o.

During the portion of time when a classlient is receiving data at the higher average fatve, the rate at
which additional data is received (i.e., beyond that which would othefvésreceived) is given b/ ave—p;.
Since at mosk; data can be received in total during this time period, the avemdgjtional amount of data that
can be received owing to reception at the higher averagesrappéer bounded dy—Ef. We approximate the
maximum length of time during which a clas<lient can receive data at the higher average rate, without
accumulating an amount of data exceedindy t_max = min[D;, (Li—Ef)/(_ave-5)]. An approximation for

Ei is then obtained as

_ —<p,t_ma>g) o ( —(p‘t_ma)g) —o;t_max _ ;D
E = (1 e /p; —t_maxle +t_max e e 1
l_e_‘P\D\ 1_e_‘P|Dl

where the first term is the probability tiatoes not exceetd max times its expected value in this case, and the
second term is_ max times the probability thdtexceeds max.

The above analysis results in a system of non-linear equationsatn&asily be solved numerically, beginning
with the quantities for class 1 and proceeding to those for suoekyskigher indexed classes. Although the
analysis might seem complex, simpler variants were found todudstantially poorer accuracy. Note also that
for the case in which the client classes have identicahdD;, the analysis yields identical bandwidihsand
the bound reduces to that given earlier for homogeneous clients.

Sample validation results comparing the analysis against siomdaof theslp protocol are presented in Figure
9(a). In the scenarios considered in this figure there are tert classes, with; =L, = 1 andD, = 5D;. The
maximum sustainable client reception rhatés fixed at one. Five combinations of request rafes X,} are
considered, and the percent relative error in the average sandwidth usage computed using the approximate
analysis is plotted against the slaBk-(/b) of the low slack clients (class 1), for each requestaatebination.
Additional experiments included a full factorial experiment for th&s€ systems, and an experiment in which a
large number of randomly generated systems with 3-6 classesested. In all these experiments no case was
found in which the absolute relative error exceeded 20%.
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Figure 9: Impact of Class-Specific Maximum Delay$L = 1,D, = 5D;, varying arrival rates {A1, A,})

6.1.2 Extension of Cyclic/cd,bot

The cyclic/cd,botprotocol is extended to accommodate heterogeneous clients as follbesduration of each
multicast transmission is limited to at most the maximum vefug/r over all classesthat have active clients at
the beginning of the transmission. As before, if the last acligat completes reception of the file and there are
no more listeners, the transmission is terminated early. Thg Aldlecomes variable, now being dependent on
which classes have clients with outstanding requests. At the beginning of eggbedield, it is initialized to the
minimum value oD—L;/r over all classesthat have active clients. If a client of some other glasgves during
the delay period, and the time remaining in the delay period exBgddh, the length of the delay period must
be reduced accordingly. As before, each client obtains the effirgitfier in a single busy period, or in two
busy periods separated by an idle period, and the optima&qual td.

Representative simulation results comparing performance witextieededcyclic/cd,botprotocol to the lower
bound defined by the optimalp protocol are presented in Figure 9(b). (The analytic approximaton f
Section 6.1.1 is not used here, as the differences from optimatifclé/cd,botare not sufficiently greater than
the errors in the approximation.) As in Figure 9(a), there are two cliesseslavitiL; = L,= 1 andD, = 5D,, the
client reception raté is fixed at one, and five combinations of request ralgsX;} are considered. As the
figure illustrates, the achieved performance is reasonably close to optimal.

Figure 9(c) shows the maximum delay for class 1 clients (thenman delay for class 2 clients is five times

greater) as a function of server bandwidth for ¢kelic/cd,botprotocol, for the same scenarios as previously
considered. Noting that the curves can be separated into three basagsonly on the request rate of the low
slack clients, the main observation from this figure is themahimpact of the request rate of the “high slack”
clients on system performance.

6.2 Class-Specific Reception Rates

Suppose now that classclients have a class-specific maximum sustainable clieeption rateb, as well as
maximum delayb;, but commorL; =L. Section 6.2.1 presents an algorithm for computing a lower bound on the
required average server bandwidth. In Section 6.2.2, scalable downloadlgrfdodhis context are proposed
and their performance evaluated.

6.2.1 Heterogeneous Lower Bound

Theslp protocol can be suboptimal when there is heterogeneity in clieayitiex rates. For example, consider a
scenario in which two clients request the file at approximaha\ysame time, one with a relatively high reception
rate and a relatively low maximum delay and one with a lowptege rate and a high maximum delay, and in
which no other requests arrive until these two clients have cadpleteption. Witlslp, the server will delay
beginning transmission for as long as possible, and then, if it ligheaate client that has no slack at this point,
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Table 3: Notation for Heterogeneous Lower Bound

Algorithm
Symbol | Definition B =0, yS,'ib —01<i<K
K Length of request sequence, with requests for j=1 toK
indexed from 1 t& in order of request deadline hib hib
c(j) The class of the requgstlient Xjo =L-yia
" Arrival time of request B =B +x"°
TP Deadline of request(T,” + D) fori=j+1 toK
Tii gimglfromfthe arrivt?l cD)f req\;;e'stmtil the if T.A <TJ.D then
eadline of reque$t(T,” —T; ]
X; Amount of data receii/ed by the requieslient, th i mm{xzﬂb’ L- y?l‘bl" o Tj.i = y?l'bli ’ bC(i)TivJ'}
from transmissions not received by any client else
with an earlier request deadline x]h'lb =0
X Amount of data received by the requieslient, hb . hib hib
from transmissions not received by any client Yii = Yi-u T X
with an earlier request deadline, that is also end for
received by the requeistlient (| <i < K) end for
Vi Sum ofx; for 1< k <j
B Total amount of data transmitted to serve Figure 10: Heterogeneous Lower Bound Algorithm
requests 1 through

begin transmitting at an aggregate rate equal to the rateedfigh rate client. However, in this case greater
sharing of the server transmissions, and thus lower server bandvsiagfe, could be achieved by starting
transmission eatrlier, at the low rate.

Using the notation in Table 3, Figure 10 presents an algorithm &dsa lower bound on the server bandwidth
required to serve a given sequence of request arrivelle algorithm considers each reqyestorder of request
deadline; i.e., the time by which the associated client must hawpleted reception of the file so as not to

exceed the maximum delay for its respective class. The quaﬁt‘?t)approximates (in a manner allowing a

lower bound on server bandwidth to be computed) the amount of additional datac@ieed by earlier clients)

that the server would need to transmit to enable the requeieint to meet its deadline. This quantity is

computed as_ -y ;, where y"™ ; is the total over all earlier reque&t®f an optimistic estimate of the

portion of x™® that the requegtclient could have shared reception of. A proof tadt =¥} x® is a lower

bound on the total server bandwidth required to serve requests 1 thisugjiien in the Appendix. In the case
that all classes share a common maximum sustainable clieptimctrate, the lower bound is tight and gives the
bandwidth used bglp. With heterogeneous client reception rates, the bound may be unachievable.

6.2.2 Protocols

Perhaps the simplest protocol for serving clients with heterogemeoaption rates is to dedicate a separate
channel to each class. Any of the scalable download protocols fraiorS&aan be utilized on each channel,
with transmission rate chosen not to exceed the maximum sustaieabjsion rate of the respective clients.
The disadvantage of thieparate channelprotocol is that there is no sharing of server transmissions among
clients of different classes.

A second approach, termed hehared cyclic/listeners (s-cyclic/Bxtends theyclic/l protocol from Section 3.2
to this heterogeneous client context. The client classes are dndexecreasing order of their associated

" The algorithm as presented in Figure 10 has coxitpl®(K?), but can easily be implemented in a more efficieanner in which only
requests whose time in system overlaps with that of requeast explicitly considered in the inner loop.
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maximum delays, aggregating any classes with equal maximulysdeta a single class. A channel is created
for each class, with the transmission rate on channel 1 cho$#D,aend the rate on channefor i > 1 chosen
asL/D,-L/D_,. Classi clients listen to channels 1 through The server cyclically multicasts file data on

each channel, whenever at least one client is listening. Bdenashere (as well as for the remaining protocols
discussed in this section) that through careful selection of the iorddrich data blocks are transmitted on each
channel [7, 8], and/or use of erasure codes with long “stretch facdoctient listening to multiple channels will
nonetheless never receive the same data twice. The aserage bandwidth usage on each chanmeay be
derived in a similar fashion as for thgclic/l protocol, yielding

REULIANES S 4D,
Bseri :(L/Dl{l_e Z':IMDJJ'* Z(L/Di —L/Di-l)(l—e Z’:'}L’D’j.

i=2

This protocol achieves sharing of server transmissions amomgsatiedifferent classes, but as with thelic/l
protocol there will be periods over which transmissions on a channel serve hefativelients.

The near-optimal protocols for delivery to homogeneous clients thed pmposed in Section 5 have the
characteristic that whenever the server transmits, it iseamaximum client reception rate Intuitively, for
fixed maximum or average client delay, transmitting at the maxi rate allows a greater delay before beginning
any particular transmission, and thus a greater opportunity for batchimgontrast, note that in ttsecyclic/l
protocol, clients of each clagseceive server transmissions that are at an aggresjatequal to theninimum

rate required to complete their downloads within tbpe The key to devising an improved protocol is to achieve
a good compromise between use of higher aggregate rates, whidh lpettar batching opportunities for the
clients that can receive at those rates, and low aggregjatethat maximize the sharing of server transmissions
among clients of different classes.

We define a family of protocols that enables such a compromidell@ss. The client classes are indexed in

non-decreasing order of their reception rates. A channel isdré&at each client class, with the transmission

rater; on channel chosen as —Z‘j'jlrj 2 Classi clients receive an amount of datbon each channg| for

1< j<i, as determined by the protocol, such that zij:llij . Server transmissions on each channel follow a
protocol such as the extendegtlic/cd,botprotocol from Section 6.1.

Within this family, two extremes can be identified. At one ex&ealients receive the maximum amount of data
possible on the lower-numbered channels, thus maximizing the sharingnemissions among clients of

. - e . - i,k
different classes. Specifically, classlients receive an amount of ddfa= min[L—Zﬂ(iI ,I.D;] on each channel

i
j, 1< j<i.'® Atthe other extreme, batching opportunities for claslients are maximized by equalizing their
slack on each channel. In this cal,d;e; (rj/q)L for each channg| 1< j <i. Simulation results have shown that

neither of these protocols yields uniformly better performance thanother, and that the performance
differences between them can be quite significant.

The best intermediate strategy can be closely approximatedpbgt@col termed hereptimized sharingin
which thel/ values are chosen to be approximately optimal. Withasses, the number of free parameters in the

optimization problem i<C(C-1)/2. For each candidate allocation, the approximate lower bound arfedysis
Section 6.1 can be used to estimate the average server bandwidthawiallocation. With a small number of

8 Alternatively, a large number of channels may mpleyed, with the server transmitting on each atshme low rate. Class clients
would then listen to channels 1 througtwherek; =[L/(rD; )].

° Note that ifb, = b_;, then the rate is computed as 0. Chanrnedill then not be used, but for convenience of iidg we retain it.

10 this rule results in clagsclients retrieving no data from chanighen channdlcan effectively be aggregated with charirdl.
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classes, as in the experiments whose results are presented. lvare,be discretized and exhaustive search
employed, for example, to find an allocation that results in the minimum predictedj@wsarver bandwidth.

Note that with all of the above protocols, the amount of data reteinesach channel by a client is statically
determined according to the client’'s class. We also considexthasion to heterogeneous clients of she
protocol, in which a client’s use of each channel is dynamicallyrmdeied. The client classes are indexed in
non-decreasing order of their associated maximum sustainableisaagpes. The server transmits at aggregate
rateb, whenever there is at least one client from clabat has no slack, and there is no such client from a class
indexed higher than Channels are defined (as in the previous protocol family, for eengoich that a clags
client can receive at rate mj[b;] whenever the server is transmitting at aggregatebrate

Figure 11 shows representative performance results, using the@deeteous lower bound algorithm from
Section 6.2.1 to provide a baseline for comparison. Fosdparate channelandoptimized sharingprotocols,

the optimalslp protocol is used on each channel, although as illustrated in Figurase(lof the more practical
cyclic/cd,botprotocol would not greatly impact the results. For the heterogenéentsstp protocol and for
optimized sharingsimulation is used to obtain the results shown (although as noted phgvibesapproximate
lower bound analysis is usedaptimized sharindo determine the data allocation), while smparate channels
ands-cyclic/l the results are from analysis. In the scenarios considerbiifigure there are 3 client classes
with respective reception rates of 0.2, 1, and 5,n@lues such thdD; = bD; for all classes, j. The total
request arrival rate is (without loss of generality) fixedree, and the different parts of the figure correspond to
different choices for the division of the total request rate among the classes.

The principal observations from this figure are: (1) $keparate channelprotocol yields poor performance,
even in this scenario with greatly differing client receptates; (2) thes-cyclic/lprotocol can yield performance

as poor, or worse thageparate channelgote, however, that the protocol does relatively better when the classes
are more similar); (3) theptimized sharingprotocol yields substantially better performance tkaparate
channelsands-cyclic/l and never worse (and sometimes significantly better) than theogeneous clierglp
protocol; and (4) theoptimized sharingprotocol does not appear to leave much room for performance
improvement, achieving within 25% of the lower bound on maximum client delay in all sxeoanisidered.

7. Conclusions

This paper has considered the problem of using scalable multicastgisoto support on-demand download of
large files from a single server to potentially large numbafr clients. Lower bounds were developed that
indicate the best achievable performance. An optimized cyclioastl protocol and two batching protocols
optimized for average and maximum client delay were found to hgwiicantly suboptimal performance over
particular regions of the system design space, motivating the development ofmilphgtocols.
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In the case of homogeneous clients, the best of the new practicagisothat focus on improving maximum
client delay ¢€yclic/cd,bo} yielded results within 15% of optimal, in all scenarios conside8anhilarly, the best

of the new protocols designed to improve average client delayiq/rbd,co} yielded results within 20% of
optimal. Both these protocols allow clients to begin listening to an on-goulticast if one is in progress at the
times of their requests. Both protocols also achieve efficigohing of clients through use of a batching delay
prior to the start of each multicast transmission and by limiting the tranemagation.

With the objective of minimizing the maximum client delayglic/cd,botuses a batching delay of fixed duration,
and terminates each multicast transmission after delivanmdull file or when a client completes reception of
the file and there are no remaining listeners. In contrast, thittobjective of minimizing the average client
delay cyclic/rbd,cotinitiates each new multicast transmission only when the numbeaitihg clients reaches
some minimum value. The multicast is terminated when the sltbat were waiting at the beginning of the
multicast have completed reception, and the number of newly arfieatiscstill listening to the multicast drops
below some minimum value.

For heterogeneous clients, the proposgdimized sharingprotocol achieved within 25% of the optimal
maximum client delay, in all scenarios considered. This protocolrgkiple channels to deliver the file data,
and an analytic model to estimate the optimal amount of dataatiatcéass of clients should retrieve from each
channel. An interesting observation is tlogtimized sharingcan substantially outperforsend as late as
possible which is optimal in the homogenous environment.

The work in this paper has focused on protocols for delivery fromghesserver. On-going work concerns the
problem of devising optimal and near-optimal delivery protocols when files areatepl at multiple servers.
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Appendix
This appendix provides a proof of theterogeneous lower boumdmputed using the algorithm in Figure

10; i.e., thatBJhlb < B; for any realizable protocol. We actually prove a stronger tyésyilconsidering a more

general algorithm in which the expression givixitf in Figure 10 is replaced bl - y?ﬂj -¢&;, Where theg;, 1

<j <K, can be chosen to be any values suchtthag!™, ; > ¢, = 0.

The proof that this more general algorithm yields a lower boun8;onses strong induction gn As each

client receives an amount of data equal to the filelsize the case of just a single requé$f =L-g <L =B,

thus establishing the induction basis. Now, assumeaffac B;, B <B,,, ..., B/ < B, for somej>1. We

show thatB]'; < B, by establishing that

Bﬁ"b+L—YE,'?+1S B tL= Vi jn (B.1)
fork=1, 2, ...,j. Note that fok =}, relation (B.1) implies that
B = B 5= B + Ly e,)< B+ Ly By = B = B
We show relation (B.1) by strong induction kn Fork = 1, sinceB"® =L-g, B =L, y'[» =X [x1, and
Yija =% 4, relation (B.1) is equivalent toy ;< x'pq+&. If TH2TP, x4, =X =0 and the relation
holds. Otherwise, using the expression givitifj in Figure 10,% ;,, < X'\, + & is equivalent to

X SMIN{L=€1, L, bejagTyjaas begjanToad +1
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Since the amount of data received by the request 1 client frogniissions also received by the reqye4t
client can be at modt, and at mosb;.1) times the period over which such transmissions can occur, this
establishes the induction basis.

Suppose now that relation (B.1) holds fork-1, ..., 1, for somek such thatj>k =1, and consider the
relation fork+1. |If TJ+1_Tk+1, then yk+l,j+l_yk+l,J+l_0 and the relation holds since from the inductive

hypothesis on the main clain;\} < B,,; for k <j. There are four cases to consider wign<T.;, based on
which term in the expression giving'? in Figure 10 yields the minimum (i.e., whethg}’, |, is equal tox¥,
L- yl?,lkj)+1v Be(jany Tkt j+1 — ylr(1,|tj)+11 OF B jany Thatksa )-
Casel: Xt ju = X

Since relation (B.1) holds fdrfrom the inductive hypothesis,

S5 L o= B0 e L e )= B Loyl
SBe+tL=Y a1 SBet L=V + M = X 1) = Braa t L= Yis jn

which establishes relation (B.1) fer1 for this case.
Case2 X =L-Yoju

Since from the inductive hypothesis on the main cla{f, < B,,, fork<j,

B +L— yl?!P:LJ+1 =B +L (YE|?+1 + Xk+1lj+l) Bi + L _(yk|j+1 + (L Yk, J+1» Bi < By < By +L- Yi+1, j+1

establishing relation (B.1) fde+1 for this case.

. hib — hlb
Case3: Xg+1,j+41 = bc(j+1)Tk+:Lj+1 ~ Yk, j+

From the inductive hypothesis on the main claBfl; < B,,, for k <j. Also, SinC€Ty.1j+1 IS the time from

the arrival of requegt-1 until the deadline of requestl, andy.1j.1 iS the total amount of data received by the
requesfi+1 client from transmissions also received by at least one dibat, with request indexed at madstl,
we must havey, . j.« < by Tk j« - Therefore,

hib hib hib hib hib hib hib hib hib
Bis1 + L= Y1 j+1 = B * (yk ja Tt Xk+LJ+1) Bis1 tL- (yk,j+l + (bc(j+1)Tk+l,j+1 Yk, J+l)) Byt + L =Bgjun Therjr

SByg tL _bc(j+1)Tk+:Lj+1 S By L= Vi ju
establishing relation (B.1) fde+1 for this case.
Cased: X4 je1 = Bogjun Teatket
This case is divided into sub-cases depending on the other requasig,ihose deadlines fall between the
arrival time and the deadline of requiest.
Cased.l: X1 ju1 =De(jan Tessier, @nd there is no requesdti <k ) such thatr, <T° <T.2;.

Since there are no clients with earlier request deadlinesuthatble to share the transmissions required for

requestk+1, By, =B, +L. From this fact together Wit <L, Vi s = Vi jo1 = Xos o1 < Oegjon Thwsker, @Nd

since relation (B.1) holds fdrfrom the inductive hypothesis, we have
hib hib hib hlb hlb hlb hib hib hlb
Bis1 t L= Yisnjur = (B + Xk+1) (Yk ja Xk+1,]+1) (B +L- yk,j+l) (Xk+1 bc(j+1)Tk+l,k+1)
= (Bk +L- yk,j+1) ('— _bc(j+1)Tk+:Lk+1) = (Bk + L)"' L _(yk,j+1 +B(j41) Tkarks1)S Biar ¥ L= Yisr jun

which establishes relation (B.1) fer1 for this case.
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Case 4.2:  Xp4y 4 =by(j+yThssksr, @nd there is at least one requegts k) such thatt}, <T,° <T,2; and such
that thljb+1 L~ Yih—l?..j+1 .

This case cannot occur sincg'; =L-y",,, would imply that x} ., =0

: hlb —
assumption thak,=; ;.4 = Begjan Teerksa -

, in contradiction to the

Case 4.3:  Xp4y 41 =by(j+yTkssksr, @nd there is at least one requegts k) such thatT,}, <T,° <T,2; and such

hib  _ hlb
that X j+1 = bc(j+1)Ti,j+1 ~VYi-1j+1-

P hib hib hlb hib hib hib
Since X 4 =Pg(jan Tharker AN Y1 2 Vi e, WE hAVE Vi 11 = Vi jaa + Xiwn jur 2 y, J+l +Dc(jagy Tersien -
P hib  _ hlb hib hib
Since X'’ =bejuyTiju y,_Lm, and  therefore vy =Yl js + %41 =PejupTiju,  this  yields

hib : R
Vit j+1 2 Bogany T jor +Bojan Theaker s USING Tywryar > Tiar j41 —Ti o2, @Nd the fact thabg . T j+1 2 Yierjo1» this

implies that yk+Lj+l > Y j+- TOgeEther with the inductive hypothesis on the main clafly, < B,,, fork<j,
this yields
By +L— yE'f’l,ﬂ SByytL- Yk+1|+1 <Bys1 * L= VYisjn
which establishes relation (B.1) fier1 for this case.
Case 4.4 X1 jn :bc(j+1)Tk+:Lk+1’ and all requestis(i < k) such thatT/j; <T.° <T.2, (of which there is at least

one), are such thak"’,; = x"

Letn > 0 denote the number of such requests, indkxgeh throughk. Given thatx"",, = x"™ for each such
request,
BI?LBI. +L- ymbl,ﬁl (Bhlb + kZ:Xhle"' L- (ylt“bn j+l + kz thIJb+1j - hlb +L- yglbn j+1 +(Xl?l+tg|. XI?IJBLJH)
i=k+1- i=k+1-

Since relation (B.1) holds fd-n from the inductive hypothesis, this implies

hib hlb hib hib
Bk+1 +L- yk+l.j+1 = Bk nt L- Yk- nj+l +(Xk+1 Xk+l.j+1)

Using X 11 =Be(jay Tesriea @Nd the fact thakl! <L yields

hlb hlb
Bk+1 +L- yk+:LJ+1 = Bk nt L- Yk- n,j+1 +(L bc(J+1)Tk+:Lk+1)

Consider now the total amount of data that the requéstlient receives from transmissions also received by at
least one of the clients with requests indeketi-n throughk+1, but not received by any client with an earlier

k+1
request deadline, i.e., > x ;.. The portion of this data received after the arrival of reqkektis upper
i=k+1-n
bounded byb ;. Ty.1x.1- The portion of this data received prior to the arrival of reck#esis upper bounded

k+1 k+1
by > x-L,since > x givesthe amount of data received by the clients with requnetgsedk+1-n through
i=k+1-n i=k+1-n
k+1, from transmissions not received by any client with an eadiguest deadline, and at leasbf this data
must be transmitted after the arrival of requedt so as to serve this request. (Note that all of the dateveec
by the requesk+1 client, must be from transmissions not received by any clightamequest deadline earlier

than that of requesk+l-n, since such deadlines occur prior to the arrival of reqkedt) Thus,
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k+1 k+1 k+1 k+1
z Xi,j+1 < bC(j+1)Tk+l.k+l + Z Xi - L y or L _bC(j+1)Tk+l.k+1 < z Xi - Z Xi,j+1 y yleldlng, When applled Wlth the

i=k+1-n i=k+1-n i=k+1-n  i=k+1-n

previous relation,

k+1 k+1
hlb hlb —
Bk+1 +L- yk+Lj+1 s Bk-n +L- yk—n,j+1 +( ZX1 - in,j+1j = Bk+1 +L- yk+Lj+1
i=k+1-n  i=k+1-n

and establishing relation (B.1) flk#1 for this case.

Case 45 X4 ju =bespThsker, and all requests (i<k) such that T/, <T,° <72, are such that
eitherx"ly = by .y Ty OF X =X, with at least one having"?,; = b,y Ti; -

Define two requests indexgxiq (p < g, and thusT;’ <T;”) as overlapping iff{* <T. Define “(in)directly
overlapping” as the transitive closure of the overlapping relatibet U denote the set of requests that are
(in)directly overlapping with requegt 1 when considering only requestl and those requesissuch that
i <k+land x7; =by;.T;. Note thajU |z 2, since by the assumptions of this case, reduests inU as is at
least one other request. Let the index of the requéswiith the earliest arrival time be denoteddoyNote that

if TA<T/,, then, sinc@®/}; <B,,, fork <j from the inductive hypothesis on the main claim,

hib hib hib
Birt + L= Yierj+1 < Bisa L =Bg(jua) Tiar j1 S Biar + L =Bg(juny Tianios S Byag ¥ L= Yian jaa s

which would establish relation (B.1) fe#1 for this case. Assume in the following tiTgt >Tjﬁ1.

Let V denote the set of requestd <k) such thatr* <T,® <T,2; and such thak",; # by, T;; . No request

idVv can havexi*j'jb+1 = L—yih_”jjﬂ, by the same reasoning as used for case 4.2 above. Also, ifléasabne

requesti OV, X\ =by . Ti v~ Yitsj+1, then relation (B.1) is established florl for this case using similar

reasoning as used for case 4.3 above, e, frogf; =y . +x"" =byupTi . and

Vi j+1 > Besn Tessjo1 2 Yisr s+ THUS, in the following, assume thet’,, = x™ for each requestdv .

Let B, denote the total amount of data in the transmissions received by onere of the set) clients.

Note that these transmissions would be sufficient for servilgies request stream includingly the requests
in the setU. Therefore, from the inductive hypothesis on the main cl&gn,s lower bounded by the total

amount of transmitted data that would be computed by the (more gemithathe ¢;) heterogeneous lower
bound algorithm, when applied to this reduced request stream. Denotalube gomputed for the reduced
request stream, and the values used in this computation, with the supersctipt We claim that it is possible
to choose thes| values such that for each request in the reduced stream, i.eeqaebti U , x"” =x". To
see this, note that for the requésiiU with the earliest deadline (and thus the first request in ftheceel
request stream)gi*l can be chosen als—xi'I'b. For the request, DU with the next earliest deadline, note that

yi'h, 2y, since the presence of requeisis the full request stream with deadlines prior to thaf,cdnd the

resulting nonnegative?

i values, cannot decreasg;, . Similarly, requests intermediate betweein andi, in

n°i, 2 Yoo, implying that &, can be

the full request stream contribute nonnegaﬁ«fﬁ values, and thug;
chosen asyi';'?li2 —yi‘I{?z* +¢&,. Similarly for the other requests U in general, theei*I values can be chosen in

order of request deadline, such taat=y"™; -y, +&, . Thus, Y x™ =3 x"" <B; .
iy iy
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Letm> 2 denotelU |+|V |. Fromx'\’; =x" for each requestdV , we have

hib hib hib hib hib hib hib hib
Bk+1+|- yk+l,]+l (Bkﬂ—m + in +in J"'L (yk+1-mj+1+ ZX| j+l+le J+1J
iJ iov

= B8 L W+ TP - |
which implies, since relation (B.1) holds forl-m from the inductive hypothesis,
BI?L?. +L- yk+:LJ+1 = Bk+1— +L- yk+1—m j+l +(Z Xhlb Z thljb+1J

Since x.; =b,(.yT;,; for each requestiu , by .y Teipe < z X" - Together withy x™ < By, , this yields

hib
Bisa tL- yk+ZLJ+1 SBrim L= Yisimja * (Bu bc(j+1)Tk+:Le)'

Consider now the total amount of data that the requéstlient receives from transmissions also received by at
least one of the clients with requests indeked-m throughk+1, but not received by a client with an earlier

k+1
request deadline, i.e., > x; ;. - The portion of this data received after the arrival of requisstipper bounded

i=k+2-m
by bgj+Tkae- The portion of this data received prior to the arrival of reqeest upper bounded by

k+1 k+1
> x, —-By, since > x gives the amount of data received by the clients with requneletsedk+2-m through

i=k+2-m i=k+2-m

k+1, from transmissions not received by a client with an eadiguest deadline, and at le&gt of this data is
transmitted after the arrival of requestas it is received by one or more betlients. (Note that all of the data
received by set) clients, must be from transmissions not received by any clightanrrequest deadline earlier
than that of requedt+2-m, since such deadlines occur prior to the arrival of any of th& sdients.) Thus,

k+1 k+1 k+1 k+1
2% 4 SPunThare + 2% =By s OF By =BgjunThare S 2% = 2 X i« Yielding, when applied with the
i=k+2-m i=k+2-m i=k+2-m i=k+2-m

previous relation,

k+1 k+1
hib —
Bs1 tL— YK+1,J+1 SBgamtL- Yk+1-m,j+1 +[ Z X = Z Xi,j+1} =By tL- Yik+1,j+1
i=k+2-m  i=k+2-m

which establishes relation (B.1) fer1 for this case.
As the above cases are mutually exhaustive, relation (B.1)}dblisked, and thus also the main claim.
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