Efficient and Highly Available Peer Discovery:
A Case for Independent Trackers and Gossiping
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Background
BitTorrent

= Arguably biggest source of p2p traffic

= Contents split into many small pieces
= Pieces are downloaded from both leechers and seeds

= Distribution paths are dynamically determined
= Based on data availability

= At least one overlay per content
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Peer discovery in BitTorrent
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= Torrent file

Background

Multi-tracked torrents
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Multi-tracked torrents
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Scalable ... Why an issue??
BitTorrent efficiency vs. swarm size

Early analytical model
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Measurements
Two basic datasets

= Screen scrapes of www.mininova.org
= Popular torrent search engine
= 1,690 trackers (721 unique)

= Tracker scrapes of known trackers (Oct. 10-17, 2008)
= 2.86 million unique torrents
= Roughly 20-60 M concurrent peers (depending on day)
= 330,000 swarms overlap with screen scrape



Throughput vs. swarm size

= Throughput estimation

b
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Throughput vs. swarm size

= Throughput estimation
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Dynamic Swarm Management
Improving BitTorrent performance

= Trade-off in multi-tracking
= Load sharing and increased availability
= Smaller swarm sizes = lower throughput

= Goals of dynamic swarm management
= Efficient peer discovery
= Avoid swarm partitioning (performance penalty)

= High availability
=« Independent trackers
= Load balancing (for large torrents)

= Small overhead
= Management traffic (at trackers and peers)



Candidate approaches

= [racker-based protocol
= Requires trackers to be modified (e.g., DSM)

G.Dan, N.Carlsson, “Dynamic Swarm Management
for Improved BitTorrent Performance”,

s Jorrent-wide DHT Proc. of IPTPS 2009
= Consistency and stale routing tables under churn
= Overhead

= Peer-based protocols
= Independent trackers and gossiping
= Transparent to the trackers
= Constant overhead independent of torrent size
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What have we learned so far?

= Good peer discovery mechanisms important
= Small torrents bad ...

= Centralized peer discovery (single central tracker)
= Single point of failure
= No load balancing opportunities

= Multi-tracker approach
= Connect with all trackers => High overhead
= Connect with one tracker => Disjoint sets (smaller swarms)



Main question addressed

Is possible to achieve highly available and efficient
peer-discovery, which avoids the formation of disjoint
swarms, at low overhead by employing independent
trackers and relying only on a gossip protocol?



Two protocols

= Random Peer Migration (RPM)

= Random Multi-Tracking (RMT)



Randomized Peer Migration (RPM)

= Slightly Modified BitTorrent peer behavior

= Component 1: Peer migration
= Randomly chosen peer changes swarm
= Intensity of migration (B) [non trivial]

= Component 2: Peer EXchange Protocol (PEX)

=« Peers exchange neighborhood info using
gossiping



Random Multi-Tracking (RMT)

= Slightly Modified BitTorrent peer behavior

= Component 1: Multi-tracked Peers
= Random arriving peer connects to k trackers
=« Intensity of multi-tracking (B) [non trivial]

= Component 2: Peer EXchange Protocol (PEX)

= Multi-tracked peers exchange neighborhood info
using gossiping



Random Multi-Tracking (RMT)

= Component 1: Multi-tracked Peers
= Random arriving peer connects to k trackers
: multi-tracking ()

= Multi-tracked



Peer migration (using RPM)

= How to pick a good migration rule??
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Peer migration (using RPM)
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Mixing Performance

s Virtual swarm size
= Fraction internal and external ( y,) peers known in swarm
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RPM Protocol Performance

= Lower bound under exponential assumption
(holding, migration)
= 1) share of peers implements RPM, look at tracker r
= External peers known time z after last migration Y, ,(z)> pe™
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RPM Protocol Performance

= Lower bound under exponential assumption
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Mixing efficiency (RPM)

Swarm imbalance
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Mixing efficiency (RPM)

Swarm imbalance
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Mixing efficiency (RPM)

Swarm imbalance (limited peer memory)

Virtual swarm size (Mt)
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Mixing efficiency (RPM)

Swarm imbalance (limited peer memory)
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Mixing Efficiency

RPM vs torrent size (analytic + simulations)
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Mixing Efficiency

RPM vs torrent size (experiments rTorrent)
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Case study

BitTorrent measurements

= Most swarms are small = Many torrents consist of
= Power-law: Long tail of several swarms |
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Throughput improvement

RPM/RMT with parameters (p, nB, u/v)
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Throughput improvement
RPM/RMT with parameters (p, nB, u/v)
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Summary of Contributions

= Two distributed protocols for swarm management
= Independent trackers
= Gossip protocol
= Constant overhead, independent of swarm size

= Analytical model (based on renewal theory)
= Simulations and experiments validate the model

= Large-scale measurement evaluations
= The performance of small swarms is worse
= Most swarms are small
= Many torrents consist of several swarms
= Assess potential throughput gains



Thank you!

Efficient and Highly Available Peer
Discovery: A Case for Independent
Trackers and Gossiping

Niklas Carisson (nikias.carlsson@liu.se)



