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Current segment  
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\begin{array}{cccccc}
1 & 2 & 3 & 4 & 7 & 10 \\
\end{array}
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• Exponential number of candidate schedules
• Our optimized policies restrict the number of candidate schedules to consider
  – Policies differ in number of candidate schedules and how aggressive they are (in choosing qualities)
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- **Single connection**: baseline comparing to policies which do not use multiple connections
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## Comparison Between Policies

<table>
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<table>
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<tr>
<th>Policy</th>
<th>Connections</th>
<th>Schedules considered</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single connection</td>
<td>1</td>
<td></td>
<td>$\sum_{i=1}^{n_e} q_i l_i + \sum_{i=n_e+1}^{n_e+</td>
</tr>
<tr>
<td>Greedy bandwidth</td>
<td>$1 \leq c_i \leq C^{\text{max}}$</td>
<td></td>
<td>$\sum_{i=j}^{j+m} q_i l_i$</td>
</tr>
</tbody>
</table>

- Single connection: baseline comparing to policies which do not use multiple connections
- Greedy bandwidth: bandwidth aggressive as opposed to aggressive quality choices
- Naïve: benchmark to regular branched video players
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• **Greedy bandwidth** aggressively grabs bandwidth
  – Lower playback rate
  – More stalls
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  - E.g., Single connection policy has much more stalls when competing flows
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Capped Workahead

• How to handle workahead when video contains branches?

• Perform ON-OFF switching based on number of branches after the closest branch point

  • $T_{\text{min}} = T_{\text{single}} \cdot (# \text{ branches})$
  • $T_{\text{max}} = T_{\text{single}} + \Delta$

Example

```
T_{\text{single}} = 8
\Delta = 4
# \text{ branches} = 2

\{ T_{\text{min}} = 16 \}
\{ T_{\text{max}} = 20 \}
```
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