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Abstract

This paper analyzes how different rhetorical attributes in
news tweets, specifically analytical, clout, perceptual, and
risk language, influence user engagement across publishers
with different bias and reliability ratings. Using the LIWC
framework to quantify these linguistic dimensions in a 5.5
million tweets dataset covering 1,553 news publishers and
capturing over 480 million tweet interactions, we perform and
present a category-based analysis that captures the relative
impact that such features have on the user engagement rates
associated with different political bias and reliability cate-
gories. While highly biased and unreliable publishers saw in-
creased engagement for clout and risk language, confirming
audience biases, the least biased ones benefited more from
analytical language. Perception language, on the other hand,
uniformly reduced engagement. These insights not only fur-
ther our understanding of persuasion tactics but also have im-
plications for curbing misinformation by aligning recommen-
dations with audience veracity and impartiality preferences.

1 Introduction
In the evolving landscape of news consumption, Twitter has
emerged as a primary source, with 53% of its users re-
lying on it for their news, surpassing other platforms like
Facebook (43%), Reddit (38%), YouTube (32%), and In-
stagram (34%), according to a 2023 Pew Research Center
study (Walker and Matsa 2023). However, the reliability and
bias of news on Twitter vary, necessitating a closer exami-
nation of the factors that influence users’ exposure and en-
gagement with different content.

Previous studies have highlighted the pivotal role of user
engagement in shaping content visibility (Ksiazek, Peer, and
Lessard 2016), a sentiment echoed by Twitter’s recent algo-
rithm release (Twitter 2023), and examined factors affecting
news engagement, including emotions (Molina et al. 2023),
negativity (Kumar et al. 2018), cognitive inhibition (Bron-
stein et al. 2021), and analytical thinking (Pennycook and
Rand 2020). However, the impact of the rhetorical attributes
of the news posts themselves is less understood.

To address this void, in contrast to these works, we
focus specifically on how four linguistic dimensions af-
fect user engagement with different categories of news.
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The four studied dimensions are analytic, clout, perceptual,
and risk language. Encapsulated by the Linguistic Inquiry
and Word Count (LIWC) framework, used by many prior
works (Jaidka et al. 2020; Khalid and Srinivasan 2020; Beel
et al. 2022), these attributes (see Sec. 3) represent credibil-
ity, authority projection, sensory grounding, and emotional
provocation, respectively. For example, analytic language
reflects logic, evidence, and critical analysis, all conveying
credibility, appealing to rationality. Clout language denotes
confidence and expertise for projecting credibility. Percep-
tual language grounds content in sensory observations rather
than abstractions. Finally, risk language plays to emotions
using defiant, shocking rhetoric, potentially increasing vis-
ceral appeal. Due to their important psychological effects,
each of these dimensions has been the focus of other stud-
ies (Markowitz 2023; Mahmud, Chen, and Nichols 2014;
Catherine A. Cherrstrom and Sherron 2023). However, no
prior work has studied their effect on user engagement with
different categories of news on social media platforms.

Motivated by the need for a nuanced understanding of
how these linguistic attributes engage diverse ideological au-
diences, we address the following Research Question (RQ):

Within audiences with different political bias and relia-
bility preferences, how does the usage of certain forms
of rhetoric shift engagement rates compared to baseline
levels without those attributes?

By engagement rate, here we refer to the number of interac-
tions divided by impressions (views). Capitalizing on Twit-
ter’s recent release of impressions statistics for all tweets
(not available until Dec. 2022), we first compiled a unique
and comprehensive dataset covering 5.5 million tweets (re-
sponsible for 80.6 billion impressions and 483 million in-
teractions) from 1,553 labelled U.S. news publishers over
a six-month period. Using this dataset, which we annotate
with LIWC rhetorical attributes, we then investigate how an-
alytic, clout, perceptual, and risk language dimensions dif-
ferentially engage audiences from distinct bias and reliabil-
ity classes. Furthermore, by differentiating between Misin-
formation and Non-Misinformation audiences and adopting
a granular five-tier bias taxonomy—Left, Left-Center, Least
Biased, Right-Center, and Right—we capture several inter-
esting dynamic effects in the modern media landscape, in-
cluding the differentiated effects based on the reliability of
the news sources, polarization effects based on both the level



of bias and the political alignment of the publisher.
Our analysis uncovers new insights, challenging common

assumptions about the influence of rhetorical dimensions.
For example, we find that analytical language typically re-
duces engagement, especially among more partisan groups.
Conversely, inflammatory risk language disproportionately
boosts engagement for unreliable and biased publishers.
These findings have theoretical implications for understand-
ing persuasive forces and practical applications for improv-
ing content legitimacy and balance. Beneficiaries include
policymakers crafting anti-misinformation regulations, plat-
form designers refining algorithms, journalistic institutions
optimizing content strategies, and behavioural scientists un-
raveling drivers of political polarization and engagement in
modern democracies.

This paper is organized as follows. The first two sections
describe related work (Sec. 2) and the selected language
dimensions (Sec. 3). The following sections describe our
dataset (Sec. 4) and detail the metrics and statistical tests
used to measure and compare distribution shifts in engage-
ment rates (Sec. 5), before Sec. 6 presents our analysis and
key insights. Finally, we present our conclusions (Sec. 7).

2 Related Works
While prior research has explored engagement differences
across platforms and information types, no prior work has
investigated how engagement with different classes of news
is affected by the rhetoric of social media posts.

Engagement with Different News Classes: Several stud-
ies have compared interaction levels on mainstream, parti-
san, and unreliable content on different platforms, includ-
ing on Facebook (Edelson et al. 2021; Hiaeshutter-Rice and
Weeks 2021), Twitter (Spinde et al. 2023; Aldous, An, and
Jansen 2022; Mohammadinodooshan and Carlsson 2024;
Vosoughi, Roy, and Aral 2018), and Reddit (Weld, Glen-
ski, and Althoff 2021). As an example, Weld et al. (2021)
show that Reddit is more resilient to low factual content than
Twitter; e.g., receiving 20% fewer upvotes for extremely bi-
ased and low factual content. Our work differs from this
line of research as we focus on how rhetorical tactics en-
coded through analytic, clout, perceptual, and risk language
dimensions affect user engagement across different bias and
reliability audience categories.

Factors Impacting User Engagement: Other re-
searchers have focused on factors affecting user engage-
ment. For example, focusing on Twitter, Salehabadi et al.
(2022) and Beknazar et al. (2022) show how toxicity in
tweets can affect user engagement, and Antypas et al. (2023)
show the positive effect of negativeness on the virality
and spread of tweets, with similar results reported on Tik-
Tok (Cheng and Li 2023) and Facebook (Rathje, Bavel,
and van der Linden 2021), while some earlier research have
reported a reverse trend (Trilling, Tolochko, and Burscher
2017) in that they observe that upbeat material tends to be
more widely shared than negative material. Among the most
closely related to our work are the works by Bellovary et al.
(2021) and Aldous et al. (2019). Using tweets from 44 news
organizations, Bellovary et al. show that negativity impact
both the left- and right-party affiliated publishers, whereas

Aldous et al., using data from 53 news organizations, study
the impact of topics on engagement with news posts. Nei-
ther of these works considers the rhetoric of the posts or the
reliability of the publishers.

Impact of Rhetorics: Others have explored the rhetori-
cal impact of LIWC features on engagement rates. For ex-
ample, Mahmud et al. (2014) considered multiple dimen-
sions, including perception, finding a significant (similar to
our work) but positive effect on user engagement. Compar-
ing with the consistently negative impact of perception in
our context (c.f. Figure 7) suggests genre-specific influences
(news-specific in our case). Lee et al. (2023) demonstrate
the impact of anxiety, anger, and informal language from
the LIWC dimensions on engagement with misinformation
tweets. Others have highlighted the positive effect of the cer-
tainty language LIWC dimension on consumer engagement
(Pezzuti, Leonhardt, and Warren 2021) or the usage effect of
different pronouns (Hu, Farnham, and Talamadupula 2021).

Getting back to the news domain, Robertson et al. (2023)
use the LIWC sentiment analysis to study the effect of nega-
tive language on news consumption. Somory et al. (2020)
study the effect of different LIWC dimensions, including
sentiment, use of pronouns, social words, cognitive mech-
anisms, perception, and time. Aldous et al. (2022) study the
effect of nine emotions (anger, anticipation, anxiety, disgust,
joy, fear, sadness, surprise, trust) extracted using LIWC on
133,487 posts by eight news organizations. Candia et al.
(2022) study the link between the moral language dimension
of LIWC and social news engagement. None of the above
works have considered the impact of the four rhetorical fea-
tures in our study on different (bias and reliability) classes
of news posts.

Our research differs from prior studies (aggregate rhetor-
ical effects) by considering how different groups of audi-
ences (by controlling the impressions variable) from differ-
ent bias and reliability preferences (differential responses)
engage with four important (as we discuss in the next sec-
tion), yet, underpresented LIWC dimensions.

3 LIWC and Selected Language Dimensions
LIWC: Lexicon-based analysis is a well-established
method for quantifying psychological and linguistic at-
tributes in text. Among existing lexicons, the Linguistic
Inquiry and Word Count (LIWC) framework stands out
for its alignment with psychological and sociological the-
ories (Tausczik and Pennebaker 2010), as well as its ex-
tensive validation and widespread use in prior ICWSM re-
search (Jaidka et al. 2020; Kim et al. 2021; Beel et al. 2022;
Haworth et al. 2021). In this study, we use the recently
released LIWC2022 version, which includes a rebuilt pro-
cessing engine and an expanded dictionary better suited to
informal netspeak and social media language (Boyd et al.
2022b).

Dimension Selection: LIWC supports two groups of lin-
guistic dimensions: (1) the standard dimensions, which pro-
vide the keywords on one specific psychological dimension
of the text (e.g., sad word groups), and (2) summary di-
mensions, which is a broader measure of a particular lin-
guistic or psychological construct. Due to space constraints,



we chose to focus on the two dimensions in each group
that we deemed most relevant to the language used in news
posts associated with different news categories: analytic and
clout from the summary dimensions, and perception and risk
from the standard dimensions. While this set differs from
those studied (in other contexts) by prior work, the criti-
cal importance of studying these dimensions is supported
by classic theoretical frameworks such as Media Richness
Theory (Daft and Lengel 1986) and Social Presence The-
ory (Short, Williams, and Christie 1976).

1) Analytic: This summary dimension reflects logical and
formal thinking, aligns well with the cognitive dimension of
communication, and is of special interest in environments
like news engagement, where the accuracy and depth of con-
tent are valued. For example, the Elaboration Likelihood
Model (ELM) (Petty and Briñol 2011) suggests that ana-
lytical language facilitates the central route of processing,
where audiences are more likely to engage deeply with the
content, leading to more stable attitude changes. Here, we
study to what extent this applies to social media news en-
gagement and (more broadly) shed light on how the presen-
tation of logical arguments and information affects user en-
gagement with different news on Twitter.

2) Clout: This summary dimension encapsulates lan-
guage that conveys expertise, confidence, and leadership.
Being indicative of expertise and authority, it resonates with
the concept of authority bias (Cialdini 2006), which refers to
the tendency of individuals to attribute greater accuracy and
credibility to the opinions of authority figures. In the context
of social media news, clout language can trigger this bias,
leading users to engage more with content that demonstrates
authority and expertise. When news sources use language
that conveys confidence, leadership, and knowledge, users
may perceive the information as more trustworthy and valu-
able, even without critically evaluating the content itself.

3) Perception: This standard dimension combines fea-
tures, aggregating sensory descriptors pertaining to visual,
spatial, kinesthetic, and auditory observations. With media
richness theory arguing that richer media, capable of con-
veying more sensory information, are more effective for
complex message delivery, we ask whether perception lan-
guage, which often includes sensory details (making news
stories more vivid and engaging) potentially lead to higher
reader involvement (e.g., due to emotional response).

4) Risk: This standard dimension measures defiance
of norms and conventions through daring, shocking, rule-
breaking rhetoric designed to grab attention. Previous re-
search supports the fact that risk language, which often in-
corporates elements of danger or uncertainty, can signifi-
cantly heighten engagement with news content as audiences
are drawn to assess threats and risks (Rozin and Royzman
2001). Accordingly, we wanted to measure this effect among
different groups of news followers.

4 Dataset Compilation
We start by outlining our multi-step methodology used for
data collection and labelling.

Publishers Selection (Step 1): We selected to use
the list of U.S publishers provided by Media Bias Fact

Check (MBFC 2023), as gathered in Feb. 2023. To focus
on the original publishers, we removed any news aggrega-
tion websites (such as alternativenews.com) from the list by
examining the description page provided by MBFC for each
publisher. After this exclusion, the dataset consisted of 4,109
original news publishers.

While there are other independent organizations assessing
and labeling news publishers, including NewsGuard (News-
Guard 2023), Adfontes Media (Ad Fontes Media 2023), and
Allsides (AllSides 2023), we have chosen to primarily use
MBFC for the following reasons. (1) MBFC is used by nu-
merous academic studies (Sharma, Ferrara, and Liu 2022;
Papadogiannakis et al. 2023). (2) The more than 4K news
publishers in the dataset allow a reliable statistical analysis.
(3) Both the bias and the reliability dimensions are evalu-
ated. (4) Ratings are up-to-date and freely accessible, allow-
ing others to more easily and accurately replicate our results.
(5) Employ a transparent methodology for their labeling pro-
cess, detailed in (MBFC 2023). (6) Lin et al. (2023) have re-
cently demonstrated a strong correlation between their rating
and other ratings, including NewsGuard (which is not free).
As a delimitation, our study does not include “social me-
dia only” news channels that might elude traditional media
watchdog groups, as we could not find a comprehensive list
of these outlets. This limitation may result in an underrep-
resentation of the prevalence of synthetic or algorithmically
generated news articles.

Augmenting Bias Labels (Step 2): Like many prior
works (Edelson et al. 2021; Huszár et al. 2022) we utilize the
Bias labels typically provided by MBFC (from left-to-right):
Left, Left-Center, Least Biased, Right-Center, and Right.

For publishers already having one of these labels as their
main bias label, we utilized the corresponding label. How-
ever, some publishers have one of the following main labels:
“Pro-Science”, Conspiracy-Pseudoscience”, and “Question-
able Source”. In these cases, similar to other works (CITAP
2022), we use one of the five main bias labels if such label
is included in the descriptive text, tags, or bias-meter icons
for the publishers (manually identified by visiting each pub-
lisher’s MBFC page). For the 304 publishers without explicit
bias classifications, we utilized Robertson et al.’s (2018) bias
scores alongside MBFC labels to construct non-parametric
Kernel Density Estimator (KDE) models for each of the five
bias groups. Gaussian kernel functions were fitted, and the
bandwidth hyperparameter was optimized using Silverman’s
rule and 5-fold cross-validation across 50 values. The tuned
KDEs were employed to infer bias labels for unclassified
publishers. For the remaining cases, the same approach was
applied using (Ad Fontes Media 2023) bias scores. The ef-
ficacy of KDEs in capturing bias stratification (with an av-
erage 0.78 macro-averaged F1-score over the cross valida-
tions), is demonstrated in Figure 1(a), with 112 publishers
excluded due to uninferrable bias labels.

Augmenting (Mis)information Labels (Step 3): The iffy
index (Josef Verbanac 2023), widely used in scholarly stud-
ies (Pierri et al. 2023; Hanley, Kumar, and Durumeric 2023;
Broniatowski et al. 2023), is a prominent method for as-
signing reliability labels to publishers. Leveraging this in-
dex, which relies on MBFC labels, we adopted a consistent
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Figure 1: Tuned KDEs. Bias scores by Adfontes and relia-
bility scores by Lin et al. (2023).

approach in our study. Given the gap between their latest
update and our Feb. 2023 MBFC data collection, we repli-
cated their methodology. Publishers marked as “Conspira-
cy/Pseudoscience” and “Questionable Source/Fake News”
with a “Low Credibility” rating by MBFC were classified
as misinformation (“iffy”). For publishers lacking some of
these labels, we employed a training KDE approach on re-
liability (PC1) values from (Lin et al. 2023) to infer their
reliability class. Figure 1(b) visualizes these KDEs.

Twitter Accounts Mapping (Step 4): We next identified
publishers Twitter accounts (mainly by visiting their web-
site) and discarded 407 publishers without a Twitter account.

Tweets, Engagement and Followers Data Collection
(Step 5): We recorded the number of followers for each ac-
count in our publisher set as of Mar. 2023. Next, we ex-
cluded accounts with less than 10K followers. This decision
was made because these smaller accounts have dispropor-
tionately skewed statistics and generally generate minimal
interest compared to the “average” account (with 562,663
followers). For the remaining 1,553 accounts, we collected
all tweets from Dec. 15, 2022 to June 2023 and their im-
pressions and interactions statistics. Dec. 15, 2022, was se-
lected as starting point since it is the earliest date from which
tweets are accompanied by view count statistics (crucial
metric for our analysis), and we were able to collect data
for all publishers to June 2023, providing us a comprehen-
sive dataset spanning six months for all publishers. Through-
out this period, the impressions and interactions statistics for
each tweet were collected simultaneously, ensuring a consis-
tent and synchronized dataset for our analysis. By ensuring
that there was at least one month delay between the post-
ing dates and the retrieval of data for each tweet, we en-
sure that most totals have converged. Prior research has also
shown that 95% of tweets cease to receive additional impres-
sions after 24 hours of posting (Pfeffer, Matter, and Sargsyan
2023).

Table 1 provides a statistical summary of our final dataset,
categorized based on bias and reliability categories. For each
category, the table shows: (1) the number of outlets (N ), (2)
the aggregate number of tweets in the dataset (Twts.), (3) the
combined sum of all interaction types in the dataset (Ints.),
including likes, retweets, quotes, and replies, and (4) the
number of impressions recorded in each category (Imprs.).
Overall, our dataset consists of 483 million interactions from
5.5 million tweets across 1,553 news outlets, which are fol-
lowed in total by 874 million users. This significant level of
engagement highlights the extensive reach and influence of

Class N Twts. Ints. Impr.

B
ia

s

Left 200 464.4K 126.2M 15.3B
Left-Center 408 1.3M 84.4M 28.3B
Least Biased 582 2.4M 27.4M 8.2B
Right-Center 170 781.5K 38.4M 9.8B
Right 193 497.8K 206.5M 19.1B

R
el

. Non-misinfo. 1,419 5.1M 266.9M 61.4B
Misinfo. 134 343.7K 216.1M 19.2B

Total 1,553 5.5M 483.0M 80.6B

Table 1: Dataset summary split per bias and reliability type.

news outlets on Twitter and underscores their crucial role in
the news consumption landscape and dissemination on so-
cial media. Finally, considering all the publishers (last row),
we note an overall engagement rate of 0.6% ( 483M

80.6B ), near to
what Twitter’s CEO (Musk 2022) has reported.

Compiling the LIWC Values (Step 6): Using
LIWC2022, for all tweets in our dataset, we then computed
the LIWC features for the four dimensions of interest.

The code and supplementary materials of this study are
public at: https://github.com/alireza-mon/liwc-news.

5 Metrics and Statistical Tests
5.1 Measuring Publisher-Level Effects
To assess the influence of each of the LIWC-determined
linguistic features on user engagement of different publish-
ers, it is important to quantify variations in the engagement
rates related to each specific LIWC feature. For example,
when considering the effects of using analytical language
for a publisher such as @nytimes, one needs to quantita-
tively compare the engagement distribution of the subset of
@nytimes tweets that exhibit higher levels of analytical lan-
guage with the overall engagement distribution of @nytimes
tweets.

Challenges with Related Metrics: While various meth-
ods, such as Cumulative Distribution Function (CDF)-based
or information theory-based approaches, exist for compar-
ing distributions, they each present limitations in our con-
text. Traditional methods like the Kolmogorov-Smirnov test
lack directionality, hindering the interpretation of linguistic
feature impact on engagement. Information theory-based ap-
proaches, such as Jensen–Shannon divergence, lack intuitive
interpretability. Additionally, tests like the Mann-Whitney
U test are sensitive to the range of values, potentially bias-
ing results across publishers with varying engagement rates.
Emphasizing maximum differences, as seen in, for example,
the Kolmogorov-Smirnov test, may overlook other signifi-
cant aspects of distribution differences. Moreover, methods
like the Paired t-test may not be suitable for the long-tail
nature of social media engagement data.

Median Percentile Shift (MPS): To overcome the above
challenges, we define and utilize “Median Percentile Shift”
(MPS) as our chosen metric. MPS is direction-sensitive, in-
tuitively interpretable, less influenced by the range of orig-
inal values, and emphasizes central tendencies over ex-
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treme differences. Its applicability to long-tailed distribu-
tions makes it suitable for equitable comparisons across pub-
lishers, irrespective of their baseline engagement rates.

Consider the illustrative example in Figure 2. Here, solid
lines show the overall user engagement rate distributions
across all tweets associated with @nytimes and @foxnews,
and the dashed lines show the corresponding distributions
over only the analytical tweets. By analytical tweets, we
refer to the ones that have an analytic score (according to
LIWC) higher than the median in our dataset. Interestingly,
while @nytimes sees right-shifted distributions signifying
engagement boosts, @foxnews exhibits left-shifts denoting
declines. This polarization underscores analytic rhetoric’s
fickle relationship with audience engagement.

Now, let us try to quantify this shift, marked as a black tri-
angle in the figure, for @nytimes. Here, we first determine
the median engagement rate of @nytimes tweets classified
within the high-analytic feature subset. This median is then
located within the total engagement distribution for @ny-
times, culminating in a percentile rank. Here, the median of
the high-analytic tweets falls at the 55.8th percentile of the
total distribution. Finally, to calculate the MPS for @nytimes
concerning the analytic feature (MPSanalytic

@nytimes) we report
the difference from the median percentile (50%), resulting
in an MPS of 5.8. In simpler terms, MPSanalytic

@nytimes = 5.8.
More formally, for each publisher (twitter account) a and

LIWC feature F , we calculate the MPS as follows. (1) Let
SF
a represent the engagement rates of publisher a’s tweets

scoring high on feature F . The rest are considered in the low
category. (2) Let the median of SF

a be denoted as MSF
a

. (3)
Let Sa denote the full set of engagement rates for publisher
a (encompassing both the high and low groups). Finally,
the “Median Percentile Shift” for feature F for publisher
a is calculated as: MPSF

a =
(
PSa

(MSF
a
)− 50

)
, where

PSa(MSF
a
) is the percentile rank of MSF

a
within Sa.

By design, MPS values always fall within a normalized
range between ±50%, regardless of the original magnitude
of the engagement rate, making it agnostic to the origi-
nal engagement levels. This facilitates equitable compari-
son across publishers with vastly different engagement rates.
Positive MPS values indicate increased engagement relative

to the publisher’s baseline for the feature (e.g., analytic lan-
guage), while negative values indicate reduced engagement.

Threshold Selection and Validation: To define high fea-
ture scores, we adopt a robust measure of central tendency.
While LIWC norms exist for general tweet domains (Boyd
et al. 2022a), they are not tailored to the news-specific con-
text of our dataset. Given the skewed distribution of en-
gagement rates, we use the median (rather than the mean)
as a more representative threshold. Therefore, tweets with
scores above the median for feature F are classified as high
in that feature. This choice helps mitigate the influence of
outliers, common in skewed distributions. We also validated
this approach by testing alternative thresholds (e.g., 50–70th
percentiles in 5% steps) and the results remained consis-
tent. We also validated the MPS approach by varying per-
centile thresholds (Appendix A), observing consistent effect
directions. Robustness checks across topics and time (Ap-
pendix B) further confirmed the stability of our findings.

5.2 Statistical Tests
In social media, including for our MPS distributions, pro-
nounced skewness and deviation from normality, includ-
ing long tails, are common. Therefore, to compare distri-
bution locations across multiple groups, we leveraged the
non-parametric Kruskal-Wallis test, which quantifies dis-
crepancy in median (and also distribution) trends. Through-
out the paper, when comparing a set of distributions, we
use a significance threshold of 0.01 and conduct post-hoc
Dunn tests on all pairwise couplings in the cases where
the omnibus Kruskal-Wallis metric flagged significant dif-
ferences. Following the same reasoning (i.e., accounting for
non-normal, skewed distributions), for the case when we
compare distributions against a constant (baseline) value, we
use the Wilcoxon signed rank test.

6 Results and Discussions
Using the MPS metric, we next analyze the effect of each
LIWC feature on the user engagement rates.

6.1 Analytic Language
The analytic dimension within the LIWC framework pro-
vides a lens through which cognitive processes in commu-
nication can be examined. This dimension focuses on the
presence of language indicative of higher-order thinking, in-
cluding aspects like analysis, reasoning, and use of evidence.
High analytical scores are typically reflective of texts that
not only delve into a subject with depth but also demonstrate
intellectual rigour in their structure and content.

The Effect of Analytic Language on Engagement
Rates: To see how users engage with analytical language
in tweets, Figure 3 shows the distribution of the Median Per-
centile Shift (MPS) values Danalytic

category for different categories
of publishers (e.g., Left), where Danalytic

category consists of the set
of {MPSanalytic

ai
} for all publishers (accounts) ai belonging

to the category of interest. Here, we include results for all
five bias categories, the two reliability categories, and for
the full set of publishers calculated across All publishers (ir-
respective of their bias and reliability category).
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Figure 3: Analytical language effect on engagement rates:
negative values indicate that analytical posts inversely affect
engagement rates.

Throughout the paper, each class is shown as a boxplot,
with horizontal markers indicating the median MPS values,
boxes representing the interquartile ranges, and whiskers ex-
tending to the 20th and 80th percentiles. Outliers beyond
these percentiles are omitted to enhance the visual resolution
and a reference line at the zero mark is included to aid in a
comparative analysis of the distributions. In general, nega-
tive values in the distributions of each class (lower than this
baseline) show the negative effect of the analytical language
on the tweets of the publishers belonging to that class.

Several observations can be drawn from Figure 3. First,
focusing on the rightmost boxplot, showing the distribution
of MPS over all 1,553 publishers when considering the us-
age of the analytical language feature (Danalytic

All ), we observe
a clear negative effect on user engagement rates when ana-
lytic language is used. Although this distribution is biased
by the number of samples in each bias and reliability cate-
gory (e.g., the Non-misinformation has more samples than
the Misinformation class) it offers insights into the news do-
main landscape without selection bias in publisher choice.

Furthermore, the central tendency of Danalytic
All is notably

below zero, with a median of −0.9. The negative me-
dian is statistically significant, confirmed by a p-value of
2.9×10−42 using the Wilcoxon signed-rank test. In fact, this
negative effect of using analytical language on the users en-
gagement is statistically supported for all categories consid-
ered, irrespective of bias or reliability category. The largest
(least significant) p-value here belongs to the Left-Center
group which has a p-value of 2.4×10−6, which also has the
smallest absolute deviations from 0 (median of -0.4). The
largest deviations belong to the Right and Misinformation
classes, with medians of -2.2 and -1.8, respectively. Finally,
we should mention that the difference between the left party
(combining the two left classes) and the right party (combin-
ing the two right classes) is also significant at the p-value of
1.4 × 10−3 according to the Kruskal-Wallis test, indicating
that right-aligned publishers (as an aggregate) see relatively
lower user engagement when using analytic language.
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Figure 4: Percentage of tweets with analytical language con-
tent across various categories.

Key Observation: Analytical language negatively
impacts user engagement rate across all classes, with
the Right and Misinformation groups exhibiting the
strongest declines, and the Left-Center demonstrat-
ing the least pronounced effect.

Need for Studying the Prevalence: To better understand
the pronounced negative impact of analytical language on
engagement, especially pronounced within the Right class,
for example, we must explore how frequently it is used. The
scarcity principle, derived from the “novelty effect” theory
in communications, suggests that users may exhibit height-
ened responsiveness to content that is less prevalent within
their typical information ecosystem. To further our under-
standing of the interplay between this linguistic style, its
prevalence, and audience interaction, and to distinguish the
potential impact of the “novelty effect” from other engage-
ment drivers, we next analyze the prevalence of analytical
language. If a type of content is already prevalent among a
certain class of publishers, its (positive) impact on engage-
ment might be less attributed to its novelty and more to other
factors. The inverse case also holds.

Prevalence of Analytical Language: Figure 4 shows the
distribution of (highly) analytic tweet percentages across
different publisher classes. These distributions are obtained
by calculating, for each publisher, the percentage of tweets
classified as using analytic language, and then aggregating
these percentages for all publishers within a class.

Before comparing the categories against each other, we
should point out a notable distinction in distribution char-
acteristics when compared to the engagement rate distribu-
tions. While engagement rates typically exhibit long-tailed
distributions, the prevalence distributions for most groups
conform to normality tests (the means are marked for all dis-
tributions). This contrast in distribution shapes is significant,
suggesting that the use of analytical language (and the other
features) across different publishers is more evenly spread
and less skewed than the engagement patterns observed.

The figure reveals several interesting key trends and pat-
terns. First, we note the marked and statistically signifi-



cant disparity in the prevalence of analytical language be-
tween the Misinformation and Non-misinformation classes.
Notably, the median prevalence of analytic tweets for Mis-
information publishers is 30.7%, while Non-misinformation
outlets exhibit a higher median of 47.0%. This discrep-
ancy suggests that misinformation sources are less likely to
use analytical language, potentially favoring emotive or as-
sertive rhetoric over analytical depth. This trend aligns with
the commonly recognized tactics of misinformation sources,
which often prioritize persuasion over analytical rigour.

Second, turning our attention to the bias classes, a
Kruskal-Wallis test (p-value of 2.6×10−84) and subsequent
post-hoc Dunn tests, reveals that almost all pairwise com-
parisons between the bias classes to be statistically signif-
icant, with the only two exceptions being between (1) Left
and Right and (2) Least Biased and Right-Center. This ob-
servation suggests a correlation between the level of bias in
publishers and their use of analytical language. Specifically,
publishers exhibiting the highest levels of bias, regardless
of their political orientation, tend to use analytical language
less frequently. Conversely, the Least Biased publishers are
characterized by a higher rate of analytical language usage.
This inverse relationship may reflect a strategic choice by
highly biased publishers to engage their audience with more
ideologically driven content over analytical discourse.

Discussion and Combined Insights: Considering the
trends observed in Figures 3 and 4, interesting insights
emerge regarding the interplay between the frequency of
analytical language and user engagement across different
classes. For example, while Right publishers feature less fre-
quent use of analytic tweets, their followers concurrently ex-
hibit the least engagement with such content. This pattern
effectively negates the “novelty effect”. Instead, it suggests
a congruence between the publisher’s content strategy and
their audience’s preferences. The followers of Right publish-
ers, it appears, are less inclined towards engaging with an-
alytic content, possibly favoring narratives that align more
closely with their ideological stances or emotional appeal.

Similarly, in the realm of reliability, Misinformation pub-
lishers and comparing to the Non-misinformation publish-
ers, despite their infrequent use of analytic tweets, do not
see an increase in user engagement when such language is
employed. This observation again counters the “Novelty Ef-
fect” theory. Instead, it indicates that the audience of misin-
formation sources might be less influenced by the scarcity
of analytic content, perhaps due to a predisposition towards
narratives that confirm pre-existing beliefs or biases, rather
than those offering analytical depth.

Key Observation: Misinformation publishers use
analytical language notably less compared to Non-
misinformation outlets. In terms of political bias,
highly biased publishers demonstrate lower analyt-
ical language usage than their least biased coun-
terparts. This trend, negating the “novelty effect”,
shows the interest of audiences of Right and Misin-
formation publishers favoring less analytic content.

6.2 Clout, Perception, and Risk Language
We next look closer at three additional LIWC dimensions,
each offering complementing insights to our observations
regarding the prevalence and effects of analytic language.

The Effect of Clout Language: The clout dimension
quantifies linguistic markers of authority, assertiveness, and
influence. Specifically, the prevalence of clout language in
social media spans expressions of institutional authority to
populist rhetoric resonating with the reader’s experiences.

To assess the impact of clout language on user engage-
ment, Figure 5 shows the MPS distributions across different
publisher categories. Several key observations are notable,
here split into three types. First, when contrasted with ana-
lytic language, clout language exerts a less distinct impact
on the composite engagement rate (All category) and most
of the individual categories. For example, whereas the me-
dian of Danalytic

All for analytic language was −0.9, the median
of Dclout

All for clout language is −0.2. This shift, while less
pronounced, remains statistically significant with a p-value
of 2.8 × 10−8, as affirmed by the Wilcoxon signed-rank
test. This finding indicates that the clout language retains
a salient influence on user engagement, albeit to a varied ex-
tent across different classes.

Second, when comparing the bias categories, a more gran-
ular assessment reveals a heterogeneous response to clout
language among the publisher classes. For example, the
Right class again stands out and demonstrates a positive me-
dian shift in engagement rates with Dclout

Right having a median
of 1.3 percentiles, implying that such language positively
resonates with the user base of these publishers. Conversely,
the left party publisher classes (Left and Left-Center) exhibit
negative effect with Dclout

Left-Center and Dclout
Left having median

values of -0.6 and -0.5 percentiles, respectively. Although
small, these deviations from the baseline are statistically sig-
nificant, with the least significant p-value (8 × 10−4) found
in the comparison between the Left class and the baseline.

In summary, the positive engagement shift in the Right
class may suggest a preference for assertive and dominant
content, aligning with conservative rhetorical styles. The
negative shift among the Left and Left-Center classes might
indicate a skepticism towards authoritative discourse.

Third, turning our focus to the reliability factor, the differ-
ential impact of clout language on user engagement is strik-
ing. The Misinformation class demonstrates a significant
increase in engagement rates when (news-related) tweets
use clout-themed language, a trend not seen in the Non-
misinformation class. For example, the medians of the clout
distributions for the two classes are 1.2 and −0.3 percentiles,
respectively. These observations suggest that audiences en-
gaging with Misinformation sources may be particularly re-
ceptive to, or even seeking, content that projects confidence
and authority, characteristics often associated with clout lan-
guage. This inclination could reflect a cognitive bias wherein
assertive content is perceived as more credible. Conversely,
the smaller but still significant negative shift within the Non-
misinformation class may indicate a preference for more nu-
anced or less assertive communication, aligned with a more
critical engagement with content.
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Figure 5: Clout language effect on engagement rates: mixed
effects on engagement rates when using clout language.

Key Observation: The clout dimension exerts a
more differentiated impact on user engagement than
the analytic one: positively influencing the Right and
Misinformation classes, suggesting their audiences’
preference for assertive content, while eliciting a
negative response from the left party classes.

The Prevalence of Clout Language: Figure 6 shows the
clout prevalence distributions associated with the different
classes. When considering the bias classes, we observe sig-
nificant differences in the use of clout language between the
different groups (validated using the Kruskal-Wallis test).
The Right-Center class exhibits a significantly lower median
usage of clout language compared to the other four classes,
suggesting that Right-Center publishers might adopt a more
moderated or less assertive tone in their content. Another in-
sight emerges when we combine the extreme classes (Right
and Left) and compare them as a single entity against the
other three less biased classes. In all comparisons, the ex-
treme classes demonstrate higher use of clout language, with
the largest p-value being 0.06. This observation indicates
that publishers with more pronounced political biases tend
to use clout language more frequently.

The Effect of Perception Language: Next, we focus on
the dimension of perception. The perception category within
the LIWC framework encompasses language pertaining to
sensory and physical experiences, spatial orientation, and
motion. It is a linguistic marker of how content is grounded
in the tangible and observable world. Our goal in analyzing
the prevalence of perceptual words in tweets is to provide
insights into how sensory-rich language influences user en-
gagement across various types of publishers followers.

The mediated effect of perceptual language is visualized
in Figure 7, depicting MPS distributions for different groups.
Notably, the median of Dperception

All at −1.0 indicates a signif-
icant downward shift in engagement when tweets are more
perceptually descriptive (p-value: 3.1 × 10−62). Perception
language shows a more pronounced correlation with reduced
engagement compared to analytical (2.9 × 10−42) or clout
(2.8 × 10−8) language. This suggests potential user pref-
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Figure 6: Percentage of tweets belonging to clout language
along different classes.

erences for abstract or narrative-driven content on Twit-
ter, questioning the integration of sensory language (which,
while enriching, could lead to higher cognitive load) within
the fast-paced environment of social media.

Turning attention to the impact of perception language on
engagement across various classes, significant shifts from
baseline rates are observed for all classes (p-values ranging
from 7.8 × 10−32 for Least Biased to 2.8 × 10−4 for Left).
This statistical underpinning confirms the pervasive influ-
ence of perceptual language across publisher biases. De-
tailed examination of bias classes, in comparison to the ana-
lytic and clout dimensions (Figures 3 and 5), reveals a uni-
form effect on engagement rates. Unlike clout and analytical
dimensions, the Kruskal-Wallis test does not reach signif-
icance, suggesting homogeneity in how perceptual content
affects user engagement (compared to analytic and clout lan-
guage), irrespective of political orientation.

Additionally, the test does not substantiate a significant
difference between reliability classes’ distributions (Misin-
formation vs. Non-misinformation), aligning with visual ob-
servations. This lack of distinction implies that perception
language universally affects user engagement without intro-
ducing biases based on the publisher’s perceived reliability.

These insights suggest that, while perception language
uniformly decreases engagement across publisher classes,
the reasons behind this phenomenon may be more related to
content style preferences and processing behaviours rather
than to political or reliability classifications. This encour-
ages a deeper exploration of how sensory language is used,
which we shall expand upon next.

Key Observation: Perception language consis-
tently decreases user engagement across all classes
of publishers, with statistically significant while uni-
form shifts regardless of political bias or reliability.

The Prevalence of Perception Language: Figure 8 of-
fers a comprehensive view of the use of perception language
across different groups, leading to several insights. First, the
Kruskal-Wallis test statistically confirms the notably lower
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Figure 7: Perception language effect on engagement rates:
negative values show that perception-related posts have an
inverse effect on engagement rates.

use of perception language of the Misinformation class (me-
dian of 39.7%) compared to the Non-misinformation class
(median of 49.5%). This pronounced difference indicates
that the perception language is more frequently employed by
Non-Misinformation publishers. This trend might suggest a
strategic emphasis on concrete, experiential content in cred-
ible news sources as opposed to the potentially abstract or
emotionally driven narratives in misinformation outlets.

Second, examining bias classes, Kruskal-Wallis test con-
firms significant variations, with the Dunn tests highlighting
significant differences between the less biased classes and
the more biased classes. For example, the pairwise compar-
isons with the Least Biased class (showing the highest preva-
lence of perception language) are all significant. Addition-
ally, a statistically significant higher prevalence is observed
in the Right-Center class compared to Right, and a similar
pattern is observed between Left-Center and Left. The shift
towards increasing usage for the less biased classes is also
observed on the median percentages (from Left to Right):
42.4%, 48.5%, 52.1%, 49.9%, and 39.5%. This gradient sug-
gests that more centrist classes are more likely to use percep-
tion language, indicating a preference for tangible, relatable
content in less ideologically extreme publications.

In summary, the varied use of perception language across
publisher classes reveals nuanced content strategies. No-
tably, less biased publishers, especially the Least Biased
class, employ more perceptual language while others choose
alternative narrative styles.

Combined Prevalence Observations: While Figure 8
shows that the usage of perception language is less frequent
in both Misinformation and highly biased classes, Figure 7
reveals that these ones yield similar levels of engagement
when employing perception language as other classes. This
observation suggests that, despite the lower prevalence of
sensory and tangible language in Misinformation and highly
biased content, its impact on user engagement does not dif-
fer significantly from other classes. This, combined with the
“novelty effect”, suggests that followers of these classes may
engage less with perception-related content.

The Effect of Risk Language: The linguistic attributes
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Figure 8: Percentage of tweets belonging to perception lan-
guage along different classes.

explored thus far - analytic reasoning, clout authority, and
perception - represent pillars of credibility, social influence,
and connection with observable reality. However, the pres-
sure to attract attention and shape beliefs may also incen-
tivize publishers to employ sensational rhetoric that defies
these very attributes, instead playing on emotions and iden-
tities. The risk category within LIWC encapsulates such lan-
guage, words that express defiance, rule-breaking, daring,
and extremism. By quantifying the engagement with risk
language, we aim to understand the extent to which differ-
ent groups respond to such provocation and whether distinct
dynamics underlie these responses.

Figure 9 shows the MPS distributions of risk language
across various publisher classes. First, considering the ag-
gregate effects across all 1,553 publishers (right-most box-
plot), risk language only moderately boosts engagement
rates. The distribution Drisk

All has a median of 0.7, indicating a
0.7 percentile increase in the median engagement rate. This
effect is the smallest among the studied dimensions, sup-
ported by a non-significant p-value of 0.03 compared to the
baseline. However, similar to clout language, the observed
effects vary substantially among the classes, emphasizing
the importance of class-specific analysis.

Second, starting with the reliability classes, we observe
big differences, with Drisk

Misinformation and Drisk
Non-misinformation hav-

ing medians of 3.0 and 0.6, respectively. These differences
are supported by the Kruskal-Wallis test (p-value of 0.01),
suggesting that Misinformation sources benefit more from
the use of risk language and that the use of such language
may help them obtain increased user engagement. This ef-
fect may potentially be due to its alignment with sensation-
alized content that reinforces pre-existing beliefs or biases.

Third, considering bias, a correlation emerges between
the degree of bias—regardless of political orientation—and
MPS values. Highly biased Left and Right classes show
the highest MPS values, indicating receptivity to risk lan-
guage aligned with the extremity of their positions. Con-
versely, the Right-Center and Left-Center classes exhibit
a non-significant deviation from the baseline. Specifically,
highly biased Right and Left classes statistically benefit from
risk language, with medians of 3.0 and 3.5 and p-values of
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Figure 9: Risk language effect on engagement rates: posi-
tive values show that risk-related posts positively increase
the engagement rates.

2.0×10−6 and 7.5×10−7 respectively. In contrast, the Least
Biased class shows a statistically significant negative effect,
with a median shift of −0.3 and a p-value of 6.8 × 10−5.
This suggests that extreme publishers’ audiences are drawn
to risk language, while audiences of Least Biased publishers
prefer more measured and less sensational content.

The Prevalence of Risk Language: Our attention now
turns to the prevalence of risk language across different pub-
lishers, as depicted in Figure 10. This analysis reveals sev-
eral key observations. First, compared to the other linguistic
dimensions there is no statistically significant difference in
the prevalence of risk language between the different groups
(e.g., p-value of 0.87 when comparing the Left-Center and
the Right-Center with medians of 8.6% and 10.1%).

Second, we observe greater variations (e.g., inter-quartile
differences) in the distribution of risk language usage for the
more biased classes (Left and Right), suggesting that pub-
lishers in these categories possibly may apply more diverse
editorial strategies when it comes to using risk language.
In contrast, the Least Biased and Right-Center groups see
substantially smaller variations, suggesting that publishers
within these groups may use more homogeneous strategies
regarding their use of such language.

Combined Risk Language Observations: Now, by fac-
toring out the influence of the “Novelty Effect”, and com-
paring these insights with the engagement patterns seen in
Figure 9, an intriguing narrative emerges. While the more
biased publishers exhibit higher engagement with risk lan-
guage, and Misinformation sources similarly see greater en-
gagement shifts, the relatively uniform prevalence of risk
language suggests that engagement spikes are not driven by
its rarity. Instead, this indicates that the audiences of more
biased or misinformation-leaning publishers might have a
particular affinity for content that incorporates elements of
risk, regardless of its frequency of use.

6.3 Robustness of Findings and Interplay
between Dimensions

To ensure robustness of our findings, we performed tests
with alternative percentile thresholds and conducted addi-
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Figure 10: Percentage of tweets belonging to risk language
along different classes.

tional analyses examining the potential confounding effects
of topic coverage and temporal variations on the observed
patterns. These analyses, detailed in Appendix A and Ap-
pendix B, respectively, showed that the main conclusions of
our study were supported using other percentile thresholds
and across a diverse range of topics, and remained consistent
over time, strengthening the validity of our findings.

Finally, we conducted a preliminary investigation of the
interplay between analytic and risk language, as detailed in
Appendix C. While this paper’s focus is on the individual
factors, these results suggest that the interplay between an-
alytic and risk language yields diverse effects on user en-
gagement across different publisher categories, opening the
door for interesting follow-up work studying the combined
effects of multiple dimensions.

7 Conclusion
This work took a LIWC-based approach to uncover how
rhetorical attributes in tweets affect audience engagement,
specifically investigating analytical, clout, perceptual, and
risk language usage by news publishers across the political
spectrum. We derived several key findings.

First, analytical language typically decreased engage-
ment, especially among right-leaning and less reliable pub-
lishers. Combined with lower analytic tweets prevalence for
these groups, this nullifies the novelty effect and confirms
audience biases favoring ideologically aligned narratives
over analytic discourse. Second, assertive clout language
resonated more positively with right-leaning and unreliable
publishers, suggesting a preference for authoritative rhetoric
for these groups. Third, concrete perceptual language con-
sistently reduced engagement across the categories, suggest-
ing its effects stem more from perceptual style preferences
independent of partisan bias or reliability.

Finally, sensational risk language increased engagement
for politically extreme and unreliable publishers, indicative
of inflammatory content confirming biases. Yet, uniform
prevalence hinted that rarity was not the underlying driver.

While these insights can assist publishers, including those
in misinformation, in strategically targeting audiences for
higher engagement, the benefits of scientifically quantify-



ing these dynamics outweigh the potential downsides. Our
granular analysis provides valuable intelligence for multiple
stakeholders to shape ethical and responsible content strate-
gies. Policymakers can derive directives to prioritize miti-
gating provocative appeals for vulnerable groups. Platforms
can align algorithms to nourish credibility. Publishers can
compete fairly by tailoring public discourse to constructive
preferences. Most importantly, these findings highlight path-
ways for redirecting individual users through cognitive tar-
geting, fostering truth-aligned recommendations resistant to
manipulation. Overall, despite risks of misuse, decoding the
intricate science of persuasion has profound potential to ad-
vance personal agency and digital public welfare.
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Figure 11: Analytical language effect on engagement rates
computed using the Average Percentiles Shifts (APS).

A Robustness Against Alternative Percentile
Shifts

To address the potential limitations of the Median Percentile
Shift (MPS) metric and demonstrate the robustness of our
findings, we performed additional analyses using alternative
percentile shifts. While MPS is a useful metric for compar-
ing the central tendencies of engagement rate distributions, it
has some inherent limitations. First, MPS focuses solely on
the median, which may not capture other essential aspects of
the distribution, such as variance or skewness. Second, MPS
assumes that the compared distributions have similar shapes,
which may not always be the case. Finally, MPS is a descrip-
tive metric and does not provide information about the statis-
tical significance of the observed differences. To overcome
these limitations and validate the reliability of the insights
presented based on MPS, we performed supplementary anal-
ysis using Average Percentile Shifts (APS) across alternative
percentiles. Specifically and using the definitions in Sec. 5.1,
for each candidate threshold p ∈ {10, 20, ..., 90}, we com-
puted: (1) The pth percentile of the high feature group’s
engagement rates (SF

a ). (2) Its percentile rank within the
overall rates (Sa). (3) The deviation between the percentile
rank from Step 2 and the original threshold p. Finally, we
averaged these deviations to obtain the APS as follows:
1
9

∑
p∈10,...,90

[
PSa

(
percentile

(
SF
a , p

))
− p

]
.

APS confirms the validity of all observed MPS trends pre-
sented in this paper. As an example, we plot these distribu-
tions for the analytic language effect in Figure 11. Compared
to Figure 3, we see the same trends repeating here with some
variation in magnitudes. For example the median of Danalytic

All
has decreased from −0.9 to −0.78 here. This consistency
despite using alternative percentile calculations, affirms the
reliability of our methodology and findings.

B Robustness Against Topic and Time
Two potential concerns or confounding factors that could in-
fluence the observed patterns for the four linguistic dimen-
sions are that maybe a few topics within those dimensions
affect the patterns, not the actual linguistic dimensions, and

second, the temporal variations in the dataset. To address
these concerns, we conducted a series of robustness checks
using topic modeling techniques and temporal segmentation.

Topic-based Analysis: For the topic analysis, we em-
ployed BERTopic. It was selected for its superior perfor-
mance in extracting coherent and meaningful topics, as well
as for its ability to handle the unstructured and brief nature
of tweets effectively (Egger and Yu 2022). For each lin-
guistic dimension (e.g., perception), we followed a four-step
process:

1. We selected a subset of tweets belonging to each linguis-
tic dimension (e.g., perception tweets).

2. We applied BERTopic to these subsets, using default em-
bedding computations and allowing it to automatically
determine the optimal number of topics, to identify the
underlying topics within that dimension.

3. For each identified topic, we created a new dataset con-
sisting of tweets related to that specific topic and tweets
not belonging to the linguistic dimension under consid-
eration (e.g., for a topic in the perception dimension, the
dataset would include tweets related to that topic and all
non-perception tweets).

4. We computed the Median Percentile Shift (MPS) (the
same metric as our main analysis) on this dataset to as-
sess the robustness of our original findings.

The results of our topic modeling analysis revealed that the
observed patterns for each linguistic dimension were not
limited to a one or small number of specific topics. Notably,
for all four dimensions, we found that at least 7 out of the
top 10 topics (sorted by the number of tweets they cover)
supported the original findings1, indicating a high degree
of consistency across a diverse range of subjects. This sug-
gests that the engagement patterns are driven by the broader
linguistic characteristics captured by each dimension, rather
than a narrow set of topics.

However, it is important to acknowledge that the topics
identified within each linguistic dimension may collectively
play a role in shaping user engagement. While individual
topics may not solely account for the observed patterns, the
combination of topics falling under the umbrella of a given
linguistic dimension may contribute to the overall effect.

To illustrate this, let us consider some concrete examples.
In the analytic language dimension, we identified a clear cli-
mate change topic (with top keywords: “climate”, “energy”,
“solar”, “carbon”, “fossil”) among the top 10 topics. How-
ever, we also found more general topics, such as the largest
topic in this group, which was food-related (with keywords:
“restaurants”, “menu”, “cream”, “food”, “flavor”)2. Notably,
both of these topics, along with 7 out of the top 10 topics,

1This holds true when we relaxed the significance level of the
p-values (from 0.01) to 0.1.

2While initially unexpected, our manual analysis revealed that
news tweets involving these keywords often tapped into current so-
cietal interests and lifestyle choices. Specifically, discussions about
“restaurants” and “food” can reflect community engagement and
public interest, highlighting the cultural relevance of these topics
in the context of current events.



supported most of the patterns observed in the overall ana-
lytic language (Figure 3).

Similarly, in the perception dimension, we found event-
related topics like (“music”, “band”, “concert”, “tour”, “fes-
tival”) as the 3rd largest topic. Surprisingly, an initially un-
expected topic about pets (“dog”, “pet”, “animal”, “puppy”,
“adoption”) emerged as the largest topic in this group. Both
of these topic categories supported most of the patterns in
the overall perception language (Figure 9).

Finally, it is worth noting that many of the topics in each
group aligned with the expected news-related topics for that
dimension. For example, we found topics related to abor-
tion in the analytic dimension, COVID-19 in the risk dimen-
sion, the TikTok (ban) in clout, and music in the perception
dimension. This consistency across multiple topics within
each dimension suggests that the observed patterns are not
limited to a small subset of specific topics.

Time-based Analysis: Time is another potential con-
founding factor that could influence the observed patterns.
To study the generalizability of our findings with regard to
the time window studied, we divided our data collection pe-
riod (from Dec. 15, 2022, to June 2023) into three buckets
and evaluated the tweets in each bucket individually. Us-
ing three buckets allowed the results to remain significant,
whereas using more buckets led to a number of samples in
some buckets becoming too small, compromising the signif-
icance of those results.

To assess the stability of the linguistic dimensions over
time, we first computed the percentage of tweets belonging
to each dimension relative to the total number of tweets in
each bucket. Interestingly, we observed no significant differ-
ences between the percentages in the buckets and the overall
timeline. The percentage of tweets containing analytic lan-
guage was consistently between 46-47% across all buckets,
while perceptual language was present in 49% of tweets in
each bucket. Similarly, the percentage of tweets containing
risk language remained stable at 9% across all buckets, and
the percentage of tweets with clout language ranged from
32-33%. These findings suggest a consistent prevalence of
the four linguistic dimensions over time.

Second, we investigated whether the patterns observed for
each of the four dimensions in the original analysis held true
when limiting the timeline of the study to each bucket. To ac-
count for the reduced sample size in each bucket, we relaxed
the significance level of the p-value (from 0.01) to 0.1. No-
tably, the main findings of the paper (reported in Figures 3-9)
remained statistically significant for all four dimensions in
all three buckets. This indicates that the observed relation-
ships between the linguistic dimensions and user engage-
ment are robust and persist over time, even when consider-
ing shorter time periods.

The results of our time-based analysis provide strong ev-
idence for the stability and consistency of the observed pat-
terns across the four linguistic dimensions. The fact that
the prevalence of each dimension remains relatively con-
stant over time and that the main findings hold true in each
time bucket suggests that the relationships between language
use and user engagement are not significantly influenced by
temporal factors. This robustness to time-based variations
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Figure 12: Combined Analytic and Risk language effect on
engagement rates.

strengthens the validity of our conclusions and highlights
the enduring nature of the language-engagement dynamics
we have uncovered here.

C Exploring the Interplay Between Analytic
and Risk Language

While our main analysis focused on the individual effects
of the four linguistic dimensions (analytic, clout, percep-
tual, and risk language) on user engagement, it is also in-
teresting to consider the potential interplay between these
dimensions. As a starting point, we chose to study the com-
bined effect of analytic and risk language. For example, an-
alytic language is associated with logical and rational think-
ing, while risk language is often characterized by emotional
and provocative content. Investigating the interplay between
these two seemingly opposing dimensions can provide valu-
able insights into how their combination influences user en-
gagement across different publisher categories.

The results of our analysis when combining these dimen-
sions are shown in Figure 12. When considering the individ-
ual effects of these two dimensions, as seen in Figure 3 (ana-
lytic language effect) and Figure 9 (risk language effect), we
observe that they have an inverse effect on most groups. For
example, while risk language increases engagement among
followers of biased and misinformation publishers, analytic
language decreases it.

Interestingly, when we examine the combined effect of
analytic and risk language, we observe a diverse set of ef-
fects on different groups. Notably, this combination appears
to cancel out the individual effects of both dimensions for
the Right group. In other words, risk language that also con-
tains analytic themes does not significantly affect the en-
gagement of Right followers. The same pattern is observed
for the Non-misinformation group and when considering all
publishers (the All group).

The most pronounced effect of this combined language is
seen in the Misinformation group, with a median effect of
2.62 percentiles, followed by the Left group, with a median
effect of 1.63 percentiles. These results suggest that the com-
bination of analytic and risk language resonates differently
with various audience segments. For the Misinformation and



Left groups, the presence of both dimensions seems to am-
plify engagement, possibly by making topics appealing to a
mix of rational and emotional triggers.

The findings from this preliminary analysis highlight the
complex interplay between linguistic dimensions and their
impact on user engagement. The fact that the combination of
analytic and risk language produces different effects across
publisher categories underscores the importance of future
work also considering the interaction between dimensions.
Future research can extend this analysis to other combi-
nations of linguistic dimensions, such as the interplay be-
tween clout and perceptual language or the interaction of all
four dimensions. Additionally, investigating the psycholog-
ical mechanisms underlying these combined effects could
provide a deeper understanding of how language influences
user engagement and how these dynamics vary across dif-
ferent audience segments.


