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ABSTRACT
Since the advent of the Web, new Web benchmarking tools have
frequently been introduced to keep up with evolving workloads and
environments. The introduction of Web of Things (WoT) marks the
beginning of another important paradigm that requires new bench-
marking tools and testbeds. Such a WoT benchmarking testbed can
enable the comparison of different WoT application configurations
and workload scenarios under assumptions regarding WoT appli-
cation resource demands and WoT device network characteristics.
The powerful computational capabilities of modern commodity
multicore servers along with the limited resource consumption
footprints of WoT devices suggest the feasibility of a benchmarking
testbed that can emulate the application behaviour of a large num-
ber of WoT devices on just a single multicore server. However, to
obtain test results that reflect the true performance of the system
being emulated, care must be exercised to detect and consider the
impact of testbed bottlenecks on performance results. For example,
if too manyWoT devices are emulated then performance metrics ob-
tained from a test run, e.g., WoT device response times, would only
reflect contention among emulated devices for shared multicore
server resources instead of providing a true indication of the per-
formance of the WoT system being emulated. We develop a testbed
that helps a user emulate a system consisting of multiple WoT de-
vices on a single multicore server by exploiting Docker containers.
Furthermore, we devise a novel mechanism for the user to check
whether shared resource contention in the testbed has impacted
the integrity of test results. Our solution allows for careful scaling
of experiments and enables resource efficient evaluation of a wide
range of WoT systems, architectures, application characteristics,
workload scenarios, and network conditions.

CCS CONCEPTS
• Networks → Network performance analysis; • Computer
systems organization→ Client-server architectures.
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1 INTRODUCTION
In recent years, the Internet of Things (IoT) has evolved substan-
tially. One particular change has been an integration with Web
technologies. This evolution, dubbed “The Web of Things” or WoT
for short, motivates new benchmarking tools and frameworks to
facilitate performance evaluation of WoT systems. Since the advent
of the Web, new Web benchmarking tools have frequently been
introduced to keep up with evolving workloads and environments.
For example, new benchmark suites have been developed to address
changes such as Web 2.0 [57], Semantic Web [41], multicore Web
infrastructure [29] and cloud computing [47]. The introduction
of WoT marks the beginning of another important paradigm that
requires new benchmarking tools.

While real testbeds are most suitable for testing the performance
of already implemented applications on a platform close to its in-
tended hardware, testing on real testbeds is not always feasible, e.g.,
due to limited time frame and budget. Therefore, simulation and
emulation approaches are typically required when a system is in
the design and implementation stage. However, existing solutions
[22, 38, 51] do not yet provide an integrated mechanism to evaluate
how the performance of large WoT systems can change as a func-
tion of the overall system architecture, application characteristics,
workload, device characteristics, and network conditions. This gap
motivates the need for new approaches.

The powerful computational capabilities of modern commodity
multicore servers along with the limited resource consumption
footprints of WoT devices suggest the feasibility of a benchmark-
ing testbed that can emulate the application behaviour of a large
number of WoT devices on just a single multicore server. However,
benchmarking testbeds can be latency sensitive. Consequently, the
testbed needs to detect and handle the implications arising out of
contention for shared resources in the multicore server, as such
contention can have a significant adverse effect on the validity of
the performance results reported by the testbed.

The first challenge in designing a WoT benchmarking testbed
is to determine the placement of emulated WoT devices on the
multicore hardware. Specifically, a deployment plan is needed that
efficiently uses the capacity of the emulation testbed and decides
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the placement of emulated devices on the processing cores. The
second challenge is to design an approach for contention detection
to ensure the accuracy of test results. While the deployment plan
can reduce the effect of resource contention, it cannot guarantee to
avoid it. Therefore, users of the benchmarking testbed should be
aware of resource contention. Operating System (OS) level resource
utilization metrics are not always sufficient to detect all sources of
contention [46]. Furthermore, it might be infeasible to use hardware
counter data for detecting contention since collecting these metrics
often requires considerable processing resources [60]. As a result,
developing an explicit approach to detect contention can help users
of the emulation testbed by warning them about the potential effect
of resource contention on test results.

This paper addresses the following research questions related to
these challenges:

• RQ 1: How to create a scalable benchmarking testbed that
emulates the application behaviour of multiple WoT devices
having small resource footprints?

• RQ 2: How can commodity multicore hardware be used to
host the testbed?

• RQ 3: How can contention for the shared resources be iden-
tified in the testbed?

In this paper we develop and present a novel WoT benchmarking
solution:WoTbench, aWeb of Things benchmarking testbed. To
answer RQ 1, WoTbench is designed and implemented using Linux
container technology. The testbed supports the emulation of a WoT
system where the Constrained Application Protocol (CoAP) [55]
is used as the application layer protocol. WoTbench employs con-
tainerized WoT device emulators that execute CoAP on Linux. The
use of containers allows one to configure the usage characteristics
of the various low level resources, e.g., sensors, network interface,
and CPU core, used by a device as well as the conditions experi-
enced by the WoT network, e.g., packet losses and delay. WoTbench
also provides a synthetic workload generator that offers control
over CoAP request arrival patterns. WoTbench allows these system
and workload characteristics to be varied systematically as part of
performance evaluation exercises.

RQ 2 is answered by enumerating and examining different con-
siderations regarding the placement of different components of
WoTbench on a multicore server. The common goal of these consid-
erations is to increase the number of devices that can be deployed
on a particular multicore hardware while reducing the possibility of
resource contention. In the paper, we also use example results from
a case-study to illustrate the value of workload and architecture
dependent considerations, including the choice whether to use CPU
affinity to bind different containers to particular cores or not.

To address RQ 3, we design and implement a Contention Detec-
tion (CD) module that flags resource contention in the underlying
platform in any given test executed on WoTbench. This lightweight
module consists of a custom emulated WoT device and a load gener-
ation application. The resource usage characteristics of the custom
device are automatically derived based on the workload character-
istics of the planned test. We show how the response time metrics
derived from the emulated device can be used to infer shared re-
source contention that can potentially influence the accuracy of
performance results reported by the test.

We make the following two main contributions with this work:
• WedevelopWoTbench1, a toolkit that leverages libCoAP [34]
and Docker [44] containers to enable a WoT testbed to be
quickly created on multicore servers in a LAN environment.

• We implement the CD module to detect resource contention
in the testbed, enablingmore accurate assessment of the capa-
bilities of the system under test. We show that the approach
is effective in detecting contention in different scenarios.

To the best of our knowledge, other emulation frameworks are not
contention aware and no single framework supports all the features
implemented by WoTbench.

This paper is a major extension of our preliminary work, a 4-
page short paper [30], which presented a high-level architecture of
WoTbench. However, the architecture proposed in that work did
not focus on contention awareness. Furthermore, in contrast to this
paper, the prior work did not experimentally evaluate WoTbench.

The rest of this paper is organized as follows. Section 2 provides
background information on WoT and discusses related work on
WoT benchmarking. Section 3 motivates WoTbench by describing
a capacity planning use case. Section 4 presents an overview of
WoTbench and its components. Section 5 enumerates the main
considerations when deploying WoTbench. Section 6 characterizes
the impact of contention on test results and discusses how the
CD module ensures the integrity of tests in the presence of such
contention. Section 7 concludes the paper.

2 BACKGROUND AND RELATEDWORK
2.1 The Web of Things
It is estimated that 7 to 10 Billion IoT devices were active at the
beginning of 2019 [10] [13]. The majority of these devices (e.g.,
smart appliances, home security systems) are being monitored
and controlled by users who usually prefer simplicity of access to
these devices. Moreover, to improve usability and utility, IoT devices
require a standardized way of communicating with each other. Web-
enabling IoT devices allows for the use of existing infrastructures
and eliminates the need for new client applications (other than the
Web browser) to communicate with these devices.

There are several challenges involved in connecting IoT devices
to the Web. For example, there is a need for revisiting standards, se-
curity and performance [62]. While there is a large body of ongoing
studies focused on addressing standards and security challenges
in WoT, less work has been devoted to developing tools to assess
the performance and scalability of a network of WoT devices under
design. We focus on this aspect in our study.

2.2 Constrained Application Protocol (CoAP)
A fundamental limitation in most WoT systems is the limited pro-
cessing capability and power constraints of devices. CoAP [55],
designed by the IETF CoRE Working Group [12], considers this lim-
itation and provides a lightweight approach for connecting devices
to the Web. It is designed to operate with a RESTful [24] architec-
ture that results in a stateless nature. This allows the development
of uniform HTTP-CoAP proxies to integrate devices with CoAP
support to the Web. Similar to HTTP, in CoAP each device can have

1https://github.com/RSH2000/WOTbench
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multiple resources that each have a unique Universal Resource
Identifier (URI). A URI can be used to access a resource by sending
GET, PUT, POST and DELETE requests. The resources in a WoT
environment are typically the methods for reading data or modify-
ing the settings of devices, sensors, actuators and communication
mediums in the network. In contrast to HTTP, CoAP adopts UDP as
the transport layer protocol considering the resource constrained
nature of devices.

Since the initial design of CoAP in 2011, several implementa-
tions [11] have been introduced that are intended for different OS
and hardware architectures. One of the widely used implementa-
tions is libCoAP [34]. It is written in C and can run on constrained
device OSs (i.e., Contiki [20], TinyOS [37], RIOT [15]) as well as
larger POSIX [8] OSs. Californium [33] in another popular imple-
mentation of CoAP, written in Java. It mainly targets back-end
services and server nodes communicating with constrained devices.
However, it can also be used on more powerful IoT nodes. Other ex-
amples of CoAP implementations include CoAPthon [58] in Python
and node-coap [5] in JavaScript.

2.3 WoT Performance Evaluation Frameworks
This section describes some examples of existing solutions for evalu-
ating the performance and scalability of WoT environments. The so-
lutions available depend on the type of application or devices under
test, the stage of development and the technology (e.g., protocols,
algorithms, or applications) that needs to be emulated. This section
categorizes the solutions into four different groups, namely, real
sensor node testbeds, simulation and emulation solutions, protocol
proxy and gateway applications, and synthetic traffic generators.

Real Sensor Node Testbeds: In recent years, several real exper-
imental facilities were developed to facilitate testing and scalability
analysis of a network of devices in the design and implementa-
tion [25, 54] stages. Some examples of such testbeds are IoT-lab [50],
Smartsantander [53], WISEBED [19] andWoTT [16]. The first three
testbeds are mainly developed for general IoT systems. However,
they can be used for testing WoT applications. As an example, Pa-
ganelli et al. [49] used the Smartsantander [53] testbed to test their
WoT solutions.

WoTT [16] is a testbed specifically designed for WoT applica-
tions. WoTT supports two node types, namely, constrained-IoT
with power limitations and a Single Board Computer that is a more
powerful node. WoTT supports multiple protocols, frameworks
and platforms. In particular, it supports CoAP as an application
layer protocol for constrained nodes. The testbed is part of the
IoT-Lab project and enables testing of development features, such
as service discovery, human interactions and user localization [9].
More recently, the Fiesta-IoT [35] project was established with the
goal of creating a federation of existing real IoT testbeds to provide
experimentation as a service solutions.

Using real hardware may result in more accurate evaluation
of application performance. However, users can potentially face
problems such as a limited number of nodes, lack of realistic net-
work characteristics and the need for external workload generation
tools. The high cost, limited scale, and lack of flexibility of real IoT
setups motivate the need for alternative simulation or emulation
techniques such as WoTbench.

Simulators and Emulators: A large number of frameworks
have been developed to simulate IoT [2, 22, 36, 48] and in particular
WoT [18, 21, 42] environments. Simulators such as Cooja [48] and
TOSSIM [36] are specifically used for simulating the behaviour of
IoT applications running on constrained device OSs. Cooja/MSPSim [22]
further extends the features of Cooja and combines it with a hard-
ware simulator (i.e., MSPSim) to enable white-box performance
testing of IoT applications on their intended simulated hardware.
Brambilla et al. [18] proposed a simulation methodology focused
on urban IoT environments with an application layer perspective.
Their approach provides support for simulating CoAP.

D’Angelo et al. [21] studied a multi-layer approach to simulate
large scale IoT systems. Their approach is based on a coarse grained
agent-based simulation followed by a fine-grained approach to
simulate wireless communication links. Although their approach
supports multiple communication strategies, it does not support
simulation of RESTful application layer protocols such as COAP.
Younan et al. [61] proposed a WoT-specific testbed architecture that
focuses on smart home applications.

Simulation approaches can suffer from a lack of representative-
ness compared to real deployments. Moreover, simulation solutions
typically have limited support to simulate sensor nodes with hetero-
geneity in features and communication protocols [32]. Emulation
frameworks address some of these limitations. Specifically, emu-
lation approaches can potentially allow the execution of parts of
actual applications and protocols. Several IoT-specific emulation
frameworks have been developed recently [27, 38, 43, 51] as we
describe next.

MAMMoTH [38] is a large scale IoT emulator with support for
emulating mobile device, wireless sensor networks and constrained
devices. It reuses existing network simulation solutions (e.g., ns3 [6])
to simulate the behaviour of IoT networks and can execute CoAP as
an application layer protocol. EmuFog [43] is an emulation frame-
work for Fog computing [17] environments. It supports the use of
existing network topology generators to emulate the environment.
Similar to WoTbench, EmuFog uses Docker to enable evaluation of
Fog nodes in the emulated network environment. However, it does
not support CoAP.

Protocol Proxy and Gateway Applications: The third group
of tools used for performance evaluation studies of IoT and WoT
environments are gateway and proxy applications. These tools do
not provide a comprehensive testbed to test a protocol or an ap-
plication. However, they can facilitate the performance evaluation
process. For example, Ponte [7] is a multi-transport IoT broker tool
developed as part of the the Eclipse project. The tool functions as a
proxy that supports messages from multiple IoT application layer
protocols (CoAP, MQTT, HTTP) and can be used by developers
to implement a multi-protocol transport module for their appli-
cation. Ludovici et al. [40] designed an HTTP-CoAP proxy that
facilitates the integration of a CoAP-based WoT environment with
existing Web services. Their tool can be coupled with existing Web
benchmarks to enable performance evaluation of WoT applications.

Workload Characterization and Synthetic Traffic Genera-
tors: IoT and in particular WoT use cases are relatively new. More-
over, due to the heterogeneity of systems and use cases, and privacy
issues that limit data sharing, there are very few real, reusable work-
load traces. Therefore, synthetic traffic generators are needed to
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facilitate performance evaluation. As an example, IoTAbBench [14]
is a synthetic workload generation tool based on Markov-chains to
emulate the behaviour of smart meters. Another example of such a
tool is RIoTBench [56], a benchmark suite for evaluating distributed
stream processing systems for IoT applications. It uses a combina-
tion of a set of micro benchmarks and four real-world data streams
to build a set of four representative stream processing applications
for IoT environments. More specific to WoT environments, CoAP-
bench is a load generator tool which is part of the Californium [33]
framework. It mimics the features of Apachebench [1] for the CoAP
protocol. However, unlike WoTbench, it does not have support for
generating traces with specified distribution of workload charac-
teristics (e.g., request type and resource distribution).

Despite these advances, existing emulation approaches do not yet
provide an integrated mechanism to evaluate how the performance
of CoAP-based systems can change as a function of the overall
system architecture, e.g., device and gateway topology, applica-
tion characteristics, CoAP request arrival patterns, device resource
demand distributions, and network conditions. Furthermore, in con-
trast to WoTbench, they do not consider the effect of test platform
resource contention on the integrity of test results.

3 USE CASE SCENARIO
A WoT environment consists of several devices, typically with
power constraints. These WoT devices communicate with one or
more (typically more powerful) gateway nodes that connects them
with the outside world. One approach to benchmark a WoT system
is to deploy the gateway and devices in a real testbed. As discussed
previously, real testbeds consisting of actual WoT sensor nodes may
result in amore representative benchmarking experience and enable
testing of already implemented applications prior to deployment.
However, they are costly and may not be always available at the
desired scale [32]. Emulation testbeds facilitate the benchmarking
process in the design phase and defer the use of real hardware to
after implementation. This section further explains the use case for
a CoAP enabled emulation testbed.

CoAP/HTTP proxies allow Web users to access Web services
provided by constrained devices through Web browsers. In these
cases, the CoAP part of this communication may remain transpar-
ent from the users’ perspective [59]. Figure 1 shows a simplified
architecture of such a service. In this case, the CoAP devices can be
temperature or air quality sensors in different locations. The user
request may involve reading one or more sensors for a single point
or a historical trend.

Similar to conventional Web services, capacity planning exer-
cises are needed to ensure that these WoT applications provide
acceptable experience to an end user, e.g., fast responses to sen-
sor data requests. Typically, capacity planning is required for the
gateway, proxy, and the device tiers. A common capacity planning
approach is to answer what-if questions such as the following:

(1) For a given number of devices, an expected user behaviour,
i.e., workload, and specific set of resources, e.g., sensors
and their read service times, what is the maximum rate at
which the gateway can read the sensor data while satisfying
a desired response time?

(2) How do alternative implementations of application level pro-
tocols, e.g., congestion control and packet recovery protocols,
layered on top of CoAP compare in terms of performance?

(3) What is the impact of having heterogeneous devices with
varying computational capabilities?

(4) What is the effect of network characteristics such as individ-
ual device bandwidths, WoT network packet loss, delay and
jitter on the maximum sensor read rate?

Figure 1: An example architecture of Web services in WoT
environments.

WoTbench provides a testbed to facilitate experiments to answer
these type of questions. It uses a Docker container to emulate aWoT-
device. A WoT-device can exchange messages with the gateway
using the actual CoAP protocol executing on Linux. Furthermore,
WoTbench can emulate synthetic resources, e.g., sensors, attached
to the WoT-device. It allows control over the resource demand
distributions of these synthetic resources as well as the fraction of
the testbed’s computational and networking resources allocated to
each device. The testbed also supports control over the pattern of
CoAP request arrivals from the gateway to any given WoT-device.

The ability to specify request arrival patterns and resource de-
mand distributions allows one to answer the first question in the
sample capacity planning study. The ability to execute CoAP allows
the evaluation of alternative application layer protocols as part of
the second question. To answer the third question, the heterogene-
ity of the devices can be reflected by appropriately configuring the
distribution of resource demands per WoT-device and by using the
CPU and network sharing mechanisms supported by Docker [3].
For example, a device with high computation capability can be
emulated by assigning to it a large fraction of the testbed’s CPU
resources. Finally, to answer the last question, WoTbench supports
integration of an existing network emulator [23] to systematically
perturb characteristics such as packet loss and delay on a per WoT-
device basis.

4 WOTBENCH ARCHITECTURE
4.1 Overview
An overview of the WoTbench architecture is presented in Fig-
ure 2. WoTbench consists of four main components, namely, the
WoTbench core, the Gateway Emulator (GE), WoT-device and the
Contention Detection (CD) module. In addition to those compo-
nents, the WoTbench environment can accommodate an existing
network emulation tool called Pumba [23] to apply the expected
network characteristics of the deployment environment. Except
for the WoTbench core that is a process running on the platform’s
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OS, all of the other components consist of one or more Docker [44]
containers connected through a virtual bridge network.

Figure 2: The WoTbench architecture.

WoTbench reports the per request response time measured at the
GE as the main performance metric collected during an experiment.
The response time is measured by subtracting the request sent
timestamp from the response received timestamp. As a result, the
reported response time includes the network transfer time.

4.2 The WoTbench Core
The core component of WoTbench consists of several processes that
run in offline or online mode when conducting a test. Specifically,
the WoTbench core consists of the following components:

• Test harness: This is the main process that controls other
components and processes of WoTbench. This process is a
shell script that performs multiple tests with specific char-
acteristics. The test harness creates the environment (e.g.,
starts the Dockers) based on the test specifications, initiates
the test, waits for the test to finish and finally collects the
results and cleans the environment (e.g., stopping Dockers).

• Synthetic trace generator: This is an optional component,
used to create synthetic workloads with specific service time
distributions for the synthetic device resources and Request
Inter-arrival Time (RIT ) distributions for devices. These dis-
tributions can match service times and arrival patterns ob-
served in an actual deployment or can be varied as part of a
sensitivity analysis. The process runs in offline mode prior to
the start of each test to generate a trace of requests for each
device. The generated workload consists of a set of trace files
and a group of resource files describing the set of synthetic
resources and their service times for each device.The traces
are then combined and fed to the GE to submit the workload.
In contrast with most synthetic Web workload generators
that use a probabilistic Finite State Machine (FSM) to rep-
resent user behaviour, WoTbench’s trace generator selects
the resources to access in a device with the goal to satisfy a
desired distribution of service times for each device.

• Resourcemonitor: This module is a wrapper script around
the Collectl [52] performance monitoring tool. It runs in

online mode to collect resource usage metrics (e.g., CPU uti-
lization, memory usage) of the underlying hardware. The
information can be used in conjunction with the CD mod-
ule to investigate possible root causes of contention in the
benchmark setup.

• Reporting module: This module generates a summary of
test results and visualizes the relationship between the work-
load characteristics and the collected performance metrics.

4.3 Gateway Emulator
The Gateway Emulator (GE) plays the role of a workload genera-
tor [28] for the WoT devices, similar to tools such as httperf [45]
or Apache JMeter [26] in a traditional Web benchmarking setup. It
sends requests to each of the devices based on the input workload
trace and measures each device’s response time. Figure 3 depicts the
process of submitting the workload to the devices by the GE. The
GE is an asynchronous but single threaded process. It consists of a
single busy loop for sending requests based on the send timestamps,
specified by the workload trace. As a result, it requires a dedicated
CPU core. WoTbench’s test harness uses Docker’s core affinity [39]
feature to pin the GE process to a single core. Furthermore, it en-
sures that no device is emulated on the core that is running the
GE.

The GE reads the workload trace from a csv file provided as input.
The following is an example of a request in the workload file:

0, 1000, GET, coap://172.18.0.60/resource123

In this case, 0 is the device id, 1000 is the timestamp (representing
microseconds from the start of the test) for sending that request,
GET is the request type and coap://172.18.0.60/resource123 is the
URI that is to be accessed by this request. The workload can be
specified based on traces collected from a real deployment or using a
synthetic trace generated by the synthetic trace generator. The latter
has the additional feature of generating a custom set of synthetic
resources to satisfy a desired device service time distribution, as
discussed previously.

The GE currently only supports CoAP. In real deployments, cer-
tain devices might have the capability to support HTTP. However,
adding HTTP support is deferred to future work. The GE lever-
ages libCoAP [34] to communicate via CoAP. libCoAP supports
constrained OSs such as Contiki [20] and TinyOS [37], and also
supports POSIX environments, where the emulated devices of WoT-
bench are expected to be deployed.

The overall process of sending a request and receiving the re-
sponse works as follows. The GE first reads a workload trace from
a file and initializes a timer to track the request send time. In each
loop iteration, the timer’s elapsed time is compared with the next
request’s send timestamp. If the next send timestamp is reached,
the GE sends the next request; otherwise, it checks if any reply has
arrived from the device via the non-blocking Unix Select() function.
If no reply is waiting and there are more requests left, the loop
continues; otherwise, the reply is processed. The GE then contin-
ues from the beginning of the loop to send the next request. The
scalability and accuracy of the GE is further discussed in Section 6.
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Figure 3: Gateway Emulator request generation process.

4.4 Devices
The devices are emulated as Docker containers. As introduced pre-
viously, WoTbench provides a specific implementation of a CoAP
device, referred to as the WoT-device. The WoT-device is a multi-
threaded version of libCoAP server [34] running in a Docker con-
tainer. The number of server threads, the emulated device resources
and their attributes along with the expected service time distribu-
tion of the resources is configurable for each WoT-device in the test
environment. The service time specifications can be gathered from
initial prototypes or constructed based on sensor spec sheets.

The WoT-device emulates the service time in either the sleep or
busy mode. The sleep mode uses the Unix nanosleep() [4] to emulate
the service time, while the busy mode is a controlled CPU intensive
loop that runs for the length of the service time. The two modes
are used to emulate non CPU-intensive, i.e., sensor-intensive, and
CPU-intensive CoAP requests, respectively.

4.5 The Contention Detection Module
The main role of the CD module is to monitor the testbed while a
test is running and report if contention for the shared resources
in the underlying multicore platform may have influenced the test
results. The CD consists of two main components, an extra GE
instance,2 referred to as the Contention Detection GE (CD-GE)
and an extra WoT-device node, referred to as the CD node. The
CD-GE submits a sequential workload with a deterministic service
time to the CD node and measures the response time. The CD
then reports any response times that deviate from the deterministic
service time, which may be an indicator of resource contention
in WoTbench’s multicore platform. Section 6.2 elaborates on the
effect of contention on test results and describes the design and
evaluation of the CD module in greater detail.

2Note that this is a separate instance from the GE used to submit the workload to
the devices under test. The CD is an entirely independent part of the WoTbench
infrastructure.

5 DEPLOYMENT PROCESS AND
CONSIDERATIONS

The first step in creating a WoTbench deployment is to select the
hardware platform. For instance, for this example, and as the de-
ployment used in the experiments of the following sections, a single
server is used with two processors, each having four cores. While
WoTbench can be deployed on multiple machines, this evaluation
focuses on a single machine deployment. This single machine plat-
form was sufficient to run the chosen use case. The deployment
process with multiple machines is left as future work.

Once the platform is selected, the next step is to design and apply
the benchmark configuration. The benchmark configuration speci-
fies the number of devices of different types and how the devices
are positioned on the hardware platform. An ideal benchmark con-
figuration should utilize the resources of the underlying platform
as much as possible. Meanwhile, it should minimize the impact of
contention for resources in the underlying hardware on the test
results, which can adversely impact the integrity of test results.
There are several design decisions that can help this process.

Figure 4 shows a carefully crafted example benchmark config-
uration with 10 devices for the above described platform. This
benchmark configuration is created based on the following set of
design considerations.

One example consideration is a desire to avoid contention be-
tween the OS processes and the WoTbench processes. Since core 0
normally is used to run OS processes [29], one should avoid sched-
uling the GE and device nodes on core 0. Instead, core 0 is used to
run the test harness process which is not latency-critical. There are
two GEs in this setup; one is used as the main workload generator
for the test and a second is used by the CD module. The GEs each
require a complete processing core. For this reason, as shown in
Figure 4, no other container is scheduled on cores 2 and 4. Note
that each complete WoTbench deployment requires at least a four
core machine as the test platform. In the case of the eight core
server used for this study, the other five cores are used to run the
WoT-device nodes alongside the CD node.

Figure 4: Benchmark configuration.

Another consideration is regarding the scheduling mechanism
of devices on CPU cores. In particular, one needs to decide about
whether to bind each container to a single core using CPU affin-
ity [39], or alternatively, leave the container scheduling decisions
to the Linux scheduler. Optimizing this decision has the advantage



Contention Aware Web of Things Emulation Testbed ICPE ’20, April 24-29, 2020, Edmonton, CA

of using the hardware resources more efficiently. The decision to
use affinity depends on the workload and the types of devices under
test. Therefore, the answer can be determined experimentally for
each specific combination of device types and workload.

Next, an example of such an experimental process is presented
for the above described platform. The goal is to measure the ef-
fect of CPU affinity on the capacity of a multicore server hosting
WoTbench. The idea is to create a CPU intensive workload and
determine which of the CPU scheduling choices can accommo-
date a larger number of devices without contention. The example
workload considered for this study has exponentially distributed
request inter-arrival and service times. The mean Request Inter-
arrival Time (RIT ) is set to 100 milliseconds per device while the
mean service time is set to 16 milliseconds. The number of devices
running on a single CPU core is then increased to measure the ca-
pacity of the multicore server for benchmarking, with and without
core affinity.

Figures 5(a) and 5(b) show the measured mean response time
and CPU utilization, respectively, as a function of the number of
devices. Figure 5(a) shows that the use of CPU affinity had less
than a 5% impact on the measured response time when less than 15
WoT devices (3 devices per core) are used. However, the measured
response time increases for the tests with more than 3 devices per
core. The total CPU utilization of the five cores as a function of
the number of devices is depicted in Figure 5(b). This graph shows
that the overall CPU utilization is less than 5% higher for the case
without affinity. While the use of CPU affinity resulted in a slightly
lower CPU utilization, it had an adverse effect on the response time,
therefore, using affinity is not helpful in this case.

While for this particular scenario the use of CPU affinity was not
helpful, the configuration can be beneficial in other cases such as
deployments with one device per core or cases with heterogeneous
devices. As a result, the initial decision around container place-
ment and the use of affinity in those scenarios will be workload
dependent. Moreover, despite the workload-based optimization of
container placement, the effect of the communication channel and
caching hierarchy, the position of the cores hosting the devices on
the two processors can potentially affect the test results [29]. We
currently ignore such effects at the deployment phase since the CD
component is designed to detect them, as discussed in Section 6.2.

6 RESULT INTEGRITY
An important consideration when using any benchmarking system
is to examine the integrity of the test results [31]. Specifically, a
comprehensive benchmarking system should provide feedback to
the benchmark user in case of deviations between the expected test
configuration and the executed test. One example of such deviations
happens when a bottleneck in the load generation system of an
interactive benchmark results in the request inter-arrival times of
the submitted workloads being inflated beyond what is specified
for the input, i.e., the expected workload [28]. WoTbench addresses
this scenario by reporting the timestamp of the sent requests and
statistical characteristics of the submitted workload. Section 6.1
presents an example that elaborates on how the user can interpret
this report to ensure the integrity of the generated workload.

Another source of deviations, more specific to WoTbench, is
the resource contention in the platform hosting the benchmark.
Resource contention is typically negligible in low load scenarios.
However, at higher load levels, contention for shared resources of
the underlying multicore hardware can adversely affect the results
of tests running on WoTbench. The CD module helps identify if
and at what loads such problems start to occur for a particular
architecture and test setup. Section 6.2 describes and evaluates the
effectiveness of this module, and discusses how the module can
help WoTbench users safely scale their experiments.

6.1 Gateway Emulator Bottleneck
As mentioned in Section 5, each instance of the GE runs on a
separate processing core of the underlying platform. The scalability
of the GE depends on the specification of the hardware platform.
The capacity of the GE on a specific platform is determined by
the minimum time it takes for the GE to submit two consecutive
requests. This limits the minimum Request Inter-arrival Time (RIT )
that the GE can emulate.

To elaborate on this limitation, the WoTbench deployment de-
scribed in Section 5 is used to run a test with a sample workload in
which the RIT from the GE perspective is exponentially distributed
with mean of 300 microseconds (or 3,333 requests per second on
average). The test is run twice; once when there is a single device
and again with ten devices under test. Note that the expected RIT
distribution from the GE perspective is the same for the two scenar-
ios. This means that the average RIT per device is ten times higher
for the test with ten devices. Figure 6 visualizes the Cumulative
Distribution Function (CDF) of RIT for the submitted and input
(expected) workload for the single device case, which has the higher
per-device request load (i.e., small average per-device RIT s). Note
that the zoomed in area of the graph shows a clear separation be-
tween the 10% of requests with the smallest RIT s. In particular, for
the submitted workload, this subset of low-RIT values all have RIT s
of approximately 30 microseconds, whereas the expected workload
includes much lower RIT s. This confirms that the GE was not able
to submit the requests with an inter-arrival time of less than 30
microseconds. The effect of this limitation on the integrity of the
results depends on the per-device workload and is determined by
comparing the statistical characteristics of expected and submitted
workloads, as reported by the GE.

Table 1 shows the reported values for mean and 5th percentiles
of the RIT for the two tests with one and ten devices, respectively.
These parameters are selected to show the effect of the minimum
RIT on the lower percentile and the mean. The results show that
the RIT distribution diverges more when the emulator is submitting
its workload to a single device. The GE’s limitation changed the
mean RIT by 0.5% and 0.05% for the tests with 1 and 10 devices,
respectively. The differences are even more clear when looking at
the 5th percentile. For example, while the 5th percentile is doubled
for the single device case, it remained unchanged for the ten device
scenario. The data provided by the WoTbench GE can be used in
this manner for evaluating the correctness of tests with arbitrarily
specified RIT distributions.
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Figure 5: Examining CPU affinity: (a) Response time and (b) CPU utilization.
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Figure 6: Cumulative Distribution Function of RIT for test
with high request load (i.e., small RITs) and a single device.

Table 1: Submitted vs. Expected workload.

Number of devices RIT values (µs)
Input Workload Submitted Workload
Mean 5th %ile Mean 5th %ile

1 300 15 286 32
10 3,019 150 3,005 150

In summary, WoTbench provides a tool for users to extract and
compare reportedRIT values, and to determine an appropriate num-
ber of GE instances. In particular, if the WoTbench user finds that
the mean or percentile deviations are not acceptable, one or more
additional GE instances have to be used to submit the workload.

6.2 Contention Detection Module
A threat to the integrity of tests running onWoTbench is contention
for shared resources. As discussed in Section 5, while a well de-
signed benchmark configuration can reduce the probability of such
contention, it does not guarantee its absence.

The contention problem: To understand the implications of
contention, three benchmark configurations are examined in which
1, 5 and 20 homogeneous WoT-device nodes each subjected to
the same workload are deployed using the platform described in
Section 5. In all cases, the device’s service time distribution is expo-
nential with a mean of 5 milliseconds. Moreover, the WoT-devices
are running in busy mode to emulate a CPU-intensive workload. If
there were no contention in the platform, the response time char-
acteristics at any given per-device throughput should be the same
across these three configurations.

Figure 7(a) shows the response times, as a function of per device
request throughput. Note that the response time is similar for the
three scenarios up to the per device throughput of 40 requests per
second. For higher throughputs, the measured response times are
higher for the 20 device scenario compared to the 1 and 5 device
cases. Considering that the device service time distributions and
the RIT distributions are identical for the three test scenarios, the
inflated response time in the 20 devices case can be an indicator of
resource contention at the platform level. The results suggest that
the testbed does not have the capacity of hosting 20 devices under
this specific workload.

While the existence of resource contention is clearly observable
in this controlled experiment, this effect cannot be easily detected in
a real test scenario. In testbeds with multiple heterogeneous devices
and variable workload conditions, testing such controlled scenarios
typically requires running a large number of experiments and a
lengthy benchmarking process. Furthermore, resource utilization
and OS level metrics are not always sufficient to detect all sources
of contention. For example, if the contention happens in parts of
the CPU or memory subsystem (e.g., cache hierarchy), hardware
level metrics are required to analyze the contention scenario. How-
ever, collecting and analyzing these metrics is costly and requires
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Figure 7: Effect of platform resource contention on mea-
sured response time

considerable processing resources and is therefore not feasible in
most use cases. As a result, an alternative approach is required to
ensure the correctness of test results while eliminating the need
for running multiple experiments.

Our CD module solution: The proposed solution within WoT-
bench is the CD module. The method adds a single WoT-device, i.e.,
CD node, and an extra Gateway Emulator container, i.e., Contention
Detector GE (CD-GE), to the WoTbench deployment. During the
experiment, the CD-GE submits a controlled workload to the CD
node and measures its response time. The basic idea is that when
there is no contention in the underlying hardware, the CD node’s
response time is close to its configured service time. However, when
the device nodes suffer contention for a shared resource, the CD
node will experience this contention as well. Consequently, the
measured response time of the CD node will deviate from the con-
figured service time, i.e., the wait time for the congested shared
resources is added to the service time.

There are two main characteristics for the CD workload. First,
requests should arrive sequentially with deterministic inter-arrival
times to ensure that the requests are not queued for the software
resources of the CD node. Second, the CD node’s resources should
have deterministic service times. These two conditions ensure that
any deviation between response time and configured CD node
service time can be attributed to resource contention.

Returning to the contention example above, we now explain
how the CD module can help detect resource contention. Figure 8
shows the CD node’s average response time as a function of per
device throughput for the same experiments described above. For
these experiments, the CD node requests are sent with the constant
inter-arrival time of 1 second and the service time of 5 milliseconds,
which is the same as that used by the devices. From the figure,
the average response time reported by the CD node was almost
constant for the 1 device and 5 devices experiments. However, for
the case with 20 devices, the average response time of the CD node
increases from 5 milliseconds, i.e., the configured service time, to 8
milliseconds for the tests with a per device throughput of higher
than 40 requests per second. Recall from Figure 7 that the response
time inflation was observed for the same range of throughputs for
the devices. This indicates that the CD node response time follows
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Figure 8: CD node’s average response time for contention
scenario.

the same pattern observed for device nodes and can potentially
thus detect such contention scenario in uncontrolled setups.

To quantify the extent of contention, WoTbench reports the
normalized response time deviations Rd = R−S

S , where R is the re-
sponse time and S is the service time. In practice, the response time
also includes the network transfer time. Therefore, Rd is slightly
greater than 0 even under no contention.

In the above contention example, the CD node was tuned based
on the knowledge about the workload and the devices under test.
In particular, the service time of the CD node requests are chosen
to be the same as the average service time of the devices. Since tests
use synthetic WoT-devices, the mean service time of the devices
can be calculated from the service times specified as input. The CD
node can then be configured with the estimated service time.

Next, additional experiments are presented to show the effec-
tiveness of the CD module in detecting contention under different
load conditions. First, WoT-devices are configured to have a mean
service time of 25 milliseconds and operate in busy mode to create
a CPU intensive workload. In the second case, the WoT-devices
have the same service time but operate in sleep mode to emulate
a non-CPU intensive workload. The mean service time of the CD
node is set to be the same as the service time of the devices.

Figures 9(a) and 9(b) show the normalized response time devia-
tions (Rd ) values as a function of the number of devices for both the
WoT-devices and the CD node for the CPU intensive and non-CPU
intensive workloads, respectively. Figure 9(a) shows that the Rd of
the device is constant and around 0.05 from 1 to 20 devices for the
CPU intensive case. With 25 devices, Rd increases to 0.07 and with
30 devices it is measured as 0.09. Similarly, the Rd for the CD node
is constant for up to 20 devices and starts to increases from the test
with 25 devices. This result shows that the CD node could detect
the emergence of contention while emulating 25 devices.

Figure 9(b) shows a similar trend for the non-CPU intensive
workload. In this case, the device nodes’ normalized response time
deviation, Rd , is constant and below 0.055 for up to 90 devices. For
the experiment with 100 devices, Rd increases to 0.07 and with 130
devices, the Rd is measured at 0.125. The CD node is able to follow
the devices’ response times and detect the contention for the case
of 100 devices.
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Figure 9: Normalized response time deviation (Rd ) for WoT-devices and CD node : (a) CPU intensive workload, (b) Non-CPU
intensive workload.

7 CONCLUSIONS
This paper describes WoTbench, an emulation testbed to facilitate
benchmarking studies inWoT environments. WoTbench is designed
to be deployed on commodity multicore hardware. It allows users to
conduct capacity planning studies and examine behaviour of WoT
systems under different system architectures, application charac-
teristics, workload scenarios and network conditions. WoTbench’s
Contention Detection (CD) module also enables the users to care-
fully scale their experiments, through the monitoring and detection
of potential resource contentions that can affect the test results.

Future work will focus on automating the deployment process
described in Section 5. We will also expand the gateway emulator
to support HTTP. Other interesting future work directions include
the integration of real devices and applications and the ability to
emulate power and energy usage characteristics of specific devices
of interest.
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