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The correctness of our algorithm in the main text lies upon the assumption that p is faithful
to some MVR CG. This is a strong requirement that we would like to weaken, e.g. by replacing
it with the milder assumption that p satisfies the composition property. Correct algorithms
for learning directed and acyclic graphs (a.k.a. Bayesian networks) under the composition
property assumption exist (Chickering and Meek, 2002; Nielsen et al., 2003). We have recently
developed a correct algorithm for learning LWF CGs under the composition property (Peña et
al., 2014). The way in which these algorithms proceed (a.k.a. score+search based approach) is
rather different from that of our algorithm (a.k.a. constraint based approach). In a nutshell,
they can be seen as consisting of two phases: A first phase that starts from the empty
graph H and adds single edges to it until p is Markovian with respect to H, and a second
phase that removes single edges from H until p is Markovian with respect to H and p is not
Markovian with respect to any CG F such that I(H) ⊆ I(F ). The success of the first phase
is guaranteed by the composition property assumption, whereas the success of the second
phase is guaranteed by the so-called Meek’s conjecture (Meek, 1997). Specifically, given two
directed and acyclic graphs F and H such that I(H) ⊆ I(F ), Meek’s conjecture states that
we can transform F into H by a sequence of operations such that, after each operation, F is a
directed and acyclic graph and I(H) ⊆ I(F ). The operations consist in adding a single edge
to F , or replacing F with a triplex equivalent directed and acyclic graph. Meek’s conjecture
was proven to be true in (Chickering, 2002, Theorem 4). The extension of Meek’s conjecture
to LWF CGs was proven to be true in (Peña et al., 2014, Theorem 1). The extension of
Meek’s conjecture to AMP CGs was proven to be false in (Peña, 2012, Example 1). The
example below shows that the extension of Meek’s conjecture to MVR CGs does not hold
either.

Consider the MVR CGs F and H below.
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We can describe I(F ) and I(H) by listing all the separators between any pair of dis-
tinct nodes. We indicate whether the separators correspond to F or H with a superscript.
Specifically,

● SFAB = SFBC = SFCD = SFDE = SFIJ = S
F
JC = ∅,

● SFAC = all the node sets that do not contain {B},
● SFAD = all the node sets that do not contain {B} or contain {C},
● SFAE = all the node sets that do not contain {B,D} or contain {C},
● SFAI = all the node sets that do not contain {B,C,J},
● SFAJ = all the node sets that do not contain {B,C},
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● SFBD = all the node sets that contain {C},
● SFBE = all the node sets that do not contain {D} or contain {C},
● SFBI = all the node sets that do not contain {C,J},
● SFBJ = all the node sets that do not contain {C},
● SFCE = all the node sets that do not contain {D},
● SFCI = all the node sets that do not contain {J},
● SFDI = all the node sets that do not contain {J} or contain {C},
● SFDJ = all the node sets that contain {C},
● SFEI = all the node sets that do not contain {D,J} or contain {C},
● SFEJ = all the node sets that do not contain {D} or contain {C}.

Likewise,

● SHAB = SHBC = SHBD = SHCD = SHDE = SHDJ = S
H
IJ = S

H
JC = ∅,

● SHAC = all the node sets that do not contain {B},
● SHAD = all the node sets that do not contain {B},
● SHAE = all the node sets that do not contain {B,D},
● SHAI = all the node sets that contain neither {B,C,J} nor {B,D,J},
● SHAJ = all the node sets that contain neither {B,C} nor {B,D},
● SHBE = all the node sets that do not contain {D},
● SHBI = all the node sets that contain neither {C,J} nor {D,J},
● SHBJ = all the node sets that contain neither {C} nor {D},
● SHCE = all the node sets that do not contain {D},
● SHCI = all the node sets that do not contain {J},
● SHDI = all the node sets that do not contain {J},
● SHEI = all the node sets that do not contain {D,J},
● SHEJ = all the node sets that do not contain {D}.

Then, I(H) ⊆ I(F ) because SHXY ⊆ SFXY for all X,Y ∈ {A,B,C,D,E, I, J} with X ≠ Y .
All the CGs that are triplex equivalent to F and H can be represented by the graphs F

and H below, where a circle at the end of an edge represents an unspecified end, i.e. an
arrowhead or nothing.
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However, we cannot transform any CG in F into a CG in H as required by Meek’s con-
jecture. To see it, note that the only modifications that we can perform to any CG in F is
adding the edge B →D or the edge J →D. This implies that A /⊥D or J /⊥D in the resulting
CG, whereas A⊥D and J ⊥D in any CG in H.
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