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Conditional and Stochastic Actions
▸ Plan evaluation is relevant in fields such as health management, economic

policy making or robot motion planning. Say Zk represents the process
state at time tk (e.g., temperature), Xk stands for some control variables
(e.g., chemicals), and Y is the process outcome (e.g., product quality).

▸ Factorization:
p(y , z1, . . . , zn, x1, . . . , xn)

= p(y ∣z1, . . . , zn, x1, . . . , xn)∏
k

p(xk ∣xk−1, zk , zk−1)∏
k

p(zk ∣zk−1, xk−1).

▸ Plan evaluation, i.e. the plan is a set of actions x̂k (≡ do(xk)):

p∗(y) = p(y ∣x̂1, . . . , x̂n) = ∑
z1,...,zn

p(y ∣z1, . . . , zn, x1, . . . , xn)∏
k

p(zk ∣zk−1, xk−1).

▸ Plan evaluation is a key ingredient of decision theory, which instructs a
rational agent to perform the action x with maximum expected utility:

EU(x) =∑
y

p(y ∣x̂)u(y).
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Conditional and Stochastic Actions
▸ A plan that consists of actions do(xk) is called unconditional. A plan that

consists of actions do(Xk = g(xk−1, zk , zk−1)) is called conditional. A plan
that consists of actions chosen according to a probability distribution
p∗(xk ∣xk−1, zk , zk−1) is called stochastic.

▸ Note that unconditional ⊆ conditional ⊆ stochastic plans.

▸ Factorization:
p(y , z1, . . . , zn, x1, . . . , xn)

= p(y ∣z1, . . . , zn, x1, . . . , xn)∏
k

p(xk ∣xk−1, zk , zk−1)∏
k

p(zk ∣zk−1, xk−1).

▸ Stochastic plan evaluation:

p ∗ (y) = ∑
z1,...,zn

p∗(y , z1, . . . , zn, x1, . . . , xn)

= ∑
z1,...,zn

p(y ∣z1, . . . , zn, x1, . . . , xn)∏
k

p∗(xk ∣xk−1, zk , zk−1)∏
k

p(zk ∣zk−1, xk−1).

▸ Conditional plan evaluation:

p ∗ (y) = ∑
z1,...,zn

p∗(y , z1, . . . , zn, x1, . . . , xn)

= ∑
z1,...,zn

p(y ∣z1, . . . , zn,g1, . . . ,gn)∏
k

p(zk ∣zk−1,gk−1)

where g1 = g(z1) and gk = g(gk−1, zk , zk−1).
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Conditional and Stochastic Actions

▸ More generally, we have now three types of actions or interventions at our
disposal: Unconditional, conditional and stochastic.

▸ Causal effect of a conditional action do(X = g(z)):

p∗(y) = p(y ∣do(X = g(z))) =∑
z

p(y ∣do(X = g(z)), z)p(z ∣do(X = g(z)))

=∑
z

p(y ∣x̂ , z)∣x=g(z)p(z)

because Z is assumed to be measured prior to taking the action X and,
thus, Z cannot be a descendant of X .

▸ Causal effect of a stochastic action p∗(x ∣z):

p∗(y) =∑
x

∑
z

p(y ∣x̂ , z)p∗(x ∣z)p(z).

▸ Therefore, identifiability for conditional and stochastic actions is stricter
than identifiability for unconditional actions, because conditioning on z
may create dependencies that prevent identifying p(y ∣x̂ , z).
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Sequential Back-Door Criterion

▸ Consider a causal structure G over {X ,Z ,U,Y } where
▸ X = {X1, . . . ,Xn} is a set of control variables, and
▸ Z is a set of observed variables, and
▸ U is a set of latent variables, and
▸ Y is a single outcome variable.

▸ Assume that Xk is a non-descendant of Xk+1, and Y is a descendant of Xn

(maybe of others Xk too). Let Nk be the non-descendants of {Xk , . . . ,Xn}.

▸ The plan p(y ∣x̂1, . . . , x̂n) is identifiable if
1. there is a set Zk ⊆ Nk for all 1 ≤ k ≤ n st
2. Y ⊥G

Xk ,Xk+1,...,Xn
Xk ∣X1, . . . ,Xk−1,Z1, . . . ,Zk .

Moreover, the plan evaluation is given by

p(y ∣x̂1, . . . , x̂n) = ∑
z1,...,zn

p(y ∣z1, . . . , zn, x1, . . . , xn)∏
k

p(zk ∣z1, . . . , zk−1, x1, . . . , xk−1).

▸ Note that condition 2 is equivalent to the back-door criterion on G after
deleting the (bi)directed edges into future actions.
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Sequential Back-Door Criterion

▸ The plan is identifiable with Z1 = ∅ and Z2 = {Z} as

p(y ∣x̂1, x̂2) =∑
z

p(y ∣x1, x2, z)p(z ∣x1).
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Sequential Back-Door Criterion

▸ Proof: Condition 1 implies that no node in {Z1, . . . ,Zk ,X1, . . . ,Xk−1} is a
descendant of {Xk , . . . ,Xn} and, thus, rule 3 implies that

p(zk ∣z1, . . . , zk−1, x1, . . . , xk−1, x̂k , . . . , x̂n) = p(zk ∣z1, . . . , zk−1, x1, . . . , xk−1).

Moreover, condition 2 and rule 2 imply that

p(y ∣z1, . . . , zk , x1, . . . , xk−1, x̂k , . . . , x̂n) = p(y ∣z1, . . . , zk , x1, . . . , xk , x̂k+1, . . . , x̂n).

Putting all together, we have that

p(y ∣x̂1, . . . , x̂n) =∑
z1

p(y ∣z1, x̂1, . . . , x̂n)p(z1∣x̂1, . . . , x̂n)

=∑
z1

p(y ∣z1, x1, x̂2, . . . , x̂n)p(z1)

= ∑
z1,z2

p(y ∣z1, z2, x1, x̂2, . . . , x̂n)p(z1)p(z2∣z1, x1, x̂2, . . . , x̂n)

= ∑
z1,z2

p(y ∣z1, z2, x1, x2, x̂3, . . . , x̂n)p(z1)p(z2∣z1, x1)

= . . .
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Sequential Back-Door Criterion

▸ Choosing Zk : Exhaustive search. Alternatively, there exist sets Zk

satisfying conditions 1 and 2 iff

Y ⊥G
Xk ,Xk+1,...,Xn

Xk ∣X1, . . . ,Xk−1,W1, . . . ,Wk

where Wk is the set of nodes that are non-descendants of {Xk , . . . ,Xn} in
G and have either Y or Xk as descendant in GX k ,X k+1,...,Xn

. Moreover,

p(y ∣x̂1, . . . , x̂n)

= ∑
w1,...,wn

p(y ∣w1, . . . ,wn, x1, . . . , xn)∏
k

p(wk ∣w1, . . . ,wk−1, x1, . . . , xk−1).

▸ Choosing the ordering of the actions X : Exhaustive search.

▸ The above can be extended to conditional plans.

▸ Note that do-calculus is an alternative to the above, albeit less intuitive.
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Direct and Indirect Effects
▸ The direct effect is the effect of X on Y that is not mediated by other

variables in G , i.e. all the other variables are held fixed. Therefore, the
direct effect is of interest only if X ∈ PaY .

▸ Total effect: p(y ∣do(x)).
▸ Direct effect: p(y ∣do(x),do(v ∖ {x , y})) where V are the observed

variables in G . Alternatively, p(y ∣do(x),do(paY ∖ {x})).

▸ The direct effect is important when evaluating the effectiveness of a
treatment, when investigating possible race or sex discrimination, etc.

▸ In general, it is wrong to condition on PaY ∖ {X}. For instance,
p(h∣do(t),do(a)) = p(h∣t, a) but p(h∣do(g),do(q)) ≠ p(h∣g ,q).

▸ Since the direct effect is of interest only if X ∈ PaY , the direct effect
corresponds to a plan where some PaY are the control variables. E.g.,

p(h∣do(g),do(q)) =∑
i

p(h∣i ,g ,q)p(i ∣g)

with Z1 = ∅ and Z2 = {I}. Moreover, p(i ∣g) = p(i).
▸ The direct effect is not identifiable if X ↔ Y is in G .
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Direct and Indirect Effects

▸ More exactly, the direct effect of X on Y is defined as the change in Y
that is induced by changing X from the reference value x∗ to the value x ,
while PaY ∖ {X} are held fixed, i.e.

p(y ∣do(x),do(paY ∖ {x})) − p(y ∣do(x∗),do(paY ∖ {x})).

▸ Note that the direct effect may depend on the value paY ∖ {x}. Therefore,
we may report it for
▸ a prescribed value, a.k.a. average controlled direct effect, or
▸ the value under do(x∗), a.k.a. average natural direct effect, i.e. the

average improvement in health if we start the treatment but the patients
are given as much aspirin as with no treatment, or the average increase in
female hiring if females are trained to have the same qualifications as males.

▸ Formally,
▸ CDE(x , x∗,Y ) = E[Yxz ] − E[Yx∗z ]
▸ NDE(x , x∗,Y ) = E[YxZx∗

] − E[Yx∗ ]

where Z = PaY ∖ {X}, and Yx denotes the value of Y under regime do(x).

▸ CDE is identifiable if the plan Yxz is identifiable.

▸ For causal structures without latent variables, NDE is identifiable as

NDE(x , x∗,Y ) =∑
s

∑
z

(E[Y ∣x , z] − E[Y ∣x∗, z])p(z ∣x∗, s)p(s)

where S are any variables satisfying the back-door criterion wrt (X ,Z).
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Direct and Indirect Effects

▸ The average natural indirect effect is the expected change in Y when X
is held fixed at x∗ but Z changes to whatever value it would have attained
had X be set to x , i.e.

NIE(x , x∗,Y ) = E[Yx∗Zx ] − E[Yx∗].

▸ In the examples above, it is the average improvement in health if we stop
the treatment but the patients are given as much aspirin as under the
treatment, or the average increase in male hiring if males are trained to
have the same qualifications as females.

▸ NIE is identifiable if the total effect and NDE are identifiable, because

TE(x , x∗,Y ) = E[Yx] − E[Yx∗] = NIE(x , x∗,Y ) −NDE(x∗, x ,Y )

= NDE(x , x∗,Y ) −NIE(x∗, x ,Y ).

▸ However, in general, TE(x , x∗,Y ) ≠ NDE(x , x∗,Y ) +NIE(x , x∗,Y )

because the change in Y may depend on the interaction between X and Z .
▸ CIE does not make sense because we cannot nullify the direct effect.
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Direct and Indirect Effects
▸ Assume binary random variables and, thus, E[Ht,a] = E[H ∣t, a] = p(h∣t, a).

T A p(h∣t, a)
1 1 0.8
1 0 0.4
0 1 0.3
0 0 0.2

T p(a∣t)
1 0.75
0 0.4

TE(t, t,H) = E[Ht] − E[Ht] = p(h∣t) − p(h∣t)

= p(h∣t, a)p(a∣t) + p(h∣t, a)p(a∣t) − p(h∣t, a)p(a∣t) − p(h∣t, a)p(a∣t)

= 0.8 ⋅ 0.75 + 0.4 ⋅ 0.25 − 0.3 ⋅ 0.4 − 0.2 ⋅ 0.6 = 0.46

NDE(t, t,H) = (E[H ∣t, a] − E[H ∣t, a])p(a∣t) + (E[H ∣t, a] − E[H ∣t, a])p(a∣t)

= (0.8 − 0.3)0.4 + (0.4 − 0.2)0.6 = 0.32

NIE(t, t,H) = TE(t, t,H) +NDE(t, t,H)

= 0.46 + (0.3 − 0.8)0.75 + (0.2 − 0.4)0.25 = 0.035

▸ The average health improvement due to the treatment is 46 %.
▸ The treatment alone (i.e., keeping the pre-treatment aspirin dose) is

responsible for 70 % of this improvement (i.e., NDE/TE).
▸ Therefore, a significant portion (30 %) is due to the treatment being able

to stimulate the intake of aspirin.
▸ However, stimulating the intake of aspiring by other means than the

treatment explains just 7 % of the improvement (i.e., NIE/TE).
▸ Therefore, the treatment is crucial and should not be replaced by a (less

expensive) program for aspiring intake encouragement.



15/15

Summary

▸ Conditional and Stochastic Actions

▸ Sequential Back-Door Criterion

▸ Direct and Indirect Effects

Thank you


