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Abstract. Dealing with knowledge from the human natural envi-
ronment is one of the most important capabilities that robotic systems
should be equipped with to act autonomously. Moreover, a robot can-
not perform a given task properly without knowing the meaning of
the contained objects. In addition, semantic perception is very chal-
lenging and robots must be able to deal with uncertainties and am-
biguities that may occur partially caused by noisy sensors. In this
paper the concept of a novel approach for semantic object recogni-
tion for indoor scenes is presented. In our method, spatial potential
fields are defined to model probabilistic spatial relations between ob-
jects. These relations can then be used to recognise specific objects
and find their most probable position in a given environment.

1 INTRODUCTION

Intelligent robots able to perform everyday tasks in human living en-
vironments are certainly going to play an important role in the soci-
ety in the future. Especially indoor service robots that could support
humans in their everyday live will be of great use. One of the main
challenges is that such robots need to act and understand their en-
vironment, which, however is very dynamic and rather designed for
humans. A system’s ability to detect objects in its surrounding envi-
ronment and assign them meaningful descriptions is mandatory for
an agent to support a human or interact with him. In this paper a
concept of a novel idea for semantic object recognition and indoor
scene labelling based on spatial potential fields and probability is
presented. We introduce a new method, in which the spatial potential
fields (SPF) and maximum field intensity (MFI) are used for the ob-
ject recognition process. Furthermore, the definition of a new type of
probabilistic spatial relations between objects is introduced.

2 RELATED WORK

In recent years, a number of studies have been done in the area of se-
mantic perception for robotic systems [10, 5, 7, 9]. While the increas-
ing availability of low-cost RGB-D sensors has likely contributed to
this trend, the main reason may be found in the fact that robots need
these capabilities to perform complex tasks in human living environ-
ments [6, 8]. In one recent study [1] contextually guided semantic
labelling and search are presented. In this method a graphical model
with geometrical features and contextual relations between objects is
used. To obtain a better view of the objects in the scene, active object
recognition is performed. Aydemir et al. [3, 2] describe an approach
for active visual search. In this process topological relations between
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objects are used to create a potential search action and find a given
object. Similar to Anand et al. [1] the next best view algorithm is
applied to deal with occlusion. Other recent work which covers the
challenges of object labelling in indoor environments using RGB-D
data has been presented in [11]. The authors developed and evalu-
ated a method for scene labelling that combines RGB-D features and
contextual models by using MRFs (Markov Random Fields) and seg-
mentation.

3 SPATIAL POTENTIAL FIELDS

Some tasks of a domestic service robot focus on supporting humans
in their everyday life. Most of those involve object manipulation
tasks, such as retrieving a certain object such as a bottle of milk or a
cereal box. Another scenario would be preparing a breakfast or lunch
table. Nevertheless, such scenarios require that a robot is able to de-
tect and recognise objects in the given task. To achieve this, a priori
knowledge about the objects and their relations in a given environ-
ment is required. Thus, the robot is able to utilise this information for
deriving a search strategy for a given object. As most target objects
are relatively small in comparison to the environment in which the
robot is performing the task, semantic and spatial knowledge about
the object could reduce the area to be searched by the robot. An
approach for modelling the spatial information of the objects is de-
signed by using a new type of potential fields: spatial potential fields.
Potential fields have so far been used in the area of robots navigation
[4] for obstacle avoidance. In this area, the potential fields are calcu-
lated from the detected objects or the given map of the environment.
The magnitude of a field depends on the distance of the respective
object to the robot. The calculated potential fields are used for avoid-
ing obstacles on the robot pathways.

In our novel idea, we define and use spatial potential fields (SPFs)
for calculating the spatial information of the objects. This informa-
tion is used further on in the process of semantic object recognition.
SPFs can be seen as a new method to describe contextual topolog-
ical relationships between pairs of objects in a probabilistic man-
ner. In our concept we distinguish between two types of objects in
the environment. The first type consists of socalled reference objects
Ro such as wall, floor, ceiling, door or a furniture. These objects
are used as context information in the search for other items. The
second type contains target objects To. This type involves entities
which are usually smaller than reference objects, like food articles or
office supplies. The spatial potential fields are determined between
reference objects and target objects using spatial relations. Such re-
lations could be for instance below, near, or above. These relations
can be seen as abstractions of the object configuration in space, such
as their distances, directions or topological relationships. Therefore,
potential fields are spread out over the objects and describe the de-
gree of the intensity for a given spatial relation. SPFs are defined as



ellipsoidal forms, where two factors are determined from the refer-
ence object dimension, e.g. width and height of the reference object.
The third factor of the ellipsoidal field is variable and determined
by the distance from the reference object. These values are used for
determining the potential field value/factor. For example, the field in-
dicates how close an object is to another objects. Figure 1 shows an
example of spatial potential fields for the relations near and above.

Reference Object A

Reference Object B

Figure 1. Two dimensional illustration of the spatial potential fields
concepts for near (A) and above (B) relations

The spatial potential field of an object with a relation to a reference
object SPFeiqation 1s formally defined as:
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where: PF,, is the possible potential field for the given point z;
with the given relation and n is the number of all points of the object
being tested for the given relation. The possible potential field (PF)
is defined as a value between 0 and 1, cf. Figure 1. As a result, the
calculated SF P eiation is a valid value for further processing in the
probabilistic reasoning method.
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Figure 2. Two dimensional illustration of the maximum field intensity
concept of relation near of reference object A (refrigerator) and relation
above of reference object B (table)

The potential fields have another important role in our approach,
namely, they are used to calculate the most probable position of a
given target object 7o . This can be done by means of Maximum Field
Intensity. It is fairly likely that an object can have more than one
relation to a number of reference objects. The MFI specifies where
the fields of given spatial relations of objects combine to produce the
highest intensity. An example of MFI resulting from two relations is
presented in Figure 2.

One major advantage of our potential fields approach is the pos-
sibility to combine a number of SPF relations into an MFI value.
Instead of calculating the MFI directly using a combination of the
relations of the object with other reference objects, the MFI is cal-
culated as a superposition of those individual SPFs of each relation.

This advantage is also algorithmically efficient, as SPF calculations
are done once for each object’s relation. Any number combinatorial
MFI can be calculated formally as follows:

m
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where S PFj is the spatial potential field for the relation j and m is
the number of SPF relations being combined.

4 PROBABILISTIC SPATIAL RELATIONS

In order to distinguish and detect objects, prior knowledge about
typical objects in the environment is needed. This knowledge must
be expressive enough and contain sufficient information to enable
the definition of various classes of entities. Furthermore, using such
knowledge, it must be possible to deal with uncertainties and ambi-
guities which may occur. Through probabilities many different cases
of object appearance and relations can be described. However, more
relevant is that reasoning can still be done even if part of informa-
tion is missing, which in turn is not possible by using first order or
description logic exclusively.

In our approach, we use probability for the description of the spa-
tial relations between objects. In this way different possible relations
of an object can be represented. For instance, it can be defined that a
given target object T4 is located on reference object Rp or on other
reference object R with a given probability. That means the target
object can be found not only in one place but in many different areas,
which is almost always the case in human living environments. These
probability values may changes according to the given environment.
The relations have the general form:

B xnxn—[0;1] 3)

With n = {n1,...,m} and n, € [T, R] as an object type and ¢ =
{1, .., pn} as a set of relations. Based on formula (3) the following
relations can be defined:

B(above, Ta, Rp) = 0.2 4
B(near, Rc,Rp) = 0.6 ©)

These relations can also be considered as a spatial heuristic which
can be used in the search for a given target object. By means of this
heuristic the search space can be reduced, by searching for the ob-
ject at the position with the highest probability first. Furthermore,
the heuristic yields all probable locations for the object’s occurrence.

5 CONCLUSION AND FUTURE WORK

In this paper a novel idea of using the spatial potential fields for se-
mantic object recognition has been presented. We have described a
concept of our spatial potential fields and how they can be applied
to create a hypothesis for object occurrences and derive additional
knowledge for object recognition. In addition, we have provided a
definition for probabilistic spatial relations between objects. The next
step of our work will be the further implementation of our novel idea,
analysing and validating of our concept. We would like to extend our
algorithm to new spatial relations and other domains apart from the
kitchen environment used in the example presented here and perform
tests in real human living environments with a mobile robot.
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