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Abstract.
Response generation for natural language interfaces can not be seen

as an isolated activity. It must be designed to facilitate cooperative
user-friendly interaction. One important source of information for
such a natural language generator is a model of the ongoing dialogue.
There are two major approaches to dialogue modeling. One approach
is based on reasoning about the goals and intentions behind a user
initiative, whereas the other relies on a dialogue grammar specified
from the functional role of a move. The latter approach does not
allow reasoning on user intentions and goals, and will often produce
less sophisticated responses. On the other hand, identifying a user’s
goals and intentions is not a straightforward task; furthermore, the
intention-based approach relies on complex plan recognition. For
many natural language applications the grammar-based approach is
sufficient and it is not necessary to recognize the intentions behind a
user initiative. However, if the goal is to mimic human interaction a
grammar-based approach will not be accurate enough.

1 Introduction

User-friendly cooperative response generation for natural language
interfaces can not rely solely on the information provided in isolated
utterances. It needs to consult a model of the ongoing dialogue to
utilize information on focus and dialogue structure. Research on such
computational models of discourse can be motivated from two dif-
ferent standpoints. One is to develop general models and theories of
discourse for all kinds of agents and situations. The other approach
is to account for a computational model of discourse for a specific
application, say a natural language interface. It is not obvious that the
two approachesshould present similar computational theories for dis-
course. Instead the different motivations should be considered when
presenting theories of dialogue for natural language interfaces.

There are no studies showing that natural language interfaces
should try to mimic human communication or that a generated re-
sponse must resemble a human response. On the contrary, such in-
terfaces will not only be slow, they will also provide the user with
an erroneous model of its capabilities. Instead, response generation
must adhere to the behaviour and capabilities of the natural language
interface and produce helpful responses based on the application and
the role of the agents.

Three different dialogue types can be distinguished [14]: Task dia-
logue, where the system guides the user’s actions, examples of this is
the pump assembly task, Planning dialogue, where the system assists
in planning the user’s actions, and Parameter dialogue, where the
user’s task is not known to the system, an example of this is database
access. Task dialogues often need to consult a user model which may
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require more sophisticated dialogue models. The class Simple Ser-
vice Systems [8], which can be said to incorporate both Planning
and Parameter dialogues, define an important application domain for
natural language interfaces. Such systems require in essence only
that the user identify certain entities, parameters of the service, to the
system providing the service, and once they are identified the service
can be provided [8].

Essential design properties for natural language interfaces are hab-
itability [19] and transparency. A natural language interface must
clearly show the user which actions it is able to perform, which ini-
tiatives it can respond to, which it cannot respond to, and why this is
the case, and also the capabilities of the underlying background sys-
tem. Another important property is efficiency. The natural language
interface should not slow down the interaction with the background
system noticeably.

2 Computational Models of Discourse

The problem of discourse modeling can be divided into managing
three structures [6]: the linguistic structure, the attentional state and
the intentional structure.

The details on a component which records the objects, properties
and relations that are in the focus of attention, the attentional state,
need careful examination, but will not be elaborated upon in this pa-
per. For simple service systems applications a simple model copying
information from one segment to the next is often sufficient [10].

The role that is given to the intentional state, i.e. the structure of the
discourse purposes, and to the linguistic structure, i.e. the structure of
the sequencesof utterances in the discourse, provides two orthogonal
[16] approaches to dialogue management:

� One approach is what can be called the plan-based, or intention-
based [9], approach. Essential to this approach is the modeling of
the user’s intentions and purpose of participating in the discourse.
The linguistic structure is used to identify the intentional state in
terms of the user’s goals and intentions. These are then modeled
in plans describing the actions which may possibly be carried out
in different situations. The basic formalism [4] has been extended
in many ways to handle various phenomena observed in human
communication.

� In the other approach to dialogue management, termed the grammar-
based approach, utterances are interpreted from the linguistic struc-
ture on the basis of their functional relation to the previous inter-
action. This approach relies on the assumption that the structure of
the conversational moves can be used to model the dialogue, (cf.
conversational analysis). For instance, utterances often occur in
pairs, e.g. an answer follows a question. The identification of the
users’ goals is still an important issue. However, this can be done
without reference to a speaker’s underlying intent. The constraints
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on a move can be determined from speech act information only
which in turn is modeled in a dialogue grammar.

To illustrate the two approaches consider dialogue example 1. In
the plan-based approach, understanding the first utterance is assumed
to rely on knowledge of plans describing how to board a train, how
to make a train journey, select a train, buy a ticket, etc. These plans
are then used to realize that the user’s goal is to make a train journey
and thus, needs to select a train and that therefore the first utterance
requests information about a departure time, in this case, of the train
to Ottawa.

Passenger: Trains going from here to Ottawa?
Clerk: Ottawa. Next one is at four-thirty.
Passenger: How about Wednesday?
Clerk: One at nine thirty,....

Dialogue example 1 (from [13, p. 108]).

In the grammar-based approach the interpretation of an utterance
stops after having identified the functional role of the linguistic struc-
ture, i.e. the speech act. In the example we can identify two speech
acts. Let us call them Request and Inform. We assume that a sys-
tem which acts as a clerk in a train station has the overall goal of
responding to user initiatives, in this case to answer questions from
the customer, i.e. to respond to a Request with an Inform. This is
modeled in a rule in a dialogue grammar which is used to capture the
information that if the first utterance is a Request the response is to
be an Inform. Thus, the first initiative, the Request for information
about trains to Ottawa will result in a response of type Inform which
provides the requested information. The second utterance is treated
similarly after resolving the ellipsis.

One motivation for reasoning about the user’s goals and intentions
is to be able to account for common phenomenafrom human commu-
nication, such as emotions. To illustrate this, consider the utterance
With 269 people on board? in dialogue example 2.

Speaker 1: The Korean jet shot down by the Soviets was a spy
plane.
Speaker 2: With 269 people on board?

Dialogue example 2 (from [3, p. 13]).

The problem is how to correctly communicate the doubt conveyed
by that utterance. This can hardly be done if using only informa-
tion on the functional role of the speech act. Such a system would
probably end up answering Yes. On the other hand, by using plan
recognition techniques in conjunction with discourse goal rules this
can be accomplished by recognizing violations in the intentions and
plans that the user intended to convey [3].

There are two major problems with the plan-based approach. One
is the problem of identifying the primitives needed. In the plan-
based approach, the user’s intentions and goals must be identified
to determine the relevant plans to be used in a certain application.
However, it is not always clear which goals the users pursued in the
interaction. In a user-advisor Wizard of Oz experiment two different
coders tried to derive the dialogue structure from recognizing the
users’ goals and transitions in these goals and a mapping onto a task
structure [7]. The inter-rater reliability between them was in some
cases only 72%. This means that the coders frequently could not
agree on which goal a user intended in a certain situation. If this is
a difficult task for humans it is presumably even more difficult for

computers. This result poses serious problems for the development of
natural language systems that rely on the notion of a plan described
as fulfilling a user’s goal.

Efficiency is also a problem for plan recognizers. Central to the
plan-based approach is the recognition by the listeners of the speaker’s
goals, where goals are modeled using plans. The area of plan recogni-
tion has been less rigorously studied than planning, but is considered
an even more difficult task than planning [3]. General STRIPS-like
planning is undecidable, but the complexity of the plan operators can
be restricted to achieve tractable results. However, it is not possi-
ble to construct a polynomial-time planning algorithm for the more
restricted class of problems, named the SAS-PU class [2], which
probably is too restricted for practical use in natural language pro-
cessing. In SAS-PU, for instance one action achieves only one effect
in the world and every operator has only one effect in the world.

Removing the ability to recognize new plans by chaining together
the preconditions and effects of other plans [12] also provides plans
that can be recognized in polynomial time [18]. This restricts the
flexibility of plan recognition, but would otherwise lead to massive
increase in the size of the search space [12].

For a dialogue grammar, provided it can be written using a context-
free grammar (or a grammar of less complexity), there are well-known
polynomial-time algorithms that can be used for parsing. This argu-
ment also accounts for grammar formalisms utilizing feature struc-
tures, as long as the grammar is small and the number of categories
limited.

3 Generating without plans

Utilizing only a dialogue model is not enough to generate user-
friendly cooperative natural language responses. There are a variety
of other means, not requiring an intention based model, to support
the generation process, some of which will briefly be mentioned in
this section.

In a series of experiments on natural language interaction for sim-
ple service systems we have utilized a principle which we term The
Quantity Principle: The system may give more information to the
user than has actually been requested provided it is potentially rel-
evant [1, 5]. The principle can be motivated from the fact that the
user reads and understands natural language at an adequate speed
and is able to select information on the basis of relevance. Moreover,
for information in tabular form, selection does not require excessive
reading, either [1]. In our empirical investigations this was pointed
out as a good feature of the system, as having all relevant information
in a single table facilitated comparisons and evaluations [10].

Again consider dialogue example 1. The information provided by
a computer will not necessary be the same as the one provided by a
clerk at a train station. In typed interaction the response could instead
be the time-table for trains going to Ottawa that particular day. That
information would most probably fit on the screen and it could be
provided instantly without sophisticated reasoning. In the example
it might also be that the weekly time-table can be presented in one
window, already as response to the first utterance, making the second
request redundant.

A similar strategy can be used if a user investigates different prop-
erties about the same set of primary referents, objects, or the same
property for various objects. In such cases, provided that the system
utilizes tabular presentation, the information generated as response to
the second utterance can be added to that of the first. In both of these
cases the system provides more information to the user than she has
actually asked for.
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The Quantity Principle reduces the need to utilize sophisticated
intention based strategies, as there is no need to further tailor the
response to match the users’ goals and intentions. It is, of course,
most applicable when screen output is possible and especially for
multi-modal generation, where a variety of modalities and multiple
windows can be used [11]. For spoken interaction, for instance, it
is less suitable. However, even such interaction can perform well
without utilizing plan based models [20].

When presenting meta-knowledge and for applications such as
argumentation systems where the organization of the knowledge base
is to be explained, tabular presentation is less applicable. Systems of
this kind need more advanced methods, taking into account features
such as communicative goals and rhetorical structures. To some extent
this can be achieved using schemata describing various aspects of the
text to be generated [15].

Another aspect of generation is the cost for creating the knowl-
edge bases required for sophisticated natural language interaction.
This problem is addressed in IDAS [17], which mix a fixed set of
rules with canned text generations. IDAS does not utilize plan based
reasoning as the cost is too high. The cost could be reduced using
control heuristics; however this also removes the systems abilities
to respond appropriately in unusual situations. This strategy works
well if the number of tasks to perform is small and fairly predictable.
Furthermore, different applications demanddifferent techniques [17].

4 Summary

User-friendly natural language interaction needs to consult a model
of the ongoing dialogue to generate cooperative responses. Such di-
alogue modeling can be carried out either by utilizing only the func-
tional role of a move, the grammar-based approach, or by also trying
to convey the goals and intentions behind the move, the plan-based
approach.

What is important is to carefully investigate the properties of the
task and the user situation to choose the right dialogue model. If the
goal is to mimic human language capabilities the plan recognition
approach might be necessary, despite its complexity. There are also
applications, such as Task dialogue systems, where a more sophisti-
cated reasoning is required in order to produce meaningful responses.
However, for the task of managing the dialogue in many natural lan-
guage interface applications, for instance simple service systems, the
less sophisticated approach of using a dialogue grammar will do just
as well. This provides models that are more effective but less varied
and which resembles less of human interaction, but human computer
interaction need not always resemble human interaction. Instead the
system must be efficient and also present the user with a model of
its capabilities in order to facilitate habitabilty and transparency. This
is especially important when generating responses to the user, i.e.
not to produce responses which encourage the user to transgress the
systems capabilities.
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