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Abstract
Making information accessible to diverse target audiences, including individuals with dyslexia and cognitive
disabilities, is crucial. Automatic Text Simplification (ATS) systems aim to facilitate readability and comprehension by
reducing linguistic complexity. However, they often lack customizability to specific user needs, and training data for
smaller languages can be scarce. This paper addresses ATS in a Swedish context, using methods that provide more
control over the simplification. A dataset of Swedish paraphrases is mined from large amounts of text and used
to train ATS models utilizing prefix-tuning with control prefixes. We also introduce a novel data-driven method for
selecting complexity attributes for controlling the simplification and compare it with previous approaches. Evaluation
of the trained models using SARI and BLEU demonstrates significant improvements over the baseline – a fine-tuned
Swedish BART model – and compared to previous Swedish ATS results. These findings highlight the effectiveness of
employing paraphrase data in conjunction with controllable generation mechanisms for simplification. Additionally,
the set of explored attributes yields similar results compared to previously used attributes, indicating their ability to
capture important simplification aspects.
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1. Introduction

The goal of Automatic Text Simplification (ATS) is
to reduce a text’s linguistic complexity to facilitate
both readability and understandability whilst pre-
serving the semantic meaning to the largest ex-
tent possible (Shardlow, 2014). This task is com-
monly framed as a monolingual machine transla-
tion task where a high-complexity text is translated
into a lower-complexity one (Alva-Manchego et al.,
2020b). This process may entail adjustments to the
text’s syntactic structure and/or lexicality. These
types of simplifications are often considered the
two main forms of simplification (Saggion, 2017).

Much of ATS research has been focused on de-
veloping systems that produce generic simplifica-
tions without the possibility of tailoring them to meet
the requirements of different users. However, in
reality, the desired result of a simplification largely
depends on the target group and individuals within
the target group. Individuals with dyslexia often
face challenges with visual decoding of words, par-
ticularly lengthy, low-frequency, homophonic, or-
thographically similar, new, or non-words (Rennes,
2022). In contrast, individuals with intellectual dis-
abilities often have impaired working memory and
executive functions, which impact their reading abil-
ity and comprehension. Moreover, a typical second
language learner may experience difficulties related
to vocabulary, unfamiliarity with cultural phenom-
ena, or grammar. Hence, there is no one-size-fits-
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all solution. Ideally, a system should be able to
produce simplifications with different characteris-
tics that cater to different users.

ATS can be carried out using different ap-
proaches or combinations thereof. The most suc-
cessful approach has been to consider the task
of simplification as a seq2seq problem and uti-
lize attention-based encoder-decoder architectures,
such as the Transformer (Vaswani et al., 2017), to
solve it (Alva-Manchego et al., 2020b). Unlike tradi-
tional approaches, these models do not require fea-
ture extraction and can perform multiple complex
text transformations simultaneously. They are also
primarily data-driven, meaning they rely on large
amounts of parallel data consisting of standard-
simple text pairs to learn simplification transfor-
mations (Alva-Manchego et al., 2020b). However,
such resources are predominantly available in En-
glish, which is the case with most language re-
sources, as highlighted by Ruder et al. (2022). In
low-resourced languages, building high-performing
ATS systems becomes more challenging.

There has been increased interest in developing
language-agnostic approaches to address the chal-
lenge of ATS in languages where parallel data is not
readily available. One such method was proposed
by Kajiwara and Komachi (2018), who utilized a
monolingual corpus to create pseudo-parallel data.
The process involved dividing a corpus into two
parts consisting of standard and simplified texts, re-
spectively, and then aligning the two parts using un-
supervised alignment algorithms to obtain the best
matching standard-simplified pairs. Another more
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recent alternative was proposed by Martin et al.
(2022). Instead of using parallel or pseudo-parallel
simplification data, they mined paraphrases from
large amounts of web-scraped text data by pairing
sentences using similarity measures. Moreover,
with this approach, there is no need to separate the
data into standard and simplified parts, making it
more efficient and flexible.

Considering the limited availability of Swedish
ATS datasets and the emergence of novel data
mining methods, this paper aims to explore the
feasibility of utilizing the paraphrase mining ap-
proach proposed by Martin et al. (2022) for Swedish
ATS. Furthermore, the aim is to train and evalu-
ate Swedish controllable text simplification mod-
els1 that can generate high-quality user-adapted
simplifications. More specifically, prefix-tuning (Li
and Liang, 2021) with control prefixes (Clive et al.,
2022) will be used. Lastly, we set out to explore
what text complexity features are the most relevant
from a data-driven perspective for controlling text
simplification and how they impact model perfor-
mance.

2. Related Work

There have been some attempts to tackle the
problem of lacking parallel simplification data in
Swedish. Holmer and Rennes (2023) constructed
a pseudo-parallel Swedish simplification dataset
following the approach proposed by Kajiwara and
Komachi (2018). This work demonstrated that such
an approach could be a good option for smaller
languages. Holmer and Rennes (2023) trained
ATS models with this dataset, establishing strong
baselines for ATS in a Swedish context. Neverthe-
less, there has not been any work employing para-
phrase mining techniques and controllable genera-
tion mechanisms for Swedish ATS.

Various techniques have been proposed for con-
trolling certain aspects of the simplification gen-
eration to increase adaptability and ensure that
users with different needs get suitable simplifica-
tions (Mallinson and Lapata, 2019; Maddela et al.,
2021; Nishihara et al., 2019; Scarton and Specia,
2018; Martin et al., 2020; Clive et al., 2022). The
common factor among many of these methods is
that they incorporate additional input-dependent
information into the data that the model can learn
from. One category of information pertains to spe-
cific attributes of a text. For example, we may want
the generated simplification to have a simple syn-

1This work, along with much of the previous ATS re-
search, considers a restricted form of text simplification,
namely that of sentence simplification. In this setting,
the input is a single source sentence, and the generated
output can be composed of one sentence or multiple
sentences resulting from a sentence split.

tactic structure with as few subordinate clauses as
possible, or we may want the text to have some
specific length. By providing measures of syntactic
complexity and text length for both the input and
the target, the model can be trained to generate a
simplified version of the input text that adheres to
these attribute-specific criteria.

2.1. Controllable Simplification with
Control Tokens

There are controllable simplification approaches
utilizing discrete prompting-inspired methods. Mar-
tin et al. (2020) proposed ACCESS (AudienCe-
CEntric Sentence Simplification), which conditions
the generation in a seq2seq model by prepend-
ing control tokens (included in the vocabulary), e.g.
<LevSim 0.4>, to the input sentence. These rep-
resent certain attributes of the target sentence in
relation to the source sentence. Proxies for four
attributes were used to represent specific features
of the text simplification process: character length
ratio between the source and the target (amount
of compression), normalized character-level Leven-
shtein similarity between the source and the target
(amount of paraphrasing), a word frequency-based
measure of lexical complexity called WordRank,
and the ratio of maximum depth of the dependency
tree between the source and the target (syntactic
complexity). Conditioning on these control tokens
enabled out-of-the-box seq2seq models to outper-
form their standard counterparts on simplification
benchmarks and provide new state-of-the-art re-
sults at the time. Moreover, these control param-
eters are intuitive and easy to interpret and can
enable user adaptation.

Martin et al. (2022) applied ACCESS using the
same control tokens in a new setting. More specif-
ically, they used ACCESS in combination with
BART (Lewis et al., 2020) and fine-tuned the model
directly on paraphrases mined from a large corpus
of text. This approach coined MUSS (Multilingual
Unsupervised Sentence Simplification), yielded im-
pressive state-of-the-art results on several bench-
marks. For the paraphrase mining, FAISS (Face-
book AI Similarity Search) (Johnson et al., 2017),
was used to index sentence embeddings and per-
form fast Approximate Nearest Neighbour (ANN)
search. Methods to identify varied paraphrases
of sentences differing in some aspects, such as
length and vocabulary, were developed. Further-
more, experiments were conducted using heuris-
tics to make the target sentence simpler than the
source sentence. However, surprisingly, mining
raw paraphrases led to controllable models with
better simplification performance while being more
straightforward and requiring fewer prior assump-
tions.



2.2. Controllable Simplification with
Control Prefixes

Given a pre-trained language model, the predom-
inant way of adaptation for downstream tasks
has historically been to fine-tune all of its pa-
rameters. On the other hand, many alternatives
have emerged that are parameter-efficient, as high-
lighted by Liu et al. (2021), some of which freeze
most or all pre-trained parameters and fine-tune
only a small number of additionally introduced pa-
rameters. Prefix-tuning (Li and Liang, 2021) is one
such method that introduces continuous prompts
(soft prompts) as extra context for the model to
condition on during generation. During fine-tuning,
these soft prompts, parameterized by the dedicated
parameters θ, are learned while the base model
parameters are frozen. Such continuous prompts
are more expressive than discrete prompts since
they are not constrained to embeddings of real to-
kens. More specifically, prefix-tuning augments the
key-value pairs in the self-attention computation in
each layer l with a prefix Pl ∀l ∈ {1, ..., L} which is
drawn from Pθ = {P1, ...,PL} ∈ Rp×2dL parame-
terized by θ. Here, p is the prefix length (the number
of additional key-value pairs in each self-attention
computation).

Extending on prefix-tuning, Clive et al. (2022)
proposed control prefixes. Unlike standard prefix-
tuning, prefix-tuning with control prefixes uses dy-
namic soft prompts to leverage additional input-
dependent information to condition on besides the
general static prefix. These dynamic prefixes can
provide finer-grained control over generation in con-
junction with static ones. It was shown that tuning
with control prefixes outperformed prefix-tuning as
well as other existing approaches on several gen-
eration tasks, including ATS. The controllable at-
tributes used by Clive et al. (2022) were the same
as proposed by Martin et al. (2020) (described
above) and they also used BART (Lewis et al.,
2020) as the base model, with all its parameters
frozen.

Formally, in addition to the general prefix Pθ,
a control prefix Cθ that changes based on the
attribute-level information or guidance G for each
input is also trained. Specifically, Clive et al.
(2022) trained three sets of distinct prefixes cor-
responding to the attention classes E (encoder
self-attention), Dc (decoder cross-attention) and
Dm (masked decoder self-attention), respectively.
The general prefix parameterized by θ, is then
Pθ = {PE ,PDc,PDm}.

Furthermore, assuming an attribute with R pos-
sible labels, the control prefix in the l-th layer is
Cl = {Cl,1, ...,Cl,R}, where Cl,r ∀r ∈ {1, ..., R} is
the control prefix learned for the r-th attribute label.
pc denotes the control prefix length for this particu-
lar attribute and Cl is drawn from Cθ ∈ Rpc×6dLR.

If A is a function returning the control prefix for an
attribute label indicated by G, then the key matrix
Kl and the value matrix Vl can be modified accord-
ing to Equation 1 where K′

l, V′
l ∈ R(pc+p+m)×d.

As for the general prefix Pθ, there are three sets
of control prefixes Cθ = {CE ,CDc,CDm}, one for
each attention class.

K′
l = [A(G)l,K ;Pl,K ;Kl],

V′
l = [A(G)l,V ;Pl,V ;Vl] (1)

Clive et al. (2022) demonstrated that prefix-
tuning BART achieved comparable performance
to fine-tuning BART and that the further extension
with control prefixes yielded significantly better per-
formance than both these approaches. Compared
to Martin et al. (2022), control prefixes achieved
comparable SARI scores while improving FKGL
when evaluated on the ASSET (Alva-Manchego
et al., 2020a) dataset.

3. Method

This section presents the method used for min-
ing the Swedish paraphrase dataset, implementing
the ATS models as well as training and evaluation
procedures. Much of the methodology regarding
paraphrase mining used in this study was inspired
by the work of Martin et al. (2022), although there
are some differences.

3.1. Mining Swedish Paraphrases

In the process of mining paraphrases, mainly two
datasets were used. The paraphrases were mined
from the Swedish part of the CC-100 corpus (Con-
neau et al., 2020), containing about 80GB of un-
compressed text corresponding to 580, 387, 314
paragraphs. It was constructed by processing
January–December 2018 Common Crawl snap-
shots using CC-Net (Wenzek et al., 2020), an open-
source repository with tools to download and clean
Common Crawl snapshots. Each file in the CC-100
corpus contains documents separated by double
newlines. A single newline separates paragraphs
within a document. Moreover, 20, 091, 8442 sen-
tences from the Swedish Culturomics Gigaword
Corpus (Rødven Eide et al., 2016) was used in
the process of creating sentence embeddings and
filtering the mined paraphrases.

2Deduplicated and filtered based on length – a min-
imum of 30 characters and three tokens (separated by
white space) and a maximum of 300 characters.



3.1.1. Preprocessing

The processing and filtering of sentences3 was ac-
complished using a similar approach as Martin et al.
(2022). Accordingly, white space, Unicode charac-
ters, and punctuation were normalized and sen-
tences with less than 30 or more than 300 charac-
ters were discarded. An additional filter was added,
ensuring that each sentence had more than three
tokens separated by white space. This was to avoid
sentences containing a single long token, such as
a URL address. The remaining filters, also used
by Martin et al. (2022), removed sentences con-
taining more than 10% punctuation and sentences
with low language model probability according to a
3-gram language model. A given sentence s was
discarded if p(s)/|s| < −0.7, where p(s) is the log
probability for s and |s| is the sentence length in
characters. Martin et al. (2022) used the same
threshold function and chose threshold values of
−0.6 and −0.8 depending on the language and the
training data for the 3-gram model.

The 3-gram language model was trained on
all sentences extracted from the Swedish Cultur-
omics Gigaword Corpus (Rødven Eide et al., 2016)
using kenLM (Heafield, 2011). Before training,
all sentences were tokenized using a Sentence-
PieceBPETokenizer from the tokenizers li-
brary4, trained on the same data. The filtering
described, applied to sentence batches in paral-
lel using 32 CPU cores, resulted in 652, 205, 685
sentences.

3.1.2. Embedding Sentences

The next step was to create embeddings for
the filtered sentences. KBLab’s sentence-BERT
model (Rekathati, 2021) was used for this purpose.
The original model produced 768 dimensional em-
beddings. However, as about 650 million sentences
were to be embedded, this would require a large
amount of memory. Moreover, embedding all sen-
tences would be computationally demanding, even
on the available GPUs.

To speed things up and reduce the memory re-
quirements, the sentence-BERT model was modi-
fied in two ways. First, the model was distilled us-
ing knowledge distillation in which a student model
was initialized from a Swedish BERT model (Malm-
sten et al., 2020), but only 4 out of 12 layers were
kept. Then the student model was trained to im-
itate the teacher model (the Swedish sentence-
BERT model) by minimizing MSE between the stu-
dent model’s and the teacher model’s embeddings.
The monolingual sentence data used here com-
prised 10 million randomly sampled sentences from

3Paragraphs tokenized using NLTK (Bird et al., 2009)
4https://github.com/huggingface/

tokenizers

the Swedish Culturomics Gigaword Corpus (Rød-
ven Eide et al., 2016). The code used for this knowl-
edge distillation was adapted from the knowl-
edge_distillation.py script provided by the
Sentence-Transformers library (Reimers and
Gurevych, 2019). The resulting model was more
than twice as fast as the original one, retaining
95.2% of its performance on SweParaphrase (Isbis-
ter and Sahlgren, 2020), a gold-standard dataset
purposed for evaluating semantic textual similarity.
The distilled model’s embedding dimension was
additionally reduced from 768 to 128 with PCA us-
ing the dimensionality_reduction.py script
also provided by the Sentence-Transformers
library (Reimers and Gurevych, 2019). This re-
duced the storage requirement by a factor of 6.
However, the trade-off in performance was slightly
more noticeable as 94.1% of the original model’s
performance was retained after this.

3.1.3. Mining Paraphrases

Nearest neighbor search was performed with the
embedded sentences using FAISS (Johnson et al.,
2017). In Figure 1, the whole data mining proce-
dure is illustrated. The type of FAISS index and
the training and search parameters were chosen
based on the work by Martin et al. (2022) and the
FAISS wiki5. An IVFPQ-index was trained using
100 million of the sentence embeddings. The num-
ber of Voronoi cells was set to 32, 768. Moreover,
8-bit product quantization with eight sub-vectors per
vector was carried out. Once the index had been
trained, all sentence embeddings were added in-
crementally to the index.

Subsequently, all embeddings in the index were
used as queries for ANN search. The top eight
nearest neighbors (excluding the query embed-
ding itself) were retrieved from the index for each
query embedding. Here, the 16 cells with the near-
est centroids were searched exhaustively. These
paraphrases were then filtered based on L2 dis-
tance to the query embedding and density (relative
distance compared to the other seven retrieved
neighbors). Martin et al. (2022) used thresholds of
0.05 and 0.6, respectively. However, at this stage,
these were set to 0.1 and 1.2 to include more para-
phrases and allow for experimentation and more
fine-grained filtering during postprocessing. Fur-
thermore, an additional filter was applied enforcing
a case-insensitive character-level Levenshtein dis-
tance greater or equal to 20%6. Almost identical
pairs were thus discarded. All in all, this yielded
5, 066, 787 paraphrase pairs.

5https://github.com/facebookresearch/
faiss/wiki

6Martin et al. (2022) used two more filters only relevant
for sequences with multiple sentences.
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Figure 1: An overview of the paraphrase mining process.

3.1.4. Postprocessing

Before using the paraphrase pairs for training sim-
plification models, instances containing identical
pairs or where any of the sentences had words
present in the Swedish version of LDNOOBW (List
of Dirty, Naughty, Obscene, and Otherwise Bad
Words)7 were discarded. Due to this deduplication
and filtering, 1, 835, 426 pairs were removed.

Finally, a more fine-grained analysis was con-
ducted to find appropriate filtering thresholds for
L2 distance and density. The aim was to have
approximately 1 million sentence pairs in the final
dataset, similar to the datasets produced by Mar-
tin et al. (2022). They observed that performance
drastically improved when increasing the number of
mined pairs, indicating that efficient mining at scale
is critical to performance. Based on this observa-
tion and analysis of L2 distances and densities,
thresholds of 0.08 and 0.96 were chosen for L2 dis-
tance and density, respectively. After this filtering,
1, 123, 909 sentence pairs remained. Furthermore,
to give the model some sense of which of the sen-
tences in a pair was simpler, the shortest sentence
was used as the target and the longer one as the
source, as a crude heuristic. The mean length of
source and target sentences was 11.60 and 9.72
words, respectively. 10, 000 of these pairs were
randomly set aside as validation data.

3.2. Data and Control Attributes

In addition to the mined paraphrase dataset de-
scribed above, hereafter referred to as the Mined

7https://github.com/LDNOOBW

SWEdish Paraphrases (MSWEP) dataset8, the
PK18 dataset (Lindberg and Kindberg, 2018), a
gold-standard dataset for Swedish text simplifica-
tion, was used for evaluating the trained models.

The PK18 dataset consists of 1, 005 text pairs
in Swedish. The texts were collected from
four Swedish organizations and public institutions.
Each text pair constitutes a standard text and a
simplified version of it. The simplifications were
manually written by experts working with making
information more accessible. These were then
aligned manually with the standard counterparts.
Both standard and simplified texts consist of one
to five sentences. As Holmer and Rennes (2023)
points out, PK18 is currently the largest and most
suitable alternative for evaluating ATS systems in
the Swedish language. As this work is limited to
investigating simplification on the sentence level,
only pairs with one sentence in respective versions
were used, similar to Holmer and Rennes (2023).
The remaining subset then consisted of 467 sen-
tence pairs. These were used for evaluating the
Swedish simplification models.

3.2.1. Selecting Control Attributes

As previously mentioned, Martin et al. (2020) se-
lected control attributes manually to represent spe-
cific grammatical attributes of the text simplification
process. In this work, a more data-driven approach
was applied. Using a subset of text complexity fea-
tures from SCREAM (Swedish Compound REAd-
ability Metric) (Falkenjack et al., 2017) especially
suitable for sentence-level analysis, features were

8Publicly available at https://huggingface.co/
datasets/jumonsen/MSWEP
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initially computed for the training dataset. This was
done by annotating sentences with linguistic infor-
mation, such as part-of-speech and dependency
relations, using a Swedish spaCy (Honnibal et al.,
2020) model (sv_core_news_lg) and then pass-
ing the annotated sentences to SCREAM. In addi-
tion to the SCREAM features, normalized character-
level Levenshtein similarity was also included in
the initial feature set, as it was used by Martin et al.
(2020). Thus, 22 features were extracted. All fea-
tures were computed as the ratio between the target
and source sentences. All ratios were capped at a
maximum of 2, as done by Martin et al. (2020).

Once ratios had been computed for all features,
a selection process began. Highly correlated fea-
tures (a correlation coefficient above 0.8) were re-
moved. More specifically, if two features had a
high correlation, the one with the lowest number
of unique values was removed while the other was
kept. Generally, it was hypothesized that features
with more unique values would work better as con-
trol attributes since the variety would induce more
nuance in the controlled element and thus provide
end users with greater possibilities of adapting the
output. Of the remaining features, the four features
with the highest number of unique values were se-
lected. Table 1 shows the final features extracted
as well as those corresponding to the original fea-
tures proposed by Martin et al. (2020).

Top-4 Original
avg_word_len tot_token_len
avg_dep_dist_dep avg_sent_depth
n_swevoc_tot lev_sim
tot_token_len n_swevoc_tot

Table 1: Selected control attributes based on the
subset of SCREAM with the addition of character-
level Levenshtein similarity (lev_sim). The right col-
umn shows the reference control attributes used by
Martin et al. (2020) with the n_swevoc_tot feature
as a replacement for the English WordRank feature.
This lexical measure counts the number of words
belonging to different SweVoc (Heimann Mühlen-
bock and Johansson Kokkinakis, 2012) word lists.
avg_word_len is the average length of words in a
sentence, tot_token_len the combined length of all
tokens in a sentence, avg_dep_dist_dep the aver-
age dependency distance between all words within
a sentence, and avg_sent_depth is the depth of the
dependency tree, given a single sentence.

3.3. Implementation
In total, six models were trained to perform text
simplification in Swedish. KBLab’s BART model
KBLab/bart-base-swedish-cased and the
multilingual mBART model facebook/mbart-

large-50 were used as base models. The reason
for also including the multilingual mBART model
was due to the smaller size of the Swedish BART
model. These models and their corresponding
tokenizers were loaded through the transform-
ers library (Wolf et al., 2020) and wrapped in a
LightningModule with additional data process-
ing and training functionality using the Lightning
framework9.

3.3.1. Prefix Module

The prefix module was built based on the Peft-
ModelForSeq2SeqLM class from the peft library
(Mangrulkar et al., 2022). This class implements
functionality for prefix-tuning but differs from the
implementation by Clive et al. (2022) in several
aspects. First, it uses a single shared prefix for
cross-attention and decoder attention and no prefix
for self-attention in the encoder. Secondly, it lacks
functionality for control prefixes. Therefore, mod-
ifications were made so that cross-attention and
decoder attention had separate prefix encoders.
The self-attention computation in the encoder was
ignored since the models seemed to achieve com-
parable performance to those reported by Clive
et al. (2022) without it. Then additional functionality
was added to accommodate control prefixes based
on conditional information provided with the input
data. Prefixes were passed to the attention compu-
tations through the past_key_values parameter
in the forward pass.

3.3.2. Training

The training was conducted using 16-bit automatic
mixed precision and AdamW for optimization paired
with a linear learning rate scheduler. The BART
models were first tuned without control prefixes to
provide strong baselines. In these cases, token and
positional embeddings were frozen, similar to the
work of Clive et al. (2022). Additionally, these mod-
els were regularized using a weight decay of 0.1.
In the remaining training runs during which control
prefixes were utilized, all base model parameters
were frozen. During training, each sentence pair
was tokenized, padded, and truncated to a length of
128. Examples were then sampled10 so that the in-
puts were sorted according to the number of tokens
in the source sentence to minimize the amount of
padding.

Regarding prefix-tuning with control prefixes, the
hyperparameters were chosen mainly based on
previous research by Clive et al. (2022). Accord-
ingly, the total prefix length was set to 100. The size

9https://lightning.ai/
10With the sampler from https://github.com/

sarthusarth/SortishSampler.
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of control prefixes was set to 1 similar to Clive et al.
(2022). Since four control attributes were used, the
static prefix had a length of 96. Similar to Martin
et al. (2020), the control attribute ratios were dis-
cretized into bins of fixed width of 0.05, resulting in
40 bins in total.

All models were trained for 10 epochs using
3, 000 warmup steps and a batch size of 64
across four Tesla V100-SXM2-32GB GPUs.
The checkpoint achieving the highest SARI
score on the validation set was chosen as
the final model. The generation parameters
were the same as those used by Clive et al.
(2022), i.e. num_beams=6, length_penalty=1,
min_new_tokens=3, max_new_tokens=100
and no_repeat_ngram_size=3. The same
generation parameters were also used in the
evaluation.

3.3.3. Evaluation

All models were evaluated by measuring SARI (Xu
et al., 2016) and BLEU (Papineni et al., 2002).
These metrics were implemented using EASSE
(Easier Automatic Sentence Simplification Evalua-
tion) (Alva-Manchego et al., 2019), which improves
upon the original version of SARI11. The models
were evaluated on the PK18 dataset. For the con-
trol prefix models, oracle control ratios were used
during training. Ratios were then fixed during infer-
ence on the test set, similar to Clive et al. (2022).
The fixed ratios were set to values to maximize
SARI on the validation sets. Nevertheless, in prac-
tice, with actual users involved, they can be cus-
tomized.

4. Results

The evaluation results for the models trained on the
MSWEP dataset and evaluated on PK18 are shown
in Table 2. For comparison purposes, previous
results on PK18 from work by Holmer and Rennes
(2023) are also presented, including scores for gold
references. These were computed by considering
the original sentence as the system output and the
gold standard simplified sentence as the reference.

As shown in Table 2, the baseline models demon-
strate strong performance, with SARI scores of
31.72 and 33.30, and BLEU scores of 18.65 and
17.47 for kbBARTBASE and mBARTLARGE respec-
tively. This is similar to the performance of the
best model from the work by Holmer and Rennes
(2023). Furthermore, the Swedish prefix-tuned
kbBARTBASE model with the original control at-
tributes significantly outperformed the baseline
model with a SARI score of 37.60. mBARTLARGE

trained with the same control attributes performed

11See https://github.com/feralvam/easse.

slightly worse with a SARI score of 35.43, which
was still well above the baseline model.

The prefix-tuned models in which the top-4 at-
tributes from the SCREAM subset were used,
yielded similar results. The kbBARTBASE model
gave a SARI score of 37.65, which was the high-
est for all models. On the other hand, BLEU
was slightly worse than the kbBARTBASE model
with the other control attributes. The BARTLARGE

model also performed similarly to the correspond-
ing model with the original attributes. It achieved a
SARI score of 35.18, which is marginally lower.

Examples are provided in Table 3 to illustrate
the simplifications produced by the models. These
were produced using source sentences from the
test set and the best performing prefix-tuned
kbBARTBASE model from Table 2. Control at-
tributes were fixed with the same values as used
during testing.

5. Discussion

The prefix-tuned models significantly outperformed
the baseline model and ATS models from previ-
ous work on the Swedish PK18 test set. The
prefix-tuned models achieved SARI scores above
37.60 for kbBARTBASE and above 35.18 for
mBARTLARGE . It is also worth noting that BLEU
scores were higher for all models compared to pre-
vious work, especially for the baseline models. This
could be due to the mined paraphrase dataset hav-
ing more lexically similar sentence pairs than the
pseudo-parallel corpus compiled by Holmer and
Rennes (2023). Without the control mechanism,
the paraphrase data did not seem to improve on
simplification, as demonstrated by the fact that the
baseline model achieved a lower SARI score of
31.72 or a very similar SARI score of 33.30 to the
model trained with the pseudo-parallel. To this, it
is worth adding that Holmer and Rennes (2023),
who utilized the methodology as proposed by Ka-
jiwara and Komachi (2018), used a significantly
smaller amount of sentences initially from the CC-
100 corpus (Conneau et al., 2020) (about 60 million
resulting in 442, 152 sentence pairs). These differ-
ences might be reflected in the results. It is then
reasonable that the baseline models without a con-
trollable generation got a high BLEU score since
they were not trained to simplify text but rather to
paraphrase text. This points to the importance of
the controllable generation mechanism for perform-
ing simplifications.

The multilingual baseline model performed bet-
ter than the monolingual Swedish fine-tuned model.
However, the prefix-tuned multilingual models per-
formed worse regarding SARI scores than the
monolingual models. This was surprising since
it has been shown that base model size matters

https://github.com/feralvam/easse


Model Control Attributes SARI BLEU
Gold reference (Holmer and Rennes, 2023) - 22.81 12.80
Best model from Holmer and Rennes (2023) - 33.24 9.53
kbBARTBASE fine-tuned (baseline) - 31.72 18.65
mBARTLARGE fine-tuned (baseline) - 33.30 17.47
kbBARTBASE prefix-tuned Original 37.60 13.48
mBARTLARGE prefix-tuned Original 35.43 10.80
kbBARTBASE prefix-tuned Top-4 37.65 11.16
mBARTLARGE prefix-tuned Top-4 35.18 10.88

Table 2: Evaluation results for Swedish models on the PK18 test set.

Source System output
Example 1

FUB arbetar enligt tidigare antagen handlingsplan för FUB:s arbete
med kognitiv och kommunikativ tillgänglighet med att sprida kunskap
och medvetenhet till den egna rörelsen om vad kognitiv och kommu-
nikativ tillgänglighet är.

FUB arbetar med att sprida kunskap om
vad kognitiv och kommunikativ tillgäng-
lighet är.

FUB works, according to the previously adopted action plan for FUB’s
work with cognitive and communicative accessibility, with spread-
ing knowledge and awareness within the organization about what
cognitive and communicative accessibility is.

FUB works with spreading knowledge
about what cognitive and communicative
accessibility is.

Example 2

Socialdepartementet uppmärksammade den framgångssaga som
BPSD-registret var för personer med demens och ville därför bygga
ett liknande arbetsverktyg anpassat för personer som har insatser
genom LSS.

Socialdepartementet har tagit fram ett ar-
betsverktyg för personer med demens.

The Ministry of Social Affairs drew attention to the success story that
the BPSD register was for people with dementia and therefore wanted
to build a similar tool adapted for people who have interventions
through LSS.

The Ministry of Social Affairs has devel-
oped a tool for people with dementia.

Example 3

Kansliet kommer också arbeta vidare på att hitta goda exempel och
nya sätt att arbeta på genom att se hur andra organisationer arbetar.

Kansliet jobbar vidare med att hitta nya
sätt att arbeta på.

The office will also continue to work on finding good examples and
new ways of working by studying how other organizations work.

The office continues to work on finding
new ways of working.

Example 4

Resultatet skulle förhoppningsvis vara att vi sku-lle kunna få rådgivn-
ing om hur vi ska agera i lokalföreningar och länsförbund.

Vi skulle kunna få hjälp med hur vi ska
agera i lokalföreningar och länsförbund.

The result would hopefully be that we could get counseling on how to
act in local and county associations.

We could get help with how to act in local
and county associations.

Table 3: Output examples from the best simplification model. English translations are denoted in italics.

when it comes to prefix-tuning (Lester et al., 2021).
Nevertheless, it seemed that the multilingual model
had more difficulty adopting the controllable gen-
eration mechanism. The reason for this is unclear
but could be because the base model is not tuned
on Swedish data beforehand, and the prefixes lack
the capacity to steer the model towards Swedish
to the same extent. An alternative that could have
improved the performance of these models would
have been to first fine-tune it on Swedish para-

phrase data as a warm-up and then do the prefix-
tuning with control prefixes.

There were minimal differences regarding the
sets of control attributes for Swedish. For
kbBARTBASE , the top-4 SCREAM features yielded
a 0.05 increase in SARI compared to the original
attributes while mBARTLARGE with the original at-
tributes, provided a 0.25 increase in SARI compared
to the top-4 selected SCREAM features. It is not
easy to draw any conclusions regarding these ob-



servations, but what can be noted is that the se-
lected SCREAM feature seems to provide as good
results as the other features.

By looking at output examples produced by the
best model, we observed that it could perform var-
ious types of simplification transformations. For
example, it could perform lexical simplifications
and syntactic simplifications such as deletion of
clauses, and rearrangement of sentences, to make
a text simpler. Although some simplifications were
performed impressively, the model was imperfect.
In some rare cases, the model produced output
that had little to do with the input. Additionally, the
model sometimes over-deleted important informa-
tion, including negations, and struggled with pre-
serving named entities. As observed by Martin
et al. (2022) and Holmer and Rennes (2023), pair-
ing sentences with semantic similarity measures
sometimes provides sentences that are similar but
contain different named entities, such as names,
places, dates, and times. It might affect the training
and increase the risk of hallucinations of named
entities during inference. This could explain the
above-mentioned issue.

Regarding the effects of choosing different con-
trol ratios, we observed that a change in one at-
tribute ratio did not necessarily affect the output
that much. Instead, the combination of lowering
all attribute ratios seemed to produce the best sim-
plification. The degree to which all features are
involved is somewhat unclear. Training separate
models with single control attributes could have
been done to distinguish the effects of individual
control attributes. Moreover, it was also observed
that the attribute controlling length had the most
impact generally, consistent with the observation
made by Martin et al. (2020). Since the effect of
control attribute settings is not evident in all cases,
it might confuse real users. It would be desirable
to change controls with the guarantee that the out-
put will be adjusted accordingly. Nevertheless, the
models showcase that control for Swedish simplifi-
cation can be achieved using control prefixes to a
certain extent.

When it comes to the evaluation of ATS systems,
previous research (e.g. Sulem et al., 2018; Alva-
Manchego et al., 2020b), has illustrated that au-
tomatic measures such as BLEU and SARI have
certain flaws when judging the quality of simplifi-
cations. This is especially true for BLEU. SARI is,
despite its flaws, considered the best option for eval-
uating ATS automatically. Furthermore, the PK18
test set only has one reference sentence, which
might have affected the reliability of the evaluation
results to some degree. Human evaluations with
different user groups could have provided more
reliable estimations of the quality of the produced
simplifications.

6. Conclusion

The results presented in this paper highlighted the
potential and effectiveness of using paraphrase
data in combination with controllable generation
mechanisms as opposed to creating parallel or
pseudo-parallel corpora. The controllable gener-
ation involved prefix-tuning with control prefixes.
This approach is especially helpful in languages,
such as Swedish, where parallel data is not read-
ily available. The reason why the model learns to
perform simplification transformation is most likely
because there are aspects of simplification inher-
ent in the paraphrase data. With the controllable
generation mechanisms, these are distinguished
and can be adapted to simplify sentences.

Another contribution of this paper was the Mined
SWEdish Paraphrase (MSWEP) dataset, contain-
ing 1, 123, 909 paraphrase pairs that were mined
from large amounts of text data. This was done
using a similar methodology as proposed by Martin
et al. (2022). This dataset is made publicly avail-
able and could be used for training Swedish ATS
models or for other tasks that may benefit from
paraphrase data.

The selected features from SCREAM seemed
to provide good guidance for controlling the simpli-
fication as they positively impacted model perfor-
mance compared to a fine-tuned baseline model.
The models performed well above previously re-
ported results for Swedish. This result highlighted
the effectiveness of using paraphrase data paired
with controllable generation to carry out the task
of ATS. However, the gains were most prevalent
with a smaller monolingual model in contrast to a
larger multilingual model. Furthermore, the best-
performing model showed capabilities in carrying
out multiple simplification transformations.

Despite showing promising results, there is still
room for improvement in future studies. Exploration
of controllable text simplification applied to texts
with multiple sentences is one such important direc-
tion to consider since most work has been carried
out on single sentences. Moreover, exploring meth-
ods to ensure that named entities are preserved
from the input to the output could be a fruitful di-
rection to pursue to provide higher-quality simplifi-
cations. Finally, involving human users is crucial
since they are the ones who will end up using tools
based on models such as the ones presented in
this paper. Therefore, carrying out studies with a
human evaluation of ATS systems with controllabil-
ity is an important future research direction.

7. Ethical Considerations

In general, when training machine learning mod-
els on large amounts of text data, there is always



a risk that the model reflects biases pertained in
the training data. Acknowledging this is crucial
when deploying models for practical use, as users
might be affected if exposed to such biases or other
harmful model behavior. Pre-trained language mod-
els, such as those used in this research, have, for
example, been shown to exhibit certain social bi-
ases (Liang et al., 2021). A central part of this work
was also the creation of the MSWEP, the mined
paraphrase dataset. The Common Crawl snap-
shots contain a large portion of low-quality data,
including offensive and inappropriate language. For
this reason, careful attention must be paid to en-
sure that such content is removed. The filtering
employed to create the CC-100 corpus (Conneau
et al., 2020) and the efforts made to ensure high-
quality data likely mitigated this to a large extent.
Nevertheless, it is possible that some instances of
this kind slipped through the filters and remained
in the dataset. The effect this might have had is
probably negligent, but essential to be aware of.

Another ethical aspect to consider is the impact
of training large language models on the environ-
ment, as pointed out by Bender et al. (2021). Al-
though this research used relatively efficient ways
of adapting already pre-trained models, it is nev-
ertheless worth considering since the pre-training
can have a significant environmental impact. In
today’s landscape of large language models, BART
is also relatively small, with about 400 million pa-
rameters for the large version. In contrast, models
such as GPT-4 have hundreds of billions or even
trillions of parameters requiring pre-training with a
significantly larger environmental impact. With this
in mind, efforts to develop parameter-efficient and
environmentally friendly model adaptation methods
are important.
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