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Introduction

Although speech recognition technology has grown by leaps and bounds in the last decade, it’s still far from perfect.  There is a scene in the 1991 film L.A. Story in which Steve Martin is trying out his fancy voice-activated dialing phone.  “Call Mom,” he says to it.  “Calling Pizza Bob’s,” says the phone.  After several frustrating rounds, he gives up and dials the number himself.

The technology has improved since then, and speech recognition research is ongoing, but even the best systems will sometimes make mistakes.  In fact, so do people; how often have you had to repeat yourself to an operator over the phone, or to a friend during a conversation?   We must use dialog strategies to make sure a user’s experience with speech recognition systems is pleasant, productive, and conducive to reusability.

Several techniques are described in this paper that are useful in dealing with imperfect speech recognition.  Because I work in the telephony industry, the examples use speech over the telephone, but the techniques are valid for other speech application situations as well.

Confirmations

“I thought you said goodbye…are you sure you want to exit the system?”

“Yes.”

“I thought you said yes…are you sure?”

“YES!”
Because speech recognition isn’t perfect, confirmations are often necessary to ensure the system does what the user really wants.  Users are often asked to confirm account numbers, PINs, city names, menu options, names, and a whole host of other items.  Having to confirm every single interaction will drive a user crazy.

The basic confirmation is a simple yes or no:  “Are you sure you want to do X?” or “Did you say Y?”  Some misrecognitions can have severe consequences, such as a user accidentally being misrecognized as saying ‘delete’ while reading email.  We could confirm every single time the recognizer hears ‘delete’ with a yes/no, but this quickly becomes tiresome when a user is doing a task over and over.

Explicit and Implicit Confirmations

Different types of confirmations can be helpful.  Explicit confirmations force a user to respond, such as “I heard 3 4 5 6.  Is that right?”  This interaction requires a yes or a no to proceed.

An implicit confirmation lets the user know what was heard, but allows the user to say ‘no!’ or ‘cancel!’ if it got it wrong.  For example, “Okay, I’ll call John Smith.  If I got that wrong, say ‘cancel’”.  In this case, if the user says nothing, the action will take place.  If the user interrupts with ‘no’ or ‘cancel’, they’ll be taken back in the dialog and can re-do the interaction. 

Three-Tier Confidence

Another approach is to take advantage of the recognizer’s confidence in what was said.  A three-tiered approach can work as follows:

· Confidence score is less than rejection threshold:  normal error rejection behavior  (“I’m sorry?”)

· Confidence score is between rejection threshold and high confidence:  explicit confirmation (“Did you say X?”)

· Confidence score is above high confidence:  implicit confirmation (“Okay, dialing..”)

Help and Error Behavior

“What would you like to do?”

“Make a phone call.”

“I’m sorry, I didn’t understand.  Please tell me what you want to do.”

“Call someone.”

“I’m sorry, I didn’t understand.  Please tell me what you want to do.”

“I said I want to make a call.”

“I’m sorry, I didn’t understand.  Please tell me what you want to do.”

“(*#@&$*(@#$(*”

When designing a speech recognition application, the first thing that’s generally looked at is the “best path”:  that is, what functionality can a user access, and how will it flow when things go right?  As designers know, however, it is extremely important to account for the cases were things go wrong.  Although errors should occur the minority of the time, people often remember them better than when things go right.  Well-done help and error behavior can sometimes even mask the fact that the user is an error state, because it helped them get back on track seamlessly.

An example of this was found in a usability study done at Nuance on a unified messaging system.  Callers had trouble distinguishing between the concept of “returning a call” and “replying to a message” in the voicemail system.  Error prompts, rather than simply rejecting the caller or giving a generic error, let users know what was going on.  An example prompt:  “Okay, that was a direct message (--they didn’t actually call you), so I can’t call them back.  But I can send them a message.  Would you like me to do that instead?”

Delayed Help

Many system have both novice and advanced users, and it can be difficult to both give the novice user enough information, and yet not annoy the experts.  One technique that can be useful is called “delayed help”, which means adding a pause within the prompt itself, and then supplying more information after the pause.  For example, “Welcome to ACME’s Main Menu.  What would you like to do?  <2 second pause> You can ask me for your account balance, check your transactions, or get an operator.  What would you like?”

Because of the pause, the expert user will barge-in before the rest of the prompt starts up, and will never even hear it.  Novice users, however, often hesitate, and they’ll be told what they need to know.  The exact timing of the pause still needs some research, however; 1.5 to 2 seconds seems to yield the best results so far.

Escalating Error Prompts

Escalating error prompts are good at making the dialog seem more conversational, as well as giving the user the information they need to know.  For example, the first error might be short and simple, such as “I’m sorry, I didn’t catch that.  Please say the first and last name.”  After the second error , more information is given such as, “I’m sorry, I still didn’t catch that.  Please say the first and last name of the person you’d like to call, or say ‘help’ for more information.”  

It’s important to put some variety into the prompts.  In a study done internally at Nuance, subjects heard the same error prompt twice when their business name was misrecognized:  “Oh, my mistake.  Let’s try this again.”  Subjects commented on how they liked that the first time, but when they heard it after a second misrecognition, it lost all sincerity.  A better approach would be to have a different error message the next time.

Rapid Reprompt

One specialized form of Escalating Error behavior is called “rapid reprompt”, which plays a simple error prompt for the first reject.  Examples include “I’m sorry?” and “What was that?”  Reject errors are often caused because the user stumbled or actually did say the right thing but was incorrectly rejected.  It is not necessarily because they do not know what to say.  The rapid reprompt is helpful because it is more conversational and doesn’t waste as much time as a longer more detailed response.  The second error is then more traditional, and supplies the user with more information.

A study done at Nuance[1] found that users preferred this system when they knew what to say to the system, but it may not be appropriate for new users at the beginning of an application.  A mixture might work best.

Concatenated Speech

“What business would you like?”

“Café Borroné.”

“I heard [Café Bo-ron].  Is that right?”

“I have no idea…”

Several studies have shown [2] that users have more difficulty understanding TTS (text-to-speech) and TTS mixed with recorded speech, than they do recorded speech alone.  This can lead to confusion in the dialog.  When possible, using recorded speech rather than TTS will produce a more robust interaction, but there are many cases in today’s applications which require dynamic information, making prompt recording expensive or impossible.  TTS quality is improving, and for some applications such as reading email, the only choice.

However, other places that have dynamic content can take advantage of good concatenated speech techniques.  Some example include weather information, sports scores, and phone numbers.  Phone numbers can be done by recording 10 single digits and stringing them together, but studies have shown a more natural concatenation improves user’s experience and comprehension [3].  Although the best strategy requires recording 3000 prompts, good results can also be achieved by recording about 30.  Each number is recorded with high, low, or medium intonation, and the appropriate one is played for each position the number has in the phone number.

For dynamic content such as weather, prompts can be broken down into parts as well.  For example, “Greensboro, North Carolina.  The current temperature is fifty-seven degrees.  Today it'll be partly cloudy with a high of sixty-seven and a low of fifty-one.  That's it, back to weather.” can be broken down into ten separate waveforms:  Greensboro, North Carolina / The current temperature is / fifty-seven degrees / Today / it'll be partly cloudy / with a high of / sixty-seven / and a low of / fifty-one.  / That's it, back to weather.

When coached correctly, the concatenated speech can sound as good as a prompt recorded normally.

Summary

Although speech recognition accuracy continues to improve, it is important to consider design techniques that handle cases where speech recognition is not perfect.  Speech recognition is not perfect in the human world as well, and we use conversational strategies to handle our own misrecognitions.  Confirmation strategies, error handling, help techniques, and intelligently concatenated speech are several of the ways we can combat these problems, and give users a pleasant, useful interaction with speech systems.  These techniques should help make speech applications a standard in today’s high-tech world.
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