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Background

This paper will discuss lessons we have learned in the InterVoice-Brite Usability Testing Laboratory about Menus and Help systems in speech-enabled interactive voice response (IVR) systems.  IVRs have a formidable task.  They must present callers with multiple feature options, often in many-layered menus, all limited by the touchtone telephone keypad.  Touchtone IVRs generally achieved their purpose: automating routine tasks, freeing live agents for more complex requests; but these systems were rarely easy or pleasant to use.  Fortunately speech recognition technology has matured sufficiently to allow speech-enabled IVRs to replace legacy touchtone systems.  Speech IVR systems have the potential to create interactions that are more natural, more efficient, easier, and more likable than touchtone.  But because speech is the most natural mode of interaction for humans, users bring a huge number of expectations about spoken language and conversation into their interactions with speech systems.  More than GUI interfaces or touchtone, people unconsciously (and sometimes consciously) expect voice user interfaces (VUIs) to carry on conversations the way humans do.  Therefore, it is not enough to have highly accurate speech recognition algorithms.  To create a successful VUI, you must design the system to interact in expected, predictable ways.

Complicating voice interface design is the fact that IVRs now compete with websites as the preferred way to conduct routine business.  Although the two modalities sometimes serve different purposes, customers routinely tell us, “If the phone system is too frustrating, I’ll just go to the Web.”  Graphical user interfaces arguably are less natural and intuitive than speech.  We all learn to speak without being taught, but using a keyboard and mouse must be actively learned.  However, GUI interfaces have some advantages over speech-enabled interfaces because of the properties of the visual mode of presentation.  In a GUI, information is relatively static, a great deal of information can be presented simultaneously, and the system can provide explicit cues for location and navigation.  That is, in a well-designed GUI the user will know where she is and what she can do at all times.  For VUIs to gain wide acceptance, we must provide our users with the same degree of confidence when using our systems.  

In a VUI, information is presented sequentially and the presentation is transient—we can talk about only one thing at a time.  Thus VUI designers must constantly be aware of the limitations of human short-term memory for auditory stimuli, and should expect that users often need repetition of the same information.  The two main challenges confronting the VUI designer is communicating to the user where she is in the application and what her options are (what she can say at any point). 

InterVoice-Brite (IVB) designs automated telephony systems that are used by many distinct caller populations.  Some applications are for expert users (travel agents, stock brokers); others are for the general public (banking, travel, healthcare).  Within each of these classes, callers vary widely in their domain-specific experience, technological savvy, and attitudes towards technology.  The applications themselves use differing interaction styles that usually include both directed dialogue and mixed initiative within a single application.  Both menus and help are most relevant in machine-initiated portions of the dialogue, because both involve presentation of information to the caller.  

The Problem with Menus and Help

Menus and help are problematic in speech-enabled IVR systems because there are inherent contradictions between the mode of communication (speech) and the limitations of automated systems.  Speech provides a very natural mode of communication for the caller.  This naturalness entails a large set of expectations for the way the conversation will be carried out.  Particularly in well-designed speech systems, callers expect the system to respond like a human would in the same circumstance.  However, automated systems have limited functionality compared to a live agent, and these limitations must be communicated to the caller.  Also, the caller must speak in a particular way to request these functions.  Moreover, any assistance needed by the caller must be anticipated so messages can be generated in advance.  

In human-to-human conversations, menus are usually implicit—people know whether or not their request is appropriate for a particular conversation (that is, no one calls their travel agent and tries to order a pizza).  Because IVRs are limited in both scope and the type of input accepted, we’re forced to present menus to inform callers what they can do and how to speak to the system.  In fact, the purpose of menus is not just to say what you can do, but equally importantly, how the caller must request what she wants.

In a live conversation, if the caller’s request falls outside the scope of the agent, the caller trusts the agent to direct him to the appropriate place.  In automated systems, help or error messages are rarely this informative.  Of course live agents do not always live up to this expectation—we sometimes get transferred from one department to another when agents are faced with an unexpected request.  The goal is to make automated help systems more like the former experience of being politely and quickly redirected—and unlike the latter.  Help systems need to offer relevant and timely information to be helpful.  We need to know why and how the caller ended up needing help—or when to offer preventative information to keep callers from getting lost.

The Lessons
Intervoice-Brite has a rigorous usability testing program for all speech applications we design. At IVB we are strong believers that the best method for creating a robust, useful, and satisfying speech interface is to have representative users carry out typical tasks with every interface we design.  Over the past seven months, we have tested more than a dozen speech applications.  The applications cover a number of domains and differ in complexity and functionality.  Usability testing serves the immediate purpose of evaluating VUI design for the application tested and informing future design decisions for that application.  There is also a longer-term benefit to application-specific testing—it allows us to compile a set of overall trends across applications, which will help us design better applications over time.  In spite of the differences among applications, they share the same IVR telephony format and the same underlying speech technologies, so usability lessons learned on one project are easily transferred to the next project. Below are some of the guidelines for designing effective VUI menus and help systems that we have learned through our usability testing program.  These lessons came from both interfaces that worked well for our callers and those that were less than successful.

Menus

· Long menu options are OK as long as they are distinct and the application accepts many synonyms.

One retirement account application used long menu option such as check fund performance.  Callers frequently spoke shorter versions of the menu options such as fund performance, check performance, and performance.  None of these were included in the recognition grammar.  Callers complained about the length of these menu options.

Conversely, a banking application used equally long menu options such as hear balance information.  This application accepted shorter versions such as hear balance, balance information, and balance.  Here, participants told us the length of menu options was fine.

· Open-ended questions get open-ended answers.

A retirement account application chose to delay presentation of menu options until after a prompt that said Please tell me what you’d like to do now.  Similarly in submenus, callers were asked, for example, What type of account information would you like to access?  Callers routinely spoke full sentences or multi-word phrases in response to these queries.  These open-ended prompts do not limit the form of the response, so callers responded in an unconstrained way.  Callers in this test learned to outsmart the system by speaking an out-of-vocabulary item following each open-ended question in order to hear the menu.

· Use progressive disclosure, and give callers time to talk.

In two applications that collected address information, the prompt for zip code was of this form:  Please tell me the zip code. <pause> If you don’t know the zip code, say ‘I don’t know it,’ and we’ll get the information another way.  On the first 1-2 addresses in the test, callers generally waited to hear the entire prompt before speaking the zip code.  Later in the test, many callers started speaking during the pause.  In one of the applications, the pause was too short, so callers were interrupted by the second half of the prompt.  These callers reported being offended, as if a person had interrupted them, and were unhappy at the amount to time it took to enter a zip code.  In the other application, the pause was longer so the callers were able to use barge-in effectively and enter their zip codes more quickly.  These callers were pleased with the efficiency of the transaction and had no problem with the ‘politeness’ of the application.

Help

· Misplaced advice does no good.

In one retirement account application, callers heard only one prompt telling them how to change to a different account (by saying change account).  This prompt occurred long before most callers would ever want to use the feature.  When we asked callers to change accounts later in a test, they were often unable to because they had forgotten the command by then.  In a different retirement account application, callers were told about universal commands such as help, repeat, and operator once just after logging in to the system.  Not only did callers fail to use these commands, less than half could recall even one command from the set, and about half did not remember hearing the prompt at all.

· Include navigational help in Help.

Two fairly complex applications in particular pointed this out.  When callers entered a submenu to complete a task, they were unable to navigate back to the Main Menu in order to complete another task.  Several callers remembered and used Help to try to get information on how to get to where they wanted to be.  Unfortunately the help prompts only gave information on the use of the selected feature, which was not the required information at that point.

· Remind them how to go back “home” and start over.

One employee stock account application included a brief prompt that reminded callers that if they wanted to start over they could always say Main Menu.  This prompt was played frequently throughout the application.  Before testing we were concerned that callers would find this annoying or overly time-consuming.  Instead, we found that a majority of callers used Main Menu successfully to navigate the application, and no one was annoyed by it.

· Tell callers how to end the call (especially for systems where financial info is disclosed).

In every application we have tested that dealt with financial information, at least half the callers wanted a way to formally end the call.  Some of these were banking or brokerage applications in which a caller had to log-in to access personal financial information.  In these cases is it understandable that callers would feel more comfortable formally ending a call, to ‘protect’ their personal information, although there is no technical need to do so.  We also discovered the same trend in an application for checking the status of purchase orders and invoices.  Even though this is not personal data, callers were sensitive to keeping financial information confidential and wanted to formally end each call.
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