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Intro to Tangis and our products

Tangis Corporation develops software technology for wearable computers. The Tangis In-Motion Development Suite is a collection of tools for creating “in-motion” applications for mobile workers. The suite includes three components:

· Tangis In-Motion UI – a user interface tailored for mobile use. The In-Motion UI is designed to support a wide range of tasks and a variety of input and output methods, including speech recognition, touch screen, keyboard, mouse, flat panel or head-mounted display.

· Tangis Application Builder – a tool for rapid development of content-based applications using the In-Motion UI.

· Tangis In-Motion SDK – tools for development of full-featured custom applications using the In-Motion UI. Includes an API, documentation, tutorials, and code samples.

Although the In-Motion UI was designed specifically for mobile use, it is generic in the sense that it supports a wide range of computing tasks, information formats, and interaction methods.  It is intended to allow continuous interaction as a user moves from one situation to another, regardless of a change in the user’s real-world task, location, social setting, physical environment, audio environment, etc. For example, an airline mechanic might use speech recognition and a head-mounted display to access manuals while performing a maintenance task, switching occasionally a high-resolution touch screen to view and manipulate schematics. Or a real estate agent might use an audio-only interface to get driving directions to a house, then switch to flat panel display upon arrival for viewing detailed info. The Tangis UI is designed to make human-computer interaction easier in a variety of situations by fully supporting a number of different interaction methods.

Importance of speech interaction

Speech interaction is a critical component of the In-Motion UI, as mobile users are likely to be engaged in real-world tasks that occupy their hands and eyes. We have developed and field-tested speech-enabled applications for building inspection and nuclear power plant maintenance, and we are just starting to work on a language translator program for a branch of the armed services. The language translator will have an audio-only mode that switches between dictation and command-and-control speech recognition systems. This feature will be new and challenging for the Tangis design/development team. I will undoubtedly have some ‘war stories’ on this project to share by April 21.

Some lessons learned

Our team was totally naïve regarding speech interaction when we started developing the In-Motion UI, with only one of us having any prior experience with speech interfaces (and very little at that!). We’ve learned some lessons through research, but many more through trial-and-error. Here are a few of the things we’ve learned through experience:

· For command-and-control interaction, phrases work better than words, even if the words are multi-syllabic. Command phrases performed well in the noisiest environment we’ve tested (in which you couldn’t hear a person shouting two feet away), while a speech keyboard based on a phonetic alphabet (alpha, bravo, Charlie, delta) failed.

· Test everything! Get plenty of user feedback on vocabulary, and test entire vocabulary sets, not individual commands. 

· It’s difficult to predict which multi-syllabic words will trigger false recognitions, e.g., “condition” being recognized as “continue,” or “restoration” as “references.”

· Some phrases produce excellent recognition accuracy but are difficult to say clearly and quickly, e.g., “next contract.”

· Complementary commands should be evaluated carefully. We found, for example, that “start listening” and “quit listening” performed very well in terms speech recognition accuracy. However, users indicated that “begin” and “end” go together, or “start” and “stop” – but “quit” doesn’t really go with anything. 

· Make sure spoken prompts imply correctly articulated user responses. For example, if the user’s response should include articles, then use articles in the prompt (or vice versa). Or if the user response should include both a verb and object, make sure the prompt makes that clear – the natural answer to “Where do you want to go?” is “Home,” not “Go Home.”

· Speech interaction fails in collaborative work situations. Despite our best attempts, we have not managed to craft speech command phrases that are both easy to use and remember AND unlikely to trigger false recognitions, especially if users are talking about the computer-based task they’re performing.

· A number of users expressed dislike for the standard military-style phonetic keyboard, so we conducted a study to see whether users could create and remember their own personal phonetic alphabets. They couldn’t. 

· Be careful of speech feedback loops. Our system has a mode in which it confirms speech commands by repeating them back to the user. In some instances, the system interpreted its own echo as a command by the user and fell into a feedback loop. The user had to issue another speech command to interrupt the loop. 

· Barge-in is essential, and should cause speech synthesis to stop. Nothing is more annoying than a system that makes you wait while it speaks unnecessary prompts and confirmations. 

· Overall, our biggest problem is false recognition, not false rejection. The speech engines we’ve used (mostly SAPI 4 and 5) don’t allow effective user control of ‘strictness.’

Participant bio

I joined Tangis Corporation two years ago as the lead UI designer/usability specialist. Prior to that, I spent seven years as an independent design/usability consultant for such clients as Apple Computer, Intel Corporation, AT&T Wireless, Attachmate, and WatchGuard Technologies. I’ve worked on a wide range of software and hardware projects, including web sites, input devices, remote controls, control panels and utilities, application, and even Advanced Traveler Information Systems (highway information signs). I was inventor on three patents granted to Apple, and on another recently submitted by Tangis. I earned my MS in Technical Communication from the University of Washington College of Engineering in 1992. 

Before joining Tangis, the only speech interface I had worked with was an audio note taker for Apple. (It was never productized.)
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