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Introduction

This is the seventh IJCAI workshop on Knowledge and Reasoning in Practical Dialogue Systems. The
first workshop was organised at IJCAI-99 in Stockholm, the second workshop took place at IICAI-2001
in Seattle, and the third workshop was held at [JCAI-2003 in Acapulco. The the fourth workshop was
held at IJCAI-2005 at Edinburgh. The fifth workshop was held in Hyderabad, India, 2007 and focused
on dialogue systems for robots and virtual humans. The sixth workshop was held in Pasadena, CA in
2009, and focussed on challenges of novel applications of practical dialogue systems.

The seventh IJCAI workshop on Knowledge and Reasoning in Practical Dialogue Systems focuses on
challenges arising when implementing (conversational) dialogue systems for different types of users,
such as elderly people and people with special needs.

Topics addressed in the workshop include:

e How can we evaluate dialogue systems or conversational dialogue systems for different types of
people, e.g., people with special needs and young people?

e How can we implement dialogue systems in such a way that the target users can also interact with
their surroundings?

e How can authoring tools for dialogue systems be developed such that application designers who
are not experts in natural language can make use of these systems?

e What are the best ways of representing language resources for dialogue systems.
e What is the role of ontologies in dialogue systems?

e How can one easily adapt a dialogue system to a new application or user?

o What methods are best suited for design and development of dialogue systems?

e What are the most appropriate ways to evaluate dialogue systems for different types of users: what
to evaluate and how. How do these systems differ from generic systems?

The workshop contains a collection of 8 papers divided in four chategories: Architecture, Learning
Dialogue, Building and Evaluation of Dialogue Systems and, finally, a section we have called
Limitations.

An event like this one always need help from additional people. We would particularly like to thank
the Program Committee for helping us out and Adele Howe for help and guidance. Finally, we wish all
participants of the Workshop a great event.

June 2011 Jan Alexandersson
David Traum
Arne Jonsson

Ingrid Zukerman

il






Organizers:

Jan Alexandersson, DFKI GmbH, Germany (Chair)

Arne Jonsson, Linkping University, Sweden (Co-chair)
David Traum ICT, USA (Co-Chair)

Ingrid Zukerman, Monash University, Australia (Co-Chair)

Program Committee:

Dan Bohus (USA)

Johan Bos (The Netherlands)
Sandra Carberry (USA)
Maxine Eskenazi (USA)
Kallirroi Georgila (USA)
Joakim Gustafson (Sweden)
Nancy Green (USA)

Phil Green (UK)

Kazunori Komatani (Japan)
Peter Ljunglév (Sweden)
Kathleen McCoy (USA)
Wolfgang Minker (Germany)
Mikio Nakano (Japan)

Antti Oulasvirta (Finland)
Olivier Pietquin (France)
Ehud Reiter (UK)

Norbert Reithinger (Germany)
Amanda Stent (USA)

Jason Williams (USA)






Table of Contents

Limits of Simple Dialogue Acts for Tactical Questioning Dialogues
Ron Artstein, Michael Rushforth, Sudeep Gandhe, David Traum and Aram Donigian .......... 1

Learning Dialogue Agents with Bayesian Relational State Representations
Heriberto Cuaydhuitl .. ... ... .. 9

Building Modular Knowledge Bases for Conversational Agents
Daniel Macias-Galindo, Lawrence Cavedon and John Thangarajah .......................... 16

SceneMaker: Visual Authoring of Dialogue Processes
Gregor Mehlmann, Patrick Gebhard, Birgit Endrass and Elisabeth Andre .................... 24

Rapid Development of Multimodal Dialogue Applications with Semantic Models
Robert NeBelrath and Daniel Porta ......... ... i e 37

Unsupervised Clustering of Probability Distributions of Semantic Frame Graphs for POMDP-based
Spoken Dialogue Systems with Summary Space
Florian Pinault and Fabrice Lefevre ........ ... e 48

Subjective and Objective Evaluation of Conversational Agents
Annika Silvervarg and Arne JONSSON . ... ....ouuuutttte ettt 54

Speaking and Pointing—from Simulations to the Laboratory
Ingrid Zukerman, Arun Mani, Zhi Liand Ray Jarvis ............. ... i, 64

vii






Workshop Program - KRPDS11

Sunday, July 17, 2011

10-10:20

10:20-11

11-11:30

11:30-12

12-12:30

12:30-14:30

14.30-15:10

15:10-15:50

15:50-16:30

16:30-17

17-17:30

17:30-18:10

18:10-18:30

Opening remarks

Session 1: Architecture
SceneMaker: Visual Authoring of Dialogue Processes
Gregor Mehlmann, Patrick Gebhard, Birgit Endrass and Elisabeth Andre

Morning coffee break

Session 2: Learning Dialogue

Unsupervised clustering of probability distributions of semantic frame graphs for
POMDP-based spoken dialogue systems with summary space

Florian Pinault and Fabrice Lefvre

Learning Dialogue Agents with Bayesian Relational State Representations
Heriberto Cuayhuitl

Lunch

Session 3: Building and evaluating dialogue systems

Building Modular Knowledge Bases for Conversational Agents

Daniel Macias-Galindo, Lawrence Cavedon and John Thangarajah

Rapid Development of Multimodal Dialogue Applications with Semantic Models
Robert NeBelrath and Daniel Porta

Subjective and Objective Evaluation of Conversational Agents

Annika Silvervarg and Arne Jonsson

Afternoon coffee break

Session 4: Limitations

Speaking and Pointing — from Simulations to the Laboratory

Ingrid Zukerman, Arun Mani, Zhi Li and Ray Jarvis

Limits of Simple Dialogue Acts for Tactical Questioning Dialogues

Ron Artstein, Michael Rushforth, Sudeep Gandhe, David Traum and Aram
Donigian

General discussion

iX






Limits of Simple Dialogue Acts for Tactical Questioning Dialogues

Ron Artstein and Michael Rushforth* and Sudeep Gandhe and David Traum

Institute for Creative Technologies, University of Southern California
12015 Waterfront Drive, Playa Vista, CA 90094-2536, USA

MAJ Aram Donigian
United States Military Academy
West Point, NY 10996, USA

Abstract

A set of dialogue acts, generated automatically by applying a
dialogue act scheme to a domain representation designed for
easy scenario authoring, covers approximately 72%-76% of
user utterances spoken in live interaction with a tactical ques-
tioning simulation trainer. The domain is represented as facts
of the form (object, attribute, value) and conversational ac-
tions of the form (character, action). User utterances from the
corpus that fall outside the scope of the scheme include ques-
tions about temporal relations, relations between facts and re-
lations between objects, questions about reason and evidence,
assertions by the user, conditional offers, attempts to set the
topic of conversation, and compound utterances. These ut-
terance types constitute the limits of the simple dialogue act
scheme.

Introduction

In previous work, we presented a spoken dialogue sys-
tem for tactical questioning simulation which uses a sim-
ple scheme of dialogue acts, designed to facilitate author-
ing by domain experts with little experience with dialogue
systems (Gandhe et al. 2009). The dialogue acts are gener-
ated automatically from a representation of facts as (object,
attribute, value) triples and actions as (character, action)
pairs. We found that initially the dialogue act scheme only
covered about 50% of the user utterances, but our analysis
showed that simple extensions could increase coverage to
above 80% (Artstein et al. 2009). This paper puts that claim
to test. We took a corpus of user utterances collected in in-
teraction with the system, and mapped it to a set of dialogue
acts in two stages: first we mapped half of the utterances
to the original dialogue acts used in collecting the corpus,
then we added facts to the domain representation in order
to address gaps found in the coverage, and afterwards we
mapped the held out data to dialogue acts derived from the
expanded domain. The conclusion from this process is that
the claim of Artstein et al. (2009) was about right — the ex-
panded domain covers about 72-76% of the user utterances.
While many of the remaining utterances could also be repre-
sented through an additional expansion of the domain, there

*Now at the University of Texas at San Antonio
Copyright © 2011, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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remains a set of utterances which cannot be represented us-
ing the simple scheme. This paper presents a detailed analy-
sis of those utterances that cannot be expected to be handled
by the scheme, exploring the limits of this simple dialogue
act representation.

Dialogue acts are often used as representations of the
meaning of utterances in dialogue, both for detailed anal-
yses of the semantics of human dialogue (e.g., Sinclair and
Coulthard 1975; Allwood 1980; Bunt 1999) and for the in-
puts and outputs of dialogue reasoning in dialogue systems
(e.g., Traum and Larsson 2003; Walker, Passonneau, and
Boland 2001). There are many different taxonomies of di-
alogue acts, representing different requirements of the tax-
onomizer, both the kinds of meaning that is represented and
used, as well as specifics of the dialogues and domain of
interest (Traum 2000). There are often trade-offs made be-
tween detailed coverage and completeness, simplicity for
design of domains, and reliability for both manual annota-
tion and automated recognition. A common concern for the-
ories of dialogue acts is representing the mechanisms that
regulate the flow of conversation, which determine dialogue
properties such as turn-taking, coordination among speakers
and cohesiveness of the dialogue.

In our tactical questioning simulator, the scheme is in-
tentionally kept very simple, in order to allow authoring by
domain experts who work on the level of the domain rep-
resentation, without detailed knowledge of dialogue act se-
mantics and transitions (Gandhe et al. 2009). This simplicity
results in limited expressibility. We found that in the specific
genre of tactical questioning of a virtual character, most of
the difficulties faced by the simple dialogue act scheme are
not ones of regulating the conversation. Rather, it is the rep-
resentation of information. The purpose of tactical question-
ing is to extract specific information through interview, and
users consistently employ a richer view of the information
than the system can represent. While the gap in coverage
only affects a small fraction of user utterances, addressing it
would require changes not only to the dialogue act scheme,
but to the domain representation as well. This paper pro-
vides a characterization of the tactical questioning domain
as it appears from an interviewer’s perspective, based on an
analysis of actual user utterances.

The remainder of the paper describes the tactical ques-
tioning genre of dialogue and the dialogue system architec-
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ture used in collecting the corpus; presents the corpus and
the procedure for annotation and domain expansion; and
presents the results of the annotation experiment, both in
quantitative terms (reliability and coverage) as well as a de-
tailed analysis of the gaps of the dialogue act representation.

Tactical Questioning

Artstein et al. (2009) provides an overview of the Tactical
Questioning domain, which is defined as “the expedient, ini-
tial questioning of individuals to obtain information of im-
mediate value” (U.S. Army 2006). A tactical questioning
dialogue system is a simulation training environment where
virtual characters play the role of a person being questioned;
these characters display a range of behaviors such as answer-
ing questions cooperatively, refusing to answer questions, or
intentionally providing incorrect answers (lying). The inter-
viewer (human participant) may work to induce cooperation
by building rapport with the character, addressing their con-
cerns, making promises and offers, as well as threatening or
intimidating the character.

System architecture

The architecture for our tactical questioning dialogue sys-
tems is a compromise between a text-to-text classifier that
directly maps questions to responses in a stateless fashion
(Leuski et al. 2006) and a full-fledged system with intricate
reasoning and inference capabilities (Traum et al. 2008). It
employs a fairly basic representation of dialogue acts, which
are generated automatically from a simple domain represen-
tation. The generated dialogue acts reflect the role of the
human participant as an interviewer and the character as a
person being interviewed. We thus make a distinction be-
tween user dialogue acts and character dialogue acts — some
dialogue act types are made by both user and character, but
others are restricted to only one of the participants.

The dialogue acts are employed in conversation through
a finite-state representation of local dialogue segments, a set
of policies for engaging in the network, and a rule-based di-
alogue manager to update the context and choose dialogue
acts to perform (Gandhe et al. 2008). This functionality al-
lows for short subdialogues where the character can ask for
and receive certain assurances (such as protection or con-
fidentiality) and still remember the original question asked
by the trainee. The link between dialogue acts and natural
language is provided by a statistical classifier (Leuski and
Traum 2008).

The domain representation encodes the character’s
knowledge as a set of facts of the form (object, attribute,
value); in addition, the domain specifies a number of ac-
tions that the character and interviewer may perform, such
as offers, threats, compliments and insults. Dialogue acts
are automatically generated from the domain specification,
by applying an illocutionary force (or dialogue act type) to
a semantic content containing the relevant portion of the do-
main specification. For example, each fact generates 3 dia-
logue acts — a character dialogue act of type assert, a user
dialogue act of type yes/no question, and a user dialogue act
of type wh-question which is formed by abstracting over the

value. Each object in the domain is considered a topic of
conversation, and generates a set of grounding acts used for
confirming the topic (repeat-back and request-repair). Ad-
ditional dialogue act types include forward function (elici-
tation) and backward function (response) dialogue acts, as
well as some generic dialogue acts that are defined inde-
pendently of the domain such as greetings, closings, thanks,
and special dialogue acts that are designed to handle out-of-
domain dialogue acts from the user.

The system architecture was designed to facilitate rapid
creation of characters by scenario designers who are experts
in tactical questioning, but not experts in dialogue or dia-
logue systems (Gandhe et al. 2009). The architecture there-
fore hides much of the dialogue logic from the scenario de-
signer, exposing only the domain and a limited set of poli-
cies. The simple structure of the domain representation is in-
tended to provide a minimal amount of structure that would
allow automatic creation of dialogue acts, while keeping au-
thoring possible without extensive knowledge of ontologies.
The representation is intended to capture just enough infor-
mation about a user’s actual utterance to allow for natural
and believable dialogue behavior by the character.

Of course, users are not aware of the system’s limited rep-
resentations, and their models of the domain are richer than
what is encoded. In a pilot study (Artstein et al. 2009) we
found that the available dialogue acts adequately represented
about 50% of the user utterances, and our analysis showed
that with some modifications, coverage was expected to in-
crease to 80% or above. The remaining (< 20%) utterances
could be dealt with using policies for unrecognized input
(such as clarification requests or character initiative), which
would result in a believable user experience that is useful for
training.

This paper tests the claim of Artstein et al. (2009) using
a corpus collected in live interaction with a virtual human
with an expanded domain and dialogue act set. We found
that coverage has indeed increased to 72-76%. However,
there remains a substantial number of user utterances which
cannot be represented using the dialogue act scheme, and we
provide a detailed characterization of these utterance types.

Scenario details

The experiment reported in this paper used one specific sce-
nario implemented in the dialogue system described above.
This is the same scenario described in Artstein et al. (2009),
with small modifications based on the results of that exper-
iment. In this scenario, the user plays the role of a com-
mander of a small military unit in Iraq whose unit had been
attacked by sniper fire while on patrol near a shop owned
by a person named Assad. The user interviews a character
named Amani who lives near the shop, was a witness to the
incident, and is thought to have some information about the
identity of the attackers.

Amani’s knowledge about the incident is represented as
facts in the domain — triples of the form (object, attribute,
value); each fact is either true or false (false facts are used
by Amani when she wants to tell a lie). Table 1 gives some
facts about the incident. For example, Amani knows that
the name of the suspected sniper is Saif, and that he lives



Object Attribute Value T/F
strange-man name saif true
strange-man name unknown false
strange-man location store true
brother name mohammed true

Table 1: Some facts about the incident

in the store. She can lie and say that she doesn’t know the
suspect’s name. She does not have an available lie about the
suspect’s location (though she can always refuse to answer
a question). The facts in the domain give rise to dialogue
acts — for example, the fact (strange-man, name, saif) de-
fines a character dialogue act with a meaning equivalent to
“the suspect is named Saif” (assert), and two user dialogue
acts, equivalent in meaning to “is the suspect named Saif?”
(ves/no question) and “what is the suspect’s name?” (wh-
question).

Since our experiment is intended to check how well the
dialogue act scheme represents user utterances, the remain-
der of the paper will be concerned only with the user dia-
logue acts generated by the scheme, not with the character
dialogue acts or dialogue policies.

Method

We ran a pilot study at ICT, the results of which were re-
ported in Artstein et al. (2009). Based on the pilot study
we modified the domain, adding a few facts. We also made
some changes to the dialogue act scheme, adding several
dialogue act types that are generated from the domain. The
character’s policies were updated to handle the new dialogue
act types.

Corpus collection

We collected a corpus of dialogues between human partic-
ipants and the Amani character at the United States Mil-
itary Academy at West Point. The dialogue participants
were all cadets enrolled in a negotiation course; they had
practiced negotiations in human-human role plays, but had
never talked to a virtual character. Dialogue participants
were given an instruction sheet with some information about
the incident, the character, and suggestions for interaction,
but no guidance about particular language to use with the
character (see appendix). The character’s behavior could be
set to either confirm offers and topic shifts explicitly (high
grounding) or not confirm them (low grounding). Each par-
ticipant talked to the character twice (one interaction of each
type), with the order of presentation balanced across partic-
ipants; participants were not informed of the variation, and
were instructed to treat the second dialogue as completely
separate from the first. Since the current experiment focuses
only on the user utterances and not the character behavior,
we treat utterances from both conditions as a single corpus.
The corpus consists of 68 dialogues (34 participants), com-
prising of a total of 1854 utterances; dialogue lengths vary
from 8 to 46 utterances (mean 27.3, median 28.5, standard
deviation 8.5).

Dialogue act annotation

Utterances were matched to fully specified user dialogue
acts by 3 experienced annotators, including the first and sec-
ond authors and a student annotator. The annotation guide-
lines were to match each user utterance to the most appro-
priate user dialogue act, and if no dialogue act was close
enough, to match to “unknown”. Based on the problems re-
ported in Artstein et al. (2009), we added instructions to treat
Do you know and Can you tell questions as wh-questions,
and to treat formulaic greetings such as How are you and
It’s nice to meet you as greetings rather than questions or
assertions.

Matching utterances to dialogue acts was done in two
rounds. For the first round, the corpus was split in the fol-
lowing fashion. Whole dialogues were randomly selected
until they totaled more than 100 utterances; this portion was
annotated independently by all annotators and served as a
reliability sample. The remaining dialogues were randomly
assigned to annotators in a way that approximately balanced
the number of utterances among the annotators. The an-
notators then matched utterances to dialogue acts from the
system employed in collecting the corpus, using the domain
creation tool (Gandhe et al. 2009), until about half of the cor-
pus was annotated (annotators worked at different rates, so
the number of utterances annotated at this stage was not bal-
anced; see Table 5 below). The resulting annotated corpus
will be referred to as the original domain, and it contains
768 unique utterances. Due to technical limitations, anno-
tators mapped each utterance text to a single dialogue act,
not taking into account context that would disambiguate dif-
ferent dialogue acts for the same text appearing at different
times.

Based on the annotation of the original domain, we ex-
panded Amani’s domain to include meaning representations
for most of the user questions that were not successfully
mapped to dialogue acts. This resulted in a doubling of
the number of available dialogue acts for interpretation (Ta-
ble 2). The bulk of the expansion occurred in the repre-
sentation of user questions through the addition of domain
knowledge: each addition of a full {(object, attribute, value)
triple generated a wh-question and a yes/no question, while
an addition of (object, attribute) without a value generated
only a wh-question (the latter are questions that Amani can
understand but does not know an answer to; such tuples were
added in order to expand coverage of the user questions
without adding knowledge to the character). In the course
of adding domain knowledge, six new objects were cre-
ated, and thus there were corresponding increases in ground-
ing dialogue acts (repeat-back and request-repair). The
response category includes responses to certain acts such
as compliments, apologies and thanks; the increase in re-
sponses comes from the addition of compliments by Amani.
No changes were made to the dialogue act scheme, that is
to the rules that generate individual dialogue acts from the
domain.

After expanding the domain, we took the remaining
(unannotated) utterances and split them among the annota-
tors using a similar method to the first round, creating a re-
liability sample of just over 100 utterances and splitting the



Dialogue Act Type Pilot  Original Expanded
generic acts? 10 13 13
closing 3 3 3
compliment 1 2
insult 2 2 2
offer 3 3 3
pre_closing 3 3 3
repeat_back 10 9 15
request_repair_attribute 9 15
request_repair_object 10 9 15
response 3 6 12
wh-question 31 42 119
yes/no question 35 43 85
Total 113 143 287

“One each of accept, ack, apology, greeting, offtopic,
refuse_answer, reject, request_repair, thanks, and unknown; the
original and expanded domains added clarify_elicit_offer, yes, and
no.

Table 2: User dialogue acts in the Amani domain

remainder evenly among the annotators. These were then
annotated by the same 3 annotators from the first round, us-
ing the same tools and instructions. The resulting annotated
corpus will be referred to as the expanded domain, and it
contains 799 unique utterances.

Results
Reliability

As a means of checking that the annotators had a similar
understanding of the task, we calculated inter-annotator reli-
ability using Krippendorff’s o (Krippendorff 2004). Relia-
bility is normally taken as a measure of the reproducibility of
the annotation procedure, as codified in an annotation man-
ual. In our case, however, the annotators were not working
from detailed written guidelines; any shared understanding
must therefore come from their previous experience. Relia-
bility is therefore indicative of how straightforward the task
is before implementing corrective measures such as detailed
guidelines and domain and dialogue act improvements.

In addition to calculating agreement on the actual anno-
tation (fully specified dialogue acts), we calculated the im-
plicit agreement on whether a particular utterance was cov-
ered by the domain. This implicit agreement on coverage
was calculated by collapsing all of the categories other than
“unknown” into a single label. Table 3 shows the results of
both calculations on the reliability samples for the original
domain and the extended domain; the results from the pilot
of Artstein et al. (2009) are also quoted here for comparison.

For the original domain, reliability was essentially the
same as in the pilot: substantially above chance, but not as
high as typically accepted norms. For the expanded domain
we see a marked improvement in reliability, which indicates
that the task is easier. The annotators and the guidelines
were the same for both the original domain and expanded

Individual acts Implicit coverage

a Ao(a) Ae(a) a Ao(a) Ae(a)

Pilot 224 049 055 011 038 0.74 0.58
Original 90® 049 0.58 0.19 033 0.67 052
Expanded 110° 0.63 0.65 0.07 0.39 0.79 0.66

4Krippendorff’s ¢ is defined in terms of observed and expected
disagreement: oo = 1— D, /D,. For expository purposes we have
converted these into values representing observed and expected
agreement: A, =1 —D,, Ac =1 —D,.

bSeveral items were excluded from the reliability sample be-
cause they were not marked by all annotators.

Table 3: Inter-annotator reliability

domain, so the improvement in reliability is probably at-
tributable to the better coverage of the domain.

The improvement in the reliability of matching utterances
to specific dialogue acts does not carry over to the decision
of whether an utterance is covered by the domain: here, the
observed agreement of the expanded domain has gone up
but so has the expected agreement, and consequently the re-
liability is at about the same level as the original domain.
Our interpretation is that this remains a difficult decision for
human judges — while domain coverage may increase, the
boundary between what is covered and what is not remains
fuzzy.

As an example of the fuzziness of the boundary we can
take a fairly common follow-up on Amani’s assertion that
the suspect regularly has tea with the shopkeeper.

Uh when he was having tea, was it close to where we are
right now?

Who was he having tea with?

While many such questions were judged to be out of domain,
there was disagreement regarding the above two questions
(and several others), on whether they were truly out of do-
main or if they could be mapped to questions about the sus-
pect’s location or daily routine, respectively. The expanded
domain added several facts about the suspect’s tea partner
and drinking routine, so the above questions fall squarely
within the expanded domain. However, expanding the do-
main did not make the domain’s boundary any clearer: an-
notators disagreed on whether the following question could
be mapped to a general question about the tea partner, or if
it was outside the expanded domain.

Why do you think he was having tea with the set?

We see that while adding facts to the domain increases the
character’s knowledge and thus its ability to understand user
utterances, it does not necessarily make the boundaries of
the character’s knowledge any clearer.

Similar conclusions come from looking directly at the
classification of the utterances in the reliability sample. Ta-
ble 4 shows how many utterances in the reliability sample
were mapped to a specific act as opposed to being judged
to be out of domain, and whether the annotators agreed or
disagreed about the mapping. In both the original and ex-



Domain: Original
N % N %

Expanded

Specific act Agree 32 30 53 45
p Disagree® 10 9 20 17
Agree 19 18 9 8

Out of domain £ b
Disagree 46 43 35 30

“Utterances mapped to specific dialogue acts by all coders,
where at least two coders disagreed on the dialogue act.

bUtterances mapped to specific dialogue acts by some coders
and to “unknown” by other coders.

Table 4: Agreement on dialogue acts

Original domain Expanded domain

Anno- In-domain In-domain
tator  Tota] —————— Total
% N %
All 768 477-523 62-68 799 572-607 72-76
A 185 150 81 308 242 79
B 492 292 59 362 310 86
C 288 176 61 356 217 61

Table 5: Domain coverage

panded domain studies, the majority of disagreements are
not on which dialogue act an utterance should be mapped
to, but rather on whether an utterance is close enough to an
existing dialogue act. The proportion of utterances mapped
to specific dialogue acts is greater in the expanded domain,
but the proportion of utterances on which there is agreement
has not improved by much.

Domain coverage

We can define the overall coverage of a domain as the pro-
portion of user utterances that are mapped to specific dia-
logue acts rather than “unknown” (we define coverage in
terms of unique utterance types without regard to their fre-
quency). Table 5 shows the coverage of the original and
expanded domains, broken down by annotator; the overall
coverage is reported as a range because sometimes annota-
tors disagree as to whether an utterance is covered by the
domain: the lower value considers such disagreements to be
out of domain, while the higher value considers them to be
in domain. The table shows that expanding the domain has
improved the coverage by about 10 percentage points. We
also see that annotators differ in their propensity to consider
utterances to be in-domain, and that this propensity varies
across the samples: the improvement in the overall cover-
age can be attributed to one specific annotator (coder B)
for whom coverage increased substantially, coupled with the
fact that the utterances in the expanded domain were more
evenly balanced across the three coders.!

IThe person who carried out the domain expansion was
coder C, who turned out to be the one least likely to map an utter-

Overall, we see that domain coverage is in line with the
assessment of Artstein et al. (2009), that suitable domain
expansion can bring coverage to about 80% of user utter-
ances. Of the utterances that fall outside the expanded do-
main, many can still be represented using the dialogue act
scheme — these constitute the “long tail” of user questions
which have not been encountered or anticipated by the do-
main creators. Among the 227 utterances classified as out-
side the expanded domain by at least one annotator, we iden-
tified 94 (41%) that can plausibly be used to further expand
the domain (among utterances classified as out-of-domain
by all annotators the proportion is 79/192, also 41%). How-
ever, there are several types of user utterances which cannot
be given a suitable representation in the scheme. These ut-
terances demonstrate the limits for the simple dialogue act
representation used in our tactical questioning system.

Temporal relations A fairly common utterance type en-
countered in our corpus is a question relating events in time
(26 of the 227 out-of-domain utterances, or 11%).

Is Assad in the shop right now?
When have you seen the sniper on the second floor?
Did you see where he went after he had tea?

Questions with a temporal component are probably moti-
vated by the particular scenario, where the task is to find
information about a person related to a particular event.
However, the representation language of facts as (object, at-
tribute, value) triples does not explicitly encode time. While
it is possible to represent certain static temporal facts using
this scheme, for example (assad, time-in-shop, now), exten-
sions would be required in order to represent temporal rela-
tions between events or perform temporal reasoning. Such
an extension could be, for example, adding a temporal index
to each fact, though this would increase authoring complex-

1ty.

Requests for elaboration Questioners often followed up
on the character’s responses by asking for additional details.
Often such questions ask about facts that can be represented
in the scheme; some questions, however, ask explicitly about
information in relation to facts that were just provided (17 of
227 utterances, or 7%).

Do you know if there are anyone else in that building?
Have you seen him anywhere else?
OK then, do you think there is another door in the shop?

The representation language derives question dialogue acts
from facts consisting of (object, attribute, value) triples; the
only relations between facts are those that occur implicitly,
when two facts share an object and attribute but differ on
value, or share an object but differ on attribute. For exam-
ple, if the domain representation includes facts of the form
(building, occupant, strange-man), (building, occupant, ... )
then the dialogue manager can interpret the question Do you
know if there are anyone else in that building? as asking for
values that have not yet been provided. Asking for elabo-
ration on objects and attributes while keeping the attribute

ance to a specific dialogue act, both before and after the expansion.



or value fixed would require moving from a hierarchical do-
main representation to a relational one.

Relations between objects A small number of question
concern relations between objects (3 of 227 utterances, or
1%).

Could they be found in the same area as him?

Since the domain represents all facts as (object, attribute,
value) tuples, any fact about two objects needs to be encoded
by specifying one object as a dependent value of the other.
Representing relationships between the two domain objects
would require a move toward a relational semantics, much
like the requests for elaboration above.

Reason and evidence A common type of question is to
ask the character about the reasons or evidence for her as-
sertions (19 of 227 utterances, or 8%).

Do you know why he was having tea?
How do you know this?
And did you see him actually pull the trigger

In the current domain representation, facts do not carry any
additional information beyond the content of the fact itself.
Adding reasons would require an extension of the repre-
sentation, for example by enriching facts beyond (object,
attribute, value), or alternatively by enabling relations be-
tween facts.

Assertions Our dialogue act model is geared towards the
user questioning the character: each fact in the domain gives
rise to question-type user dialogue acts, and assertion-type
acts by the character. However, we do find that the users
occasionally make assertions (21 of 227 utterances, or 9%).

I have a soldier who was wounded by a sniper.

My men are outside right now and we will be in this area
for a long time.

Well, I noticed that you’re a school teacher ma’am.

The underlying domain representation is symmetrical, so it
is possible to add these facts to the user’s domain, which
would give rise to user dialogue acts of type assert and cor-
responding character question dialogue acts. However, the
above examples show that user assertions in tactical ques-
tioning dialogues are more than mere statements of fact;
having the character ask questions about these assertions
would be pointless. To do something useful with these as-
sertions, the system would require and inference component
to capture the intention behind them.

Conditional offers Offers are represented in the domain
by (character, action) pairs, where the action is a specific
offer; some user offers come with conditions attached (10 of
227 utterances, or 4%).

We can discuss money if you give me more information.

If we were able to supply you with a weapon or armed
protection, would you feel safe to tell us information?

Even though the instructions to the participants do not im-
pose any penalty on making an unconditional offer such as

providing safety or secrecy, it appears that the participants
sometimes attach conditions to their offer as a means of
leverage. Interpreting conditions for offers and designing
suitable policies would require a richer representation than
the current (character, action) form.

Topic setting A small number of utterances were attempts
by the user to set the topic (4 of 227 utterances, or 2%).

Can we talk about the shooter?
I wanna talk about the sniper not guns.

The dialogue act scheme does not include moves to set the
topic of conversation. This is a straightforward addition,
because the system already keeps track of the conversation
topic, and the scheme already includes grounding dialogue
acts for confirming topics. Dialogue acts of type set-fopic
have been added to the scheme subsequent to the experi-
ment.

Compound utterances A fair number of utterances con-
sisted of multiple questions strung together (20 of 227 utter-
ances, or 9%).

Ma’am how do they look like? Are they tall? Are they
short? Do they have black hair or mustache?

Do you know where he was located? Was he in a building
or was he in a mosque or something like that?

Since the system assigns a single dialogue act to each user
speech event (delimited by a press and release of a but-
ton), these compound utterances cannot be represented. The
proper way to deal with them is by adding a module that
splits them into smaller units that can be interpreted.

Conclusion

Our study has shown that a set of dialogue acts, gener-
ated automatically from a domain representation designed
for easy scenario authoring by domain experts with little
detailed knowledge of dialogue systems, can achieve sub-
stantial coverage of actual user utterances employed in live
conversation with a virtual character. After an initial domain
has been adjusted and augmented based on several hundred
user utterance, coverage rises to approximately 72%-76%
of unseen utterances. Combined with dialogue management
techniques to recover from misunderstandings, this level of
coverage should be sufficient to allow a character to sustain
a coherent interaction with the user.

Among those utterances that are not covered, the largest
group (around 40%, or 12% of the total utterances) are ut-
terances that do fit in the scheme, but have not been encoun-
tered or anticipated by the domain creators. It is inevitable
that such a “long tail” of rare unseen utterances should ex-
ist. The remaining out-of-domain utterances, about 17% of
the total, consist mostly of the following types: questions
about temporal relations, relations between facts and rela-
tions between objects, questions about reason and evidence,
assertions by the user, conditional offers, attempts to set the
topic of conversation, and compound utterances. Most of
these utterance types fall outside the representation capabil-
ity of the system, and thus constitute the limits of the simple
dialogue act scheme.



We end with a caveat about our results. Our corpus of
user utterances has been collected using one specific sce-
nario, which may have influenced the questions the users
wanted to ask. For example, the large number of questions
about temporal relations is probably due to the fact that the
users are tasked with finding information related to an event.
Our user group was also fairly homogeneous, consisting of
military cadets enrolled in a negotiation course, which may
have influenced their approach and strategies employed in
the interaction. We expect that a different scenario or a dif-
ferent population of users may give rise to a somewhat dif-
ferent distribution of utterances. Nevertheless, we believe
that this study is a good start for exploring how far the sim-
ple dialogue act representation can take us, and what actual
user utterances lie beyond its scope.
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Appendix: participant instructions

The following information sheet was given to all experi-
ment participants, to serve as background while talking to
the character.

Situation: You are a 2LT Platoon Leader, stationed in a
small village in Iraq. While on patrol yesterday, your pla-
toon came under sniper fire, which seriously wounded one
of your soldiers. Local intelligence indicates a woman
named Amani witnessed the sniper.

Mission: You will question Amani Omar Al-Mufti in order
to determine the location and appearance, and daily activ-
ities of the sniper that wounded the soldier.

Execution: You received permission from Amani’s eldest
brother to question her. He is present during the ques-
tioning to act as a chaperone, however, you will not need
to speak any further with the brother. Your platoon will
provide security outside during your questioning inside.
Gather intelligence from Amani and offer to keep her fam-
ily safe if she shows concern.

If Amani becomes too hostile or indicates that she no
longer has time, end the interview before too much ill will
is generated, without pressing her on any issues. You may
have the opportunity to meet with her in the future.

Service Support: N/A
Command and Signal: N/A



Screening Report
A: Report Number: DTG:
B: Capture Data
N/A
C: Biographical Information

Full Name/ Rank/ Service Number:
a. Amani Omar Al Mufti
b. Civilian
c. N/A
Date/ Place of Birth:
a. 16AUG1983
b. Local

Sex/ Marital Status/ Religion:
a. Female
b. Single
c. Islam (Shiite)

Full Unit Designation/ Unit Code:
a. N/A
b. N/A

Duty Position:
a. Housekeeper and Guardian of Siblings
b. Teacher at private K-12 school

Military Education/ Experience:
a. N/A
b. N/A

Civilian Education/ Experience:
a. Completed Secondary School, some college
b. She is an English teacher at a K-12
school.

Languages Spoken (Fluency):
a. Arabic (Native)
b. English (Fluent)

D: Observations

Physical Condition:
a. No Issues

Uniform Type/ Condition:
a. N/A
b. N/A

Assessment of Knowledgeability:

She is likely to have personal knowledge
about the gunman’s appearances and his
location.

E: Recommendations

Relationship Building:

Begin the questioning with greeting Amani.
Gaining her trust and comfort is key to
getting any answers from her.

Information Gathering:

Focus on finding out what she knows about
the suspected sniper, his location and
reasons she suspects him. If being friendly

and respectful is not effective, explain

to her that she and her family can have
protection. If she wants anything in return
for information, you are free to make an
offer or refuse to make one. Make sure she
understands that you value the importance of
secrecy due to the sensitive nature of the
visit.
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Abstract

A new approach is developed for representing the
search space of reinforcement learning dialogue agents.
This approach represents the state-action space of a re-
inforcement learning dialogue agent with relational re-
presentations for fast learning, and extends it with belief
state variables for dialogue control under uncertainty.
Our approach is evaluated, using simulation, on a spo-
ken dialogue system for situated indoor wayfinding as-
sistance. Experimental results showed rapid adaptation
to an unknown speech recognizer, and more robust op-
eration than without Bayesian-based states.

Introduction

Reinforcement learning dialogue agents have a promising
application for adaptive conversational interfaces. Wtofo
nately, three main problems affect their practical applica
tion. The first,the curse of dimensionalitgauses the state
space to grow exponentially in the number of state vari-
ables. This problem has been addressed by function approx-
imation techniques (Denecke, Dohsaka, and Nakano 2004;
Henderson, Lemon, and Georgila 2005; Chandramohan,
Geist, and Pietquin 2010); and by divide-and-conquer ap-
proaches (Cuayahuitl et al. 2010; Lemon 2011). Second, the
dialogue agenbperates under uncertainfghe most obvi-

ous source is automatic speech recognition errors, but not
the only source). This problem has been addressed by se-
quential decision-making models under uncertainty (Roy,
Pineau, and Thrun 2000; Williams 2006; Thomson 2009;
Young et al. 2010). Third, reinforcement learning meth-
ods usually require many dialogues to find optimal poli-
cies, resulting irslow learning This last problem has been
addressed by incorporating prior knowledge into the de-
cision making process (Singh et al. 2002; Heeman 2007
Williams 2008; Cuayahuitl 2009). Because of such prob-
lems, the current practice in dialogue optimization cassis
in inducing behaviour offline, from a corpus of real dia-
logues or from simulations. When the learnt policies ara the
deployed they behave with frozen optimization. The rest of
the paper contributes to tackle these problems by proposing
a new approach to represent the agent’s state-action space.

Copyright(© 2011, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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Dialogue Optimization Under Uncertainty

A human-machine dialogue can be defined as a finite se-
guence of information units conveyed between conversants,
where the information can be described at different levels
of communication such as speech signals, words, and dia-
logue acts. Figure 1 illustrates a model of human-machine
interaction. An interaction under uncertainty betweerhbot
conversants can be briefly described as follows: the machine
receives a distorted user speech sigharom which it ex-
tracts a user dialogue a&f and enters it into its knowledge
base; the machine then updates its belief dialogue &tate
(i.e. a probability distribution over dialogue states)wiit-
formation extracted from its knowledge base; this dialogue
state is received by the spoken dialogue manager in order to
choose a machine dialogue agt which is received by the
response generation module to generate the corresponding
machine speech signal conveyed to the user.

A conversation follows the sequence of interactions above
in an iterative process between both conversants until one
of them terminates it. Assuming that the machine receives
a numerical reward; for executing actiona; when the
conversational environment makes a transition from be-
lief stateb, to stateb;; 1, a dialogue can be expressed as
D = {by,a1,7r2,b2,a2,73,....;br_1,ar_1,77,br}, Where
T is the final time step. Such sequences can be used by a
reinforcement learning agent to optimize the machine’s di-
alogue behaviour. Although human-machine conversations
can be used for optimizing dialogue behaviour, a more com-
mon practice is to use simulations.

A reinforcement learning dialogue agent aims to learn its
behaviour from interaction with an environment, where sit-
uations are mapped to actions by maximizing a long-term
reward signal (see (Sutton and Barto 1998) for an introduc-
tion to reinforcement learning). Briefly, the reinforcerhen
learning paradigm works by using the formalism of Markov
Decision Processes (MDPs). An MDP is characterized by a
finite set of states, a finite set of actionsl, a probabilistic
state transition function, and a reward function that relsar
the agent for each selected action. Solving the MDP means
finding a mapping from observable states to actions corre-
sponding tor*(s;) = argmax,,ca Q*(st, at), where the
Q-function specifies the cumulative rewards for each state-
action pair. The optimal policy can be learnt by dynamic
programming or reinforcement learning algorithms.

Proceedings of the 7th IJCAI Workshop on Knowledge and Reasoning in Practical Dialogue Systems, pages 9—15,
Barcelona, July 2011
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Figure 1: A pipeline model of human-machine interaction, . ) )
where observable dialogue stateor belief dialogue state ~ Figure 2: Dynamics of an MDP-based dialogue manager us-

An alternative but more computationally intensive model 9€neralization for reusable behaviours, and (d) fast legrn
for sequential decision-making under uncertainty is the Arelational MDP is a generalization of an MDP specified

Partially Observable Markov Decision Process (POMDP) With representations based on a logical language (van
model. In a POMDP the dialogue state is not known with Otterlo 2009). A relational MDP can be defined as a 5-tuple

certainty (as opposed to an MDP); i.e. since the agent does <°: 4, T R, L>, where elemenL is a language that pro-
not know the state exactly, it must maintain a belief state  vides the mechanism to express logic-based represerdation

over the possible state® (Young et al. 2010). The charac- We describel, as a context-fr_ee grammar to represent for-
terization of a POMDP extends an MDP with a set of obser- Mulas compounded by predicates, variables, constants and

vations or perceptions from the environment (e.g. keywords Connectives similar to (Russell and Norvig 2003), Chaper

from the user utterances) = {o, 0s, ..., 0, }, and an ob- 8. Whilst the state set is generated from an enumeration
servation functiorO(s, a, o) that specifies a perceived ob-  Of @ll logical forms in grammal, the actionsA available
servationo from selecting actiom in states with probabil- in a given state are constrained by the logical forms ik

ity P(ols,a). Thus, a POMDP can be seen as an MDP over sample relational state is expressed by a set of predicates:
a belief space, where the observable states are replaced by Sal“tatwn(gwemng) A Slot(x, con firmed) A

belief states. Solving the POMDP can be described as find- 2lotsToConfirm(none) A DatabaseTuples(none)
ing a mapping from belief states to actions corresponding 11iS representation indicates that slothas been con-

t0 7 (by) = arg maxa,c4 Q* (b, as), where theQ-function firmed, there are no slots to confirm and no database
specifies the cumulative rewards for each belief state and {UPIes. A sample relational action is expressed as follows:
action. The rest of the paper describes an approach that "€quest <= Sql“mm‘m(gfeet?”g) A Slot(z, un filled) A
extends MDP-based reinforcement learning conversational S/otsToConfirm(none)’. This expression indicates that
agents with beliefs states, which can be seen as learning the action ‘request’is valid if the logical expression iseir
agents with a characterization between MDPs and POMDPs. Relational MDPs with Belief States

A Bayesian-Relational Approach for Dialogue Because dialogue states are not known with certainty,
Control Under Uncertainty POMDPs have been adopted for policy optimization under

. ) N uncertainty (Roy, Pineau, and Thrun 2000; Williams 2006;
Figure 2 shows the presented approach which unifies two Henderson and Lemon 2008; Thomson 2009; Young et al.
concepts: (ajelational representationsnposed onan MDP  2010). Moreover, because POMDPs are computationally in-

state-action space; and (bglief state variablegxtending  tensive and hard to scale up, in this paper we propose to
the fully-observed state variables by using partitionetas  approximate the belief states of a relational MDP with be-
Bayesian networks. lief state variables. This approximation is used to scal®up

i ) more complex conversational systems. The belief states can
Dialogue as a Relational MDP be defined as(s) = +IIp(X; € s), wherep(X; € s) is the

An MDP is typically represented with propositional repre-  probability distribution of predicatd’; in states, andZ is a
sentations (e.g. a set of binary features), which result int normalization constant.

exponential growth. A relational MDP mitigates that prob- For the belief states, we maintain a Bayesian Network
lem by using tree-based and high-level representations re- (BN) for each predicateX; € s. A BN models a joint
sulting in the following benefits: (a) compression and more probability distribution over a set of random variables and
expressive description of the state-action space, (dybktra their dependencies based on a directed acyclic graph, where
forward incorporation of prior-knowledge into the poli¢g) each node represents a varialife with parentspa(Y;)
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user unscored scored n-best | Keyword  Probability |
utterance| Unscored list Scored list Rescored list | room A3840 04
T 1 N-bestlist N-bestlist [ | N-best list post room 0.2
generator generator generator copy room 0.1

Figure 3: Block diagram for generating N-best list. Whilsbred lists are based on beta distributions and ASR erres (ate
Fig. 5), re-scored n-best lists are based on posterioitdisivns (useful for the belief states) derived from Bagadietworks.

(Jensen 1996). The Markov condition implies that each S n
variable is only dependent on its parents, resulting in a wq_I_w
unique joint probability distribution expressed g&") = v

IIp(Y;|pa(Y;)), where every variable is associated with a
conditional probability distributiorp(Y;|pa(Y;)). Such a
network is used for probabilistic reasoning, i.e. the calcu o
lation of posterior probabilities given some observed evi- (]

dence. To that end, we use efficient implementations of the

variable elimination and junction tree algorithms (Cozman gesin

2000). In addition, because the size of domain valDdsr

each variable can be large (which results in high compu-

tational expense), we use random variables with partitions aer deston
D = {D,} expressed as ol

Dy + itemy, itemy, itemy ... itemy, other

Dy « itempy 4o, itemy 3, itemy 44 ... itemy/, other

D =

Dy < itemyr 4o, iteMy/ 45 ... itemy, other

Where|l~)k| < max. The entry ‘other’ is initialized with Figure 4: Map of the navigation environment including a su-
probability 1, which changes with belief updating duringth ~ perimposed route graph specifying the navigational space.
course of the interaction. At each time step, the networkls an  The black circles represent origin and destination locetio
corresponding posteriors are updated based on the petceive
observations (i.e. ASR N-best lists) from the environment.

The N-Best lists were generated according to the procedure Experiments and Results

shown in Figure 3. Once the posteriors are updated, their 1- Wi : :
X X ' e tested our approach in a learning agent that collects
best hypotheses are used in the relational states of the MDP‘information for si{)upated indoor navigat?ongusing simuthte

speech-based interactions. The task of the user is to navi-
gate from an origin to a destination based on instructions
received from a dialogue system. After each instruction the
user has to say where he/she is and the agent has to guide
; S P : X the user to the goal location (see Figure 4, and (Cuayahuitl
index k denotes a partition in predicateThe meaning of 5 pethlefs 2011a) for a dialogue system of this type but
such random variables is as follows;, is used for speech iy ot helief monitoring). This scenario represents aste
recognition at time step I is used for speech recognition e following sources of uncertainty: What did the user say?
at time stept — 1, andV; is the belief of predicate. The Where is the user? What does the user know? This paper

belief updating procedure is as follows. First, compute an focuses its attention on the first source of uncertainty.
N-best list for each keyword in the user utterance. For each

entry in the N-best list, get the partition of the current en- The Simulated Conversational Environment

try denoted ad);. Assign the corresponding probabilities  The system and user verbal contributions are based on the
to the random variabl&] . Update the probability of entry  Dialogue Act (DA) types shown in Table 1 combined with
‘other’ according the new observations.tlf= 0 then as- the attributes{origin, destinatiof. This makes a set of 10
sign the probability distribution aR;, to P}, else assign the user DAs and 14 system DAs. We used the conditional prob-
probability distribution ofV}’ to P} so that it can maintain ability distributionp(u|a) for simulating user dialogue acts
the previous beliefs. Finally, the state with the highestypr u given the last machine dialogue aatsThe user responses

Belief Updating of the Dialogue State

The partition-based Bayesian Networks (BNs) described
above use multiple minimal BNs defined pyV)/| R}, P;),
where index; denotes a predicate in the dialogue state and

ability in the random variableg, —computed by combin- were coherent with probability 0.9 and random otherwise,

ing partitions omitting the entry ‘other’ and redistribnuuj a speech recognition error rate of 20% was simulated and
probability mass accordingly—is used in predicateof di- ambiguity of domain values of 10%.

alogue states. This implies that there is a single belief for In addition, we modelled Automatic Speech Recogni-

each predicate, even if it appears in multiple dialogueestat  tion (ASR) events fronbetacontinuous probability distri-

11
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Figure 5: Beta probability distributions for modelling sl recognition events in simulation-based dialogueesiseliearning.

butions (see Figure 5), which have been applied to statlstic

dialogue modelling by (Williams and Balakrishnan 2009; Request(origin,destinatior)- lo;
Williams 2010). Thebetadistribution is defined in the in- Request(origink— los V l12
terval (0, 1) and it is parameterized by two positive shape Request(destination)- lo2 V los
parameters referred to asand 5. The probability density Apology(origin,destination)+
function of abetadistribution is expressed as Request(origin,destinatior)- lo4
Apology(origin)+Request(destinatior} lo2 V l11
Apology(destination)+Request(origir) los V loo
o1 (1- x)ﬂ‘l A = ¢ ImpConf(origin)+Request(destinatior} lo2
flx) = - , ImpConf(destination)+Request(origig} o3
fo o1 —x)B-1dx ExpConf(origin)<— lo2 V l11
ExpConf(destination}— lo3 V log
ExpConf(origin,destination}— lo4
where the denominator represents the beta functicemd Clarify(origin) < los V 13
8 are positive real numbers (which can be estimated from Clarify(destination)k— los V 10
Clarify(origin,destinationy— los.

data), andd < x < 1. Our simulations usedn&2,5=5;

=5,4=2) for bad and good recognition, respectively. It can be observed that whilst the propositional state-

action space would usk#0? x 3% x 14 =3.8 million state-
actions, the constrained state-action space only use®82 th
L i sand (less than 1% of the propositional one). The goal state
Characterization of the Learning Agent is defined when the origin and destination locations are con-
firmed (a sample dialogue is shown in Table 2). In addi-
tion, the Bayesian networks (with semi-hand-crafted struc

Figure 6 shows the context-free grammar specifying the lan- ture and parameters based on the spatial environment) for
guage for the relational states in our learning agent. Whils modelling the beliefs of predicates in the relational state
the enumeration using a propositional representatiorerepr are shown in Figure 7. Since the posteriors can have a large
sents a total 0f00% x 33 = 270 thousand states(0? recog- number of probabilities (e.g. the conditional probabitiy
nized locations for each confidence score from 0.01 to 1.0; 3 ble for predicate ‘UserOrigin’ hag003 x 2=16 million en-
values for unfilled, filled, confirmed origin; 3 values for un-  tries), we partitioned large networks with entries based on
filled, filled, confirmed destination; and 3 values forambigu locations per navigation segment (from one junction to an-
ous user dialogue act), the relational representationmenly  other) allowing a maximum of domain valuasax < 30
quired 21 thousand combinations (7.7% of the propositional (i.e. multiple instantiations of a Bayesian net with smalle
representation). The actions constrained with the relatio conditional probability tables). Finally, the reward faion
states (i.e. logical forms in grammaj are expressed as is defined by the following rewards: 0 for reaching the goal
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L:=li1l2l3lalslel7 sl l1o l11 l12 l13 l14

l1:= UserOrigin(unfilled)A UserDestination(unfilled) AmbiguousUserDialogueAct(unknown)
l2:= UserOrigin(filled,score ) UserDestination(unfilled) AmbiguousUserDialogueAct(no)

I3:= UserOrigin(unfilled)A UserDestination(filled,score/) AmbiguousUserDialogueAct(no)

l4:= UserOrigin(filled,score ) UserDestination(filled,score/) AmbiguousUserDialogueAct(no)
l5:= UserOrigin(filled,score ) UserDestination(unfilled) AmbiguousUserDialogueAct(yes)
l6:= UserOrigin(unfilled)\ UserDestination(filled,score/) AmbiguousUserDialogueAct(yes)
l7:= UserOrigin(filled,score ) UserDestination(filled,score/) AmbiguousUserDialogueAct(yes)
ls:= UserOrigin(confirmed)\ UserDestination(unfilled) AmbiguousUserDialogueAct(no)

lo:= UserOrigin(confirmed)\ UserDestination(filled,scoreh) AmbiguousUserDialogueAct(no)
l10:= UserOrigin(confirmed) UserDestination(filled,score”) AmbiguousUserDialogueAct(yes)

l11:=
112:=

= UserOrigin(filled,score )\ UserDestination(confirmed) AmbiguousUserDialogueAct(no)
UserOrigin(unfilled)\ UserDestination(confirmed) AmbiguousUserDialogueAct(no)

l13:= UserOrigin(filled,score )\ UserDestination(confirmed) AmbiguousUserDialogueAct(yes)
l14:= UserOrigin(confirmed)\ UserDestination(confirmed) AmbiguousUserDialogueAct(no)
score :=0.01 v 0.02 Vv 0.03 V0.04 V0.05 V..V 0.97 vV 0.98 vV 0.99 Vv 1

Figure 6: Context-free grammar defining the languader collecting information in the wayfinding domain. See égahuitl
and Dethlefs 2011b) for a more complete state representaitibe wayfinding interaction (including information peggation).

{200 locations}
User
Origin(t)

User
Origin(t-1

{200 locations}

{200 Iocations

Proximit
ToExpected
Locatio

{far, near}

User
Dest(t-1)

{200 locations}

UserDA
{200 locations} {yes, no}

Figure 7: Bayesian networks for modelling the beliefs of
predicates in the relational states. The domain valuesolf ea

random variable is shown in curly brackets. Notice that the
top and bottom left networks use multiple networks (parti-
tions) to handle smaller conditional probability tables.

state and -10 otherwise. We used the Q-Learning algorithm
(Sutton and Barto 1998). The learning rate parametee-
cays from1 to 0 according too = 100/(100 + 7), where

tional state-action spaces are (1) they are easy to specify
and to read, and (2) they offer the mechanism to generate
coherent dialogues (even before learning). Surprisirigy,
relational representations have been ignored in the learn-
ing dialogue systems field. Another thing to notice is that
learnt policies with belief state variables help to improve
performance more (due to more accurate recognitions) than
without tracking beliefs from the environment. We measured
the average system turns of the last 1000 training dialogues
and found that constrained learning with belief states out-
performs its counterpart (constrained learning witholiehe
states) by an absolute 15% in terms of average system turns.
We also compared the average system turns of the first 2000
training dialogues and the last 1000 training dialogues for
the best policy (with beliefs), and found that the latterggha
outperformed the first one by 2 system turns. This indicates
that the hand-coded policy with relational representation
was improved by policy learning.

Furthermore, our approach scales up to larger domain val-
ues because (a) the size of the relational state-actior $pac
location-independent, and (b) even when the Bayesian Net-
works (BNs) are slot-dependent, the partitioned approach
makes them scalable. It remains to be investigated the scal-
ability limits of our approach with larger and more complex
BNs. Nonetheless, the partition-based BNs reduce compu-
tational demands for loading, updating and querying belief
in comparison to non-partitioned BNs. Although the results

T represents elapsed time-steps. The action selection strat above require an evaluation in a realistic environment, the

egy used-Greedy withe = .01, undiscounted rewards, and
Q-values initialized ta.

Experimental Results

Figure 8 shows the learning curves of induced behaviour
with the proposed approach. One thing to notice is that re-
inforcement learning with relational representationsgsi

a constrained state-action space is dramatically faster th
without constraints. Whilst the latter requires five ordafrs
maghnitude to learn a stable policy, the former only requires
three orders of magnitude. Two key characteristics of rela-
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proposed approach is promising for optimizing dialogue be-
haviour in unknown and uncertain environments (which re-
quire fast learning with continuous belief tracking).

Conclusions and Future Work

We have described a unified approach for representing
search spaces of reinforcement learning dialogue agents,
which aims for efficient and robust operation combined with

straightforward design. To this end we use logic-based rep-
resentations in the state-action space, and extend thém wit
belief states by using partition-based Bayesian networks.



Dialogue Acts Sample Utterance | |_Agent | Dialogue Act | Utterance |

Provide(ori) I am in front of room B3090 Sys | Request(ori,des] What is your origin and destination?
Provide(des) How do | get to Dr. Watson's office? Usr | Provide(ori,des)| I wantto go from room B3090 to
Provide(ori,des) How do | get from room B3090 to Dr. Watson'’s office?
Dr. Watson’s office? Sys | ImpConf(ori) Okay, from room B3090,
Reprovide(ori) I said in front of room B3090 +Request(des) | to where?
Reprovide(des) | meant to Dr. Watson's office? Usr | Reprovide(des) | Dr. Watson’s office?
Reprovide(ori,des) | asked how do | get from room Sys | Clarify(des) Do you mean James Watson
B3090 to Dr. Watson'’s office? or Peter Watson?
Confirm(ori) Yes, | did. Usr | Reprovide(des) | Peter Watson
Confirm(des) Yes, | said that. Sys [provides a route instruction]
Confirm(ori,des) Yes, please. Usr [executes the route instruction]
Silence() [remain in silenck Provide(ori) I am in front of the lifts
Request(ori,des) What is your origin and destination[? Sys | Apology(ori) Sorry, where are you?
Request(ori) Where are you? +Request(ori)
Request(des) Where would you like to go? Usr | Reprovide(ori) | Inthe corridor of the lifts
Apology(ori,des)+ Sorry, Sys | Clarify(des) Do you mean the [ifts next to
Request(ori,des) from where to where? the language learning center?
Apology(ori)+ _ Sorry, Usr | Confirm(or) Ehhh, yes
Request(ori) where are you? Sys [provides a route instruction]
Apology(des)+ Sorry, o Usr [executes the route instruction]
Request(des) what is your destination? Provide(ori) Okay, now | can see offices
ImpConf(ori)+ Okay, from room B3090, B3280 and B3285
Request(des) | towhere ? Sys provides a route instruction]
ImpConf(des)+ Okay, to room B3090, and so on until reaching the goal]
Request(ori) where are you?
ExpConf(ori,des) Yes
ExpConf(ori) No Table 2: Fragment of a conversation in the situated wayfind-
ExpConf(des) Yes | did ing domain. This dialogue focuses its attention on coltegti
Clarify(ori) Do you mean James Watson information as the user carries out the navigation task. We
_ or Peter Watson? assume that the user carries a hand-held device with him/her
Clarify(des) Do you mean Copy room to communicate with the system using spoken interaction.
or Post room?
Clarify(ori,des) Do you want to go to
the Copy room or Post room? Learning without constraints and without belief states

= = = Learning with constraints and whithout belief states

Table 1: Dialogue Acts for collecting information in 10 /\ = - Leaming with constraints and belief states
the situated navigation domain, where ori=origin and

des=destination. The groups correspond to user and system
dialogue acts, respectively.

10+
Our experimental results provide evidence to conclude that
our method is promising because it combines fast learning
with robust operation. By proposing relational statecti
spaces, it makes a concrete contribution to conversational
interfaces which learn their dialogue behaviour. Although
this approach scales up to large domain values, it can be 10° 7 5
extended with hierarchical control to deal with large rela- Episodes
tional states and optimization of large-scale convergatio
interfaces; e.g, hierarchical reinforcement learnindodjae
agents such as (Cuayahuitl et al. 2010; Cuayahuitl and-Det

Average System Turns

\
PN K2V 7, AP ™
R AL YA \)zat.

Figure 8: Learning curves of induced dialogue behaviour
lefs 20_11a) can be extended with Bayesian relational repre- ge]};/ee}ral%%d e%\ilsgdleos r(ligs[)),l ovtvrt]ﬁ éepzzllrfg?rﬁgtnsczt%g?;;ol ;Z?r:_n
sentations. ing). Learning with constraints and belief states (i.e kst

Related work closest to ours is the following. (Lecoeuche |earning curve) outperforms its counterpart (learninghwit
2001) used reinforcement learning with relational repmese  constraints and without belief states) by an absolute 15% in
tations, but he did not model beliefs. (Horvitz and Paek terms of average system turns due to more accurate speech
1999; Paek and Horvitz 2000; Bohus and Rudnicky 2005; recognition. The best learnt dialogue policy improved the
2006; Skantze 2007) modelled beliefs in dialogue systems, hand-coded constraints from 5 to 3 system turns, derived
but they did not optimize conversations using reinforce- from a comparison of the first and the last 1000 dialogues.
ment learning. In general, our approach lies between the
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MDP and POMDP models (Roy, Pineau, and Thrun 2000;
Williams 2006; Thomson 2009; Young et al. 2010). Since
we model beliefs of predicates (with short histories) in the
dialogue state instead of beliefs of entire dialogue states
(with long histories), our approach is expected to be less ro
bust than the POMDP model but at the same time more scal-
able. A theoretical and experimental comparison between
our and a POMDP-based approach is left as future work.
Another future direction is to use (non-)linear functionr ap
proximation for tackling very large relational state-acti
spaces, when hierarchical control would not be sufficient to
control the rapid state space growth. Finally, the proposed
approach can be assessed in larger, more complex systems.
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Abstract

The process of constructing domain-specific ontologies pre
sents challenges in the time and human effort required. Al-
though some efforts have been made to automate this process
using hierarchical relations, relatively little has beemne

on incorporating other types of semantic associations be-
tween concepts. We descriiKBUILD, a tool that follows a
methodology to create domain-specific ontologies corgini
related concepts, drawing from existing large-scale nessu
such as WordNet and Wikipedia/DBPedia. The context for
this work is to provide Modular Knowledge Bases (MKBs)
for a conversational agentlesigned to operate on a mobile
platform with a small computational footprint. The MKBs
that we generate will be utilised by the conversational agen
when processing speech fragments and for generating coher-
ent narrative structure for free-flowing conversationsotn

der to obtain semantic associations between concepts in the
ontology that we generate, we use hierarchical relatiods an
word sensesvhich are obtained from WordNet and seman-
tic associations between concepts which are obtained from
Wikipedia. As an initial evaluation, we ask human partici-
pants to rate the relevance of concepts in constructed demai
specific ontologies to the associated domain, using sample
ontologies created using our technique. We obtain promisin
results, as participants consider above 68% of the conoépts
sample ontologies to be relevant to the domain.

1. Introduction

We describe a process for constructing a set of ontologies
related to a given domain, drawing from existing large-
scale resources. The context for this work is to provide a
knowledge base (KB) for aonversational agendesigned

to operate on a mobile platform with a small computational
footprint. As such, existing large-coverage ontologied an
KBs (e.g., WordNet, Cyc) are unviable. Our conversational
agent involves a modular architecture (Adam, Cavedon, and
Padgham 2010), in which new conversational capabilities

The ontology and knowledge base are used to ground ref-
erences and associate topics with conversation snippets. |
particularsemantic relatednegBudanitsky and Hirst 2006)

as measured over the ontology is used to select topics to sup-
port coherent discourse (Barzilay and Lapata 2008). How-
ever, constructing a domain-specific ontology manually is
extremely time-consuming.

We describeMKBUILD, a tool that, given g@rimary do-
main concepselected by a module designer, extracts a set of
sub-ontologies that contain concepts relevant to such a do-
main. As we cannot use the large resources described above
on our small platformMKBUILD serves to identify the ap-
propriate portions of these resources to extract and agsoci
with a specified domain. We specifically aim to construct
ontologies, including hierarchical taxonomic relatiotigs
contrasts to recent work that extracts term-concept nétsvor
(Gregorowicz and Kramer 2006) from resources such as
Wikipedia.

The first step of our process is to identify there root
conceptsassociated with a given domain. For example, for
the domain about a trip to tt#oo, we identify concepts such
asAnimal andAmusement Park'. We then construct a sub-
ontology for each core root concept identified for a domain,
using large-scale knowledge resources, including WordNet
Finally, we explore adding non-hierarchical associatiogs
tween concepts. Such associations will play a role in topic-
switching and conversational coherence.

The paper is structured as follows: Section 2 outlines the
architecture of our conversational agent; Section 3 dessri
the ontology identification and extraction processes;i&ect
4 presents an evaluation pfecisionof the extracted “root”
concepts according to human evaluators, as well as a dis-
cussion of the results obtained; finally, Section 5 discaisse
conclusions and future work.

2. Conversation Management

can be uploaded to the conversational agent by adding a newThe setting for this work is an interactive Toy, a specific in-

module which supports conversations about a specific “do-
main”, such as a visit to the zoo or a day at the beach.

A central component of a conversational module is the on-
tology and KB of information about the module’s domain.

Copyright© 2011, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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carnation of a conversational agent. The Toy interacts with
users via spoken language using automated speech recog-
nition (ASR) and speech synthesis (text-to-speech, TTS).

*Note, “concepts” for us will basically equate to WordNet
synsets and Wikipedia article titles, but will generally fmeemed
and referred to by common terms.

Proceedings of the 7th IJCAI Workshop on Knowledge and Reasoning in Practical Dialogue Systems, pages 16-23,
Barcelona, July 2011



Simple robust techniques such as keyword-spotting and
lightweight semantic parsing are used to determine enough
user input to (hopefully!) select an appropriate conversa-
tional path to follow.

ASR outputis sent to thBialogue Manager (DM)which

constructs an appropriate response to send to the TTS. There

are two interesting aspects of the DM architecture for the
purposes of this paper: (1) it ismodular, in that its ca-
pabilities can be extended to new domains and tasks; and
(2) it includes aConversation Manager (CM)hat com-
bines activity-oriented conversations (e.g., telling argt
discussing a trip to the zoo) and less structured chat. n par
ticular, the CM must handle diversions from an activity and
decide whether it is appropriate to steer the user back to the
original conversation flow.

Central to the CM is the notion d&ctivity and Conver-
sation AgendaAn Activity is a conversational task, such
as “telling a (particular) story” or “talking about your day
at school”. A module provides the Toy with fragments that
allow it to run one or more Activities. The Conversation
Agenda contains the current set of selected Activities and
their status: e.g., an Activity may be suspended by a change
in topic and resumed later.

The content of conversations is defined®ynversational
Fragmentswhich are short authored snippets of conversa-
tion (Adam, Cavedon, and Padgham 2010). Fragments are
created by the designer of a topic module; each fragment is
associated with one node inTapic Networkthat is gener-
ated from the domain ontology. Each fragment consists of:

e A headcontaining unique id, topic, type arabplicability
condition

¢ A bodycontaining output utterance and a listeofpected
inputscoupled with associated processing (e.g., set inter-
nal variables).

Each expected input may use a very generic template
designed simply to check for certain keywords to allow
maximum coverage. For example, quizactivity frag-
ment fype=activity, subtype = quix on thelions topic of
the zoo module, with the output sentenc¢®hat do li-
ons eat?’; will expect a number of appropriate answers
(“meat”, “zebras”,...) and a number of wrong answers
(“grass” “lollies” ,...) with different processing and/or re-
sponses associated with each. A story fragment has an out-
put utterance representing one line of the story, with the
applicability conditionensuring that lines of the story are
told in order; expected inputs could be questions that may
be asked about that line of the story.

Our framework is designed to support both open-ended
conversation and activity-oriented dialogue; it is alse de
signed for system-led (as opposed to user-led) dialogues,
while still allowing the user to interrupt (e.g., ask a qicast
or divert topic. The purpose of the Topic Transition Network
is used to generate a coherent dialogue structure. Thimis si
ilar to the use of ontology-based measures of semantic sim-
ilarity in measuring discourse coherence (e.g., (Lapath an
Barzilay 2005)), but used “generatively” in deciding which
conversational fragments to be selected for the next portio
of conversation.
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Figure 1: Schema of a MKB.

As mentioned above, the Topic Transition Network is
constructed according to the domain ontology featureddn th
module. However, representing a domain seldom involves
a single hierarchical ontolodyIn the next section, we de-
scribe how such a resource, which we call a Modular Knowl-
edge Base (MKB), is constructed using a (semi-)automated
process.

3. Building Domain-Specific MKBs

In this section we describe the methodology and details of
the steps in building a domain-specific ontology, or MKB.

An MKB is built around a main concept representative of
the domain, and features a set of sub-ontologies linked by
associations amongst its nodes (concepts), Eap,when
building an MKB for the zoo domain. Linked to this main
concept, several other concepts form a top layer that fea-
tures the most general concepts associated with the domain;
e.g.,Animal andPark for theZoo domain. For each concept
at the top layer, we obtain a set of concepts hierarchically r
lated to it, for exampldylammal andReptile for the concept
Animal. Some parts of the domain require hierarchical rela-
tions; for example, when building a MKB abouZao, it is
relevant to capture the hierarchy below the conéeptal.

In addition to hierarchical relations, the MKBs we develop
also feature other concept associations; these may be used
for topic transitions by the conversational agent. Thedarg
architecture for a M