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Abstract—We propose a scalable multicast architecture for po-
tentially large overlay networks. Our techniques address subop-
timality of the adaptive hybrid error correction (AHEC) sch eme
in the multicast scenarios. A hierarchical multi-stage multicast
tree topology is constructed in order to improve performance
of AHEC and guarantee QoS for the multicast clients. The
multicast tree is divided into subtrees, calledregions. Every
region is assigned acontrol node, which serves the individual
redundancy and retransmission requirements of the receivers
within the region. Region sizes are bounded by themaximum cost
per region, which defines the ability of the control nodes to serve
the receivers of the assigned regions. We show that the multi-
stage multicast architecture significantly reduces the amount of
redundancy information introduced into the network and bri ngs
it closer to the Shannon bound.
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I. I NTRODUCTION

Efficient and reliable transport of multimedia content is a
critical issue of today’s IP network design. The amount of this
traffic type highly increased in the last years and it continues
to grow [1]. But not only typical multimedia traffic originated
by web platforms like Youtube is dominating the IP based
world. A quickly growing interest to the real-time streaming
and interactive applications (e.g. IPTV, online gaming, remote
surgery) leads to the higher stressed networks. The major
differences between real-time and non real-time (elastic) traffic
are the intrinsic speed behavior and strict error-rate limit of
the real-time traffic. Elastic traffic can tolerate fluctuations
during transmission up to a certain degree, whereas real-
time flow traffic cannot. New transmission approaches have
to be investigated to prevent theFuture Media Internetfrom
being impaired by non-essential traffic. Owing to error-prone
network segments the use of new error-correction schemes are
also required, e.g.hybrid error correctionframeworks.

The primary focus of this work is design and evaluation
of a scalable multicast overlay architecture for a wide range

of multimedia Internet applications. We propose an effective
treelike hierarchical structure, which is adapted to the un-
derlying network topology and provides a highly efficient
multimedia transmission when used by the error-correction
scheme, called AHEC (Adaptive Hybrid Error Correction).
AHEC [5] operates according to the Predictable Reliability
under Predictable Delay (PRPD) paradigm: based on a statis-
tical channel model it adds the optimal amount of redundant
information to meet the desired residual packet loss rate (PLR)
within limited time constraint. The flexible combination of
limited packet retransmission issued by negative feedback
and adaptive, packet-oriented Forward Error Correction (FEC)
spans a large parameter space with few feasible configurations:
the number of retransmission rounds and the FEC block length
share the overall time budget.

Scalability of the multicast dissemination trees controlled by
the hybrid error correction has never been addressed before,
to the best of our knowledge. We developed an algorithm for
optimal placement of the control nodes within the multicast
tree, which serve individual redundancy and retransmission re-
quirements of the receivers within the subtrees called regions.
Such an architecture enables a hierarchical error correction
that efficiently isolates error-prone regions within the network
and thus protects nearly error-free regions from being flooded
by redundancy introduced by high error-rate sections. This
approach naturally reduces the network load in real-time
multicast scenarios with heterogeneous network structures. We
discovered that the needed amount of redundancy information
for traffic protection introduced by the AHEC scheme was
significantly reduced. To evaluate the performance of the
proposed architecture we defineproximity metric and show
that the amount of required redundancy information is now
closer to the theoretical Shannon limit.

The reminder of this paper is structured as follows. Sec-
tion II reviews the related work. Section III introduces the
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general multi-stage multicast architecture. Section IV reviews
notations and formulas for redundancy information and pro-
vides an efficiency metric to benchmark the proposed architec-
ture. Section V presents the experimental results. SectionVI
outlines the future work and concludes the paper.

II. RELATED WORK

The idea of optimizing performance of an error correction
scheme by using a hierarchical tree structure was first intro-
duced by Radha and Wu in [10] and [15]. They developed
a recursively optimal scheme for the placement of a given
number of network-embedded FEC codecs within a randomly
generated multicast network with known link loss rates.

Shan et al. proposed in [11] an overlay multi-hop FEC
(OM-FEC) scheme that provides FEC encoding and decoding
capabilities at the intermediate nodes in the overlay path.
Based on the network conditions, the end-to-end overlay path
is dynamically partitioned into segments and appropriate FEC
codes are applied over those segments.

Kopparty et al. [7] and Paul et al. [9] introduced the idea of
optimizing the lengths of retransmission rounds in the design
of transport multicast protocols (SplitTCP and RMTP), by
allowing buffering at some intermediate nodes.

Karl et al. [4] state that there exists a saturation point for
the number of intelligent intermediate nodes on a network
path and propose a distributed solution approach based on
the Multiple-Choice Knapsack Problem (MCKP) in [5]. A
decentralized mechanism to effectively split a network path
according to its physical properties was described in [6].
Gorius et al. [3] developed a domain separation approach
for hybrid error correction schemes applied to the real-time
multimedia streams.

Tan et al. [12] optimized the performance of AHEC scheme
for DVB services over wireless home networks. The authors
analysed the needed redundancy information for the HEC-
PR and HEC-RS cases of the general AHEC frameworks and
showed how to minimize RI value in multicasting scenarios
with small group sizes (about 7 receivers). Later in [13] they
noticed that needed RI of the general AHEC architecture
grows quickly in the multicast scenarios with the increase of
the group size if the size of the group is small (less than 20
receivers), but if the size of the group is large enough, the total
needed redundancy will increase very slightly with the increase
of the group size. They concluded that AHEC scheme can be
suitable for the multicast scenarios with large groups. Previous
work considered only limited multicast topologies with small
groups of multicast receivers connected directly to the source.
We extend the multicast scenario to the more realistic Internet
tree structure and study how to optimize AHEC for a wider
range of multimedia multicast applications and bigger groups.

III. T HE SCALABLE MULTICAST MULTISTAGE

ARCHITECTURE

In this paper we design ascalable multicast multistage
architecturetargeting to optimize performance of the adaptive
hybrid error correction (AHEC) scheme in order to serve
predictable reliability for the needs of multimedia Internet
applications. The architecture has to adhere to the two strict
constraints defined by the application: maximum allowed
retransmission delay and target error rate at the receivers.

Consider a general networkG. One nodeS of the network is
thesender. A setR of nodes are thereceivernodes. Each link
in G is characterized by its round trip time (RTT) and packet
loss rate (PLR). We integrate the parameters of the link into
a single number that we call the link’scost, which roughly
defines the redundancy level required to serve the link. (We
will explain how the cost is calculated in further sections.)
Based on the costs, we construct the treeT = (V, E) of
shortest paths from the main senderS to all receivers inR.

A. Control Nodes and Regions

We divide the multicast treeT into subtrees, calledregions.
The root of the region is called thecontrol node of the
region. It serves the individual redundancy and retransmission
requirements of the receivers within the region.

Regionsizesj is the longest distance in terms of costs from
the control node to any receiver within this region. It should
not exceed themaximum cost per region: sj < cmax, which
defines the ability of control nodes to serve the receivers ofthe
assigned regions. The distance from the sourceS to the control
nodeCj , is obviously always shorter than the distance from
Cj to any receiverRi which belongs to the region, controlled
by Cj : |SRi| > |CjRi|.

B. Control Node Functionality

Control node receives data from the source, stores the cur-
rent in-flight data in a buffer, decodes the content and forwards
data directly to the end receivers. Control node also retransmits
missing data segments upon request of individual receivers
within its region. Furthermore, it is possible to isolatebad
receivers and limit their influence on the nodes outside of their
regions. One control node can control either a large number of
receivers connected to the node through good quality (i.e. low
cost) links, or fewer receivers connected through links with
worse quality (i.e. higher cost), or a combination of different
types of receivers.

The overhead of the insertion of control nodes is in fact
negligible. The router assigned to be a control node stores
only a small amount of data packets in flight to be able to
serve retransmission requests from the receivers. Obviously
modern routers possess sufficient amount of memory to store
a several seconds the data from the multicast data stream. The
decoding times are also small in comparison to the end-to-end
paths RTT values.
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C. Control Nodes Assignment Algorithm

The algorithm finds optimal placements for control nodes
needed to serve all the receivers minimizing the total number
of control nodes.

Let’s define a receiverRi to be servedif it has a control
nodeCj within the distancecmax from it. The control node
is calledcritical if it lies at the maximum distance fromRi.

The algorithm is scanning through the tree from the leaves
up to the root starting from the most remote receiver. It is
consequently checking whether the condition|Rni| ≤ cmax

is satisfied for the current nodeni. If for the following node
|Rni+i| > cmax (or if we reached the tree root), thenni is
the critical node for the receiverR and ni is assigned to be
a control nodeCj . The whole subtree with the root inCj is
assigned to be thej − th region and is removed from further
consideration. The most remote receiver is to be found in the
rest of the tree and the scanning repeats. The procedure stops
when each receiver of the original multicast tree is served.A
pseudo code of this algorithm is provided in Algorithm 1.

Algorithm 1 Control nodes assignment algorithm
1: for all receivers in the treedo
2: find distances from the root to all the receivers
3: find Rj - the most remote receiver
4: ni - current node
5: while ni 6= root do
6: go up the tree
7: find the critical node forRj and assign it to be a

control nodeCj .
8: remove subtree with the root inCj from the tree
9: end while

10: j = j + 1
11: end for

Next we prove the optimality of the proposed algorithm. Let
l be the most remote receiver. Letc be the first control node
found by the algorithm. In any feasible solution, the subtree
with the root inc must contain a control nodec′. Otherwisel
is not served. We claim that without loss of generality,c′ can
be shifted toc. Indeed, suppose that shiftingc′ to c makes
some leafl′ unserved. This means that|l′c| > cmax. But we
know that |lc| ≤ cmax, and for the main sources we have
|l′s| = |l′c| + |cs| > |lc| + |cs| = |ls|, which contradicts to
the assumption thatl is the furthest receiver. We conclude
that since on each iteration the algorithm starts from the most
remote receiverl, the distance to any other node in the subtree
with root in c will be less than|cl|.

The algorithm is fast with the running timeO(n log m),
wherem log m is required to sortm receivers. Note that in the
Internet-like topologies for which the algorithm is designed,
the number of receivers is regularly less than half of the total
number or tree nodes.

IV. REDUNDANCY OPTIMIZATION

Inspired by the previous work [12] we continue working
on optimizing the amount of redundancy information required
by AHEC to better serve the needs of particular multimedia
applications. The total needed redundancy for each receiver
depends on the number of retransmission rounds, which in turn
has a direct connection to the end-to-end RTT and PLR values.
In the multicast scenario the amount of redundancy is dictated
by the worst receiver in the group. By introducing control
nodes between the source and end receivers we shorten the
RTT needed for retransmissions and isolate the links with high
loss probability so that they only influence the performanceof
the corresponding region, but not the whole multicast tree.

A. Redundancy Information

Further we review the definition and formulas we use to
calculateRIHEC according to the framework provided in [12].

Definition 1. Redundancy information (RI) is the controlled
redundancy added by the channel encoder and required to
protect the receiver from any errors during data transmission.

In the general AHEC framework [14] the redundancy in-
formation consists of two parts. One part, denoted byr, is
delivered with the main data block during the first transmission
and it is produced by the FEC component of AHEC. The
overall transmitted block length is calculated asn = k + r for
the data size ofk and the redundancy amount ofr. The second
part of the total redundancy is the data, which restores lost
packets after retransmissions. The number of retransmissions
available is limited by the delay budget, which is left afterthe
first transmission.

In this current work we focus on optimizing the second
part of redundancy information produced by retransmissions,
since optimization of FEC with hierarchical tree structures was
already addressed in the related work ([10], [15], [11]).

In what follows we calculateRIHEC , the redundancy
information amount required by the HEC-PR scheme, which
is a degenerate case of the general AHEC architecture [14]. In
HEC-PR the number of source data packets in one encoding
block k = 1, and the architecture acts as a pure ARQ-based
scheme. The redundant packets during all retransmissions are
always the copies of the source data packets.

We use the following notation:
Ptarget - target packet loss rate requirement;
Dtarget - target delay requirement;
RTTi - round trip time of the link;
Pi - packet loss rate of the link;
RTTe2e - round trip time of the end to end path between the
source and receiver;
Pe2e - original end-to-end PLR;
Ts - average interval between two continuous data packets;
NT - the maximum possible number of transmissions for
each data packet;
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Nrr - the maximum possible number of retransmission rounds
for each data packet;
Ñrr = min(Nrr, NT ) - maximum allowable number of
retransmissions (practical);
N q - the number of transmissions of each missing data packet
during q-th retransmission round;
RIHEC - the total redundancy information.

Formulas for theRIHEC calculation:
RTTe2e =

∑N

i=1 RTTi; Pe2e = 1 −
∏N

i=1(1 − Pi)

NT = ⌈
log(Ptarget)
log(Pe2e) ⌉; Nrr = ⌊

Dtarget−
RTTe2e

2
−(NT −1)∗Ts

RTTe2e+Ts
⌋

RIHEC =
Ñrr∑

q=1

N qPHEC(q − 1), whereP
q−1
HEC = P

q−1∑

q=0

Nq

e2e

We are minimizing the total needed redundancy information
by optimizing the number of retransmission rounds needed to
providePtarget without Dtarget violation:
RI

opt
HEC = arg minRIHEC , s.t. 1 ≤ Nrr ≤ Ñrr

B. Shannon limit

Shannon’s coding theorem [8] defines the theoretical max-
imum information transfer rate of the binary erasure channel
with the error probabilityP to be equal to1 − P . Therefore,
for reliable data transmission the amount of redundancy infor-
mation should be at leastRIlim = P

1−P
.

Obviously, in practice we need slightly more than this
theoretical value. Our goal is to minimize the redundancy
information amount used in the error correction scheme.

C. Proximity

Optimization brings redundancy information amount closer
to the theoretical lower bound. In order to compare perfor-
mance of the AHEC scheme for different network settings we
introduce the following metric:

Definition 2. Proximityǫ is the difference between the amount
of redundancy information introduced into the network by the
AHEC scheme for the current system setup and the desired
optimal value of the redundancy required for that system
according to Shannon bound:ǫ = RIHEC − RIlim.

Proximity takes non-negative values only and shows how
close AHEC scheme approximates the optimum.

D. Multi-hop redundancy

In a traditional end-to-end scenario the path redundancy
is sent across several physical or virtual path segments. The
average end-to-end path redundancy isRI

avg
e2e = RIHEC .

If we consider a multi-hop scenario, we have to calculate
the redundancyRIHEC,i for each segmenti along the path.
Assuming a path withN segments, the average multi-hop path

redundancy isRI
avg
mh =

∑
N

i=1
RIHEC,i

N
. Note, thatRI

avg
lim is

calculated analogously toRI
avg
mh . In the following we use the

average redundancy values for proximity calculation.

Fig. 1. RI sensitivity to the changes in RTT.

E. Cost Metric

Cost metric is a crucial factor for the optimization process
since it directly relates the network characteristics to the
mathematical calculations. We experimented with several cost
metrics to test the effectiveness of our multi-stage multicast
scheme: 1) costs equal toRTT values, 2) costs equal to
PLR values or 3) costs equal toRTT · PLR, and studied
the sensitivity of the amount of redundancy to each of them.
Each metric demonstrated the influence on the results of
optimization procedure. And the most noticeable dependency
was observed between the first metric (costs equalRTT

values) and the amount of redundancy in the HEC-PR scheme.
Figure 1 illustrates how the amount of the HEC-PR redun-

dancy reacts to the changes in RTT value for a fixed PLR
range. The initial network parameters were set as described
in [12]. If we take a point with the fixedPLR = 0.1 and the
corresponding optimal redundancyRIlim = PLR

1−PLR
= 0.1(1),

then settingRTT = 20ms bringsRIHEC quite close to the
RIlim, with the proximity ǫ ≤ 0.0001. Further reduction of
RTT will not significantly improve theRIHEC value, but
increase the complexity of network management.

We discovered that for each bounded range of PLR in the
network we can find an appropriate threshold RTT value, such
that the corresponding HEC scheme results in the redundancy
close to the optimal with a certain fixed proximity. This
showed us the way how to choose the rightcmax value
corresponding to the desired proximityǫtarget.

F. Problem Statement

The redundancy optimization problem can be described as
follows.

Given a fixed network topology with known PLR and RTT
values of all links and a given multicast scenario (ex. HDTV)
with known data rate, target delayDtarget and residual error
rate Ptarget, find the minimum value ofcmax in order to bring
the redundancy value to withinǫtarget to the Shannon limit.
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We are not aiming to reach the optimal Shannon bound
for each case, but to find the appropriate limiting cost values,
which guarantee the redundancy is close to the optimum with
the given proximityǫtarget.

Next we assign the control nodes according to the proposed
cmax. The number of control nodes is a crucial factor. Each
control node splits the transmission path into segments. Each
segment must be assigned a smaller portion of the overall
end-to-endDtarget budget which obviously leads to higher
redundancy on these segments. In [4] the authors showed
that there is a saturation point for the number of segments
up to which the overall redundancy performance increases.
Beyond this saturation point the error correction performance
is decreasing. Therefore, too many control nodes downgrade
the redundancy optimization.

V. EMPIRICAL EVALUATION

In order to benchmark the efficiency of the proposed
redundancy optimization scheme we conducted a series of
simulations with different tree topologies and initial parameter
sets. The redundancy optimization procedure goes in several it-
erations. Initially we specify the application-driven parameters,
such asDtarget, Ptarget, the desired proximity to Shannon
bound ǫtarget and the ranges forRTT and PLR values of
the tree links. An example of system parameters used in our
simulations can be found in Table I. The chosen low values
for Ptarget and Dtarget are required for such a demanding
applications as DVB services or gaming.

Multicast trees were generated with random link parameters
within the specified ranges, but the tree topologies were
designed in the way that they adhere to the power-low dis-
tributions typical for the multicast trees extracted from the
real Internet topologies as described in [2].

A. The Procedure

Step 1. For the given tree we identify the worst receiver
with respect to thecost = RTT metric, calculate the required
amount of redundancyRIHEC and the resulting proximityǫ.
If the proximity is greater than the desiredǫtarget we start
optimizing the amount of redundancy by introducing the
control nodes into the tree. For the fixedPLRe2e of the
worst receiver and variableRTT values we find the threshold,
after which proximity starts to grow away from zero, which
gives us thecmax value. Next we apply the control node
assignment algorithm described in Section III-C with respect
to the optimumcmax value. The resulting control nodes break
the end-to-end paths to the receivers into several segments. We
recalculate the multi-hop redundancyRIHEC for the worst
path as an average among the segments together with the
corresponding proximity. If the new proximityǫ′ is closer
to the desiredǫtarget than the initial one, we proceed to the
next iteration. Otherwise the procedure stops, we concludethat
for the given setup it is not possible to achieve the desired
ǫtarget and report the best proximity we have achieved, the

corresponding number of control nodes and recommend their
optimal placement.

Step 2. For the second step of optimization procedure we
reconstruct the tree in the following way: the control nodes
of the regions obtained on the previous iteration are now
replacing the whole region and the other nodes assigned to the
region (if they are not control nodes for the other regions) are
relaxed from further consideration. We also adjust theDtarget

value by subtracting the maximum cost among the regions.
This operation reflects the fact that some part ofDtarget was
consumed inside the lower regions, which in the worst case
corresponds to the cost of the worst region. Next, we repeat
all the steps as described for theStep 1.

After each iteration the tree recursively shrinks and con-
verges to the root. The optimization procedure stops when
either the desired proximityǫtarget is achieved or if after a
certain iteration the proximity is not improving, which means
it is not possible to optimize the redundancy further.

B. Numerical Example

In the following numerical example with a 10-node tree
we demonstrate how the proposed optimization works step by
step. Initial system parameters are specified in Table I. Figure 2
illustrates the three iterations of the redundancy optimization
procedure, after which the desired proximityǫtarget was
successfully reached. The results of the optimization procedure
after each iteration are presented in Table II.

First we calculate the starting values forRIlim andRIHEC

for the worst receiver in the tree, which is node7 in this
case. The corresponding proximity value isǫ = 0.0339 and
is obviously greater than the desiredǫtarget = 10−5. Next
the optimalcmax value is calculated for further redundancy
optimization. At the first iteration the control node assignment
algorithm identifies two control nodes:1 and5. The costs of
the corresponding regions are calculated and the maximum of
these values is subtracted from the totalDtarget for further
optimization. Both control nodes lie on the end-to-end worst
path (Figure 2 -a) and separate the path into three segments.
The multi-hop redundancy values are calculated and, as can be
seen in the first column of Table II, the resulting proximity at
the end of the first iteration was reduced toǫ′ = 0.0056. It is
still greater than the target proximityǫtarget = 10−5, and we
proceed to the second iteration. The tree is reconstructed and
the redundancy is further optimized in the same manner with
the newDtarget. After the third iteration the corresponding
proximity finally reached the desiredǫtarget.

TABLE I
SIMULATION PARAMETERS

Ptarget Dtarget ǫtarget RTTlink PLRlink

10
−6

200ms 10
−5

10 . . . 50 ms 10
−3 . . . 10−2
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Fig. 2. Example of redundancy optimization procedure for a 10-node tree.

TABLE II
EXPERIMENTAL RESULTS

Parameter Iteration 1 Iteration 2 Iteration 3

Worst receiver 7 5 1
RIlim 0.0173 0.0108 0.0068
RIHEC 0.0513 0.0323 0.0068
ǫ 0.0339 0.0214 0
Dtarget 200ms 153ms 118ms
cmax 53 40 -
Control nodes 1, 5 1 -
Max region cost 47 35 -
ǫ′ 0.0056 0.0053 10

−6

C. Experiments

Further we conducted a series of experiments with different
tree sizes. For each tree size the experiment was repeated
one hundred times. We applied the redundancy optimization
procedure and measured the resulting proximity for each case.
Figure 3 illustrates average relative improvement of proximity
for each of the tree sizes. As you can see in each case the
proximity was significantly improved, which means that the
total amount of required redundancy information was reduced,
and in fact in some cases it achieved the theoretical Shannon
bound. As we mentioned before the overhead of such a scheme
is negligible, adding control nodes into the system implies
minimal changes in the router functionalities and the total
number of control nodes in the tree is not very large. Table III
shows the number of control nodes required for each of tree
sizes considered in the experiments.

Note that the size of the multicast tree is limited by the

Fig. 3. The improvement observed in the proximity (estimated in percent
from the value before optimization).

TABLE III
TOTAL NUMBER OF CONTROL NODES

Tree size min max average

10 1 3 1.6
20 1 6 4.1
50 2 17 9.4
80 6 21 14.0
100 7 22 15.9

chosen parameter set. Since AHEC framework guarantees
Dtarget and Ptarget for the application, they limit the total
end-to-end delay for the worst receiver, which in our case
corresponds to the depth of multicast tree. Depth of the
multicast tree is a critical parameter, while the width of the
tree in terms of the number of branches, could be chosen
arbitrarily large in general. In our special case depth of a
100-node multicast tree, which was constructed according to
the power-law degree distributions typical for the Internet-like
topologies, can achieve 15 hops in some cases, and with the
maximumRTTlink = 50ms it can easily exceed the available
Dtarget = 200ms. This makes trees with bigger depths
initially infeasible. The limitation applies only to the chosen
application parameter set. The whole multi-stage multicast
architecture could easily be applied to the wider range of
application scenarios, and we believe has a potential to provide
the desired QoS for much bigger multicast client groups.

VI. CONCLUSIONS ANDFUTURE WORK

A multi-stage multicast architecture was proposed to pro-
vide scalability of the multicast transmission for a wide range
of multimedia Internet applications. This approach reduces
the total network load in the real-time multicast scenarios
with heterogeneous receivers by optimizing the amount of
redundancy information required for efficient traffic protection
with AHEC, keeping it close to the theoretical Shannon limit.

To further improve this work the authors will investigate
a more sophisticated cost calculation that also incorporates
the round-trip time (RTT), packet loss rate (PLR) and the
correlation factor introduced by the statistical channel model
presented in [14].
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