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Abstract—We propose a scalable multicast architecture for po- of multimedia Internet applications. We propose an eféecti
tentially large overlay networks. Our techniques address sbop-  treelike hierarchical structure, which is adapted to the un
timality of the adaptive hybrid error correction (AHEC) sch eme  yaying network topology and provides a highly efficient
in the multicast scenarios. A hierarchical multi-stage mulicast : . S .
tree topology is constructed in order to improve performane multimedia transmission Wheq used by the error-corrgctlon
of AHEC and guarantee QoS for the multicast clients. The Scheme, called AHEC (Adaptive Hybrid Error Correction).
multicast tree is divided into subtrees, calledregions. Every AHEC [5] operates according to the Predictable Reliability
region is assigned acontrol node, which serves the individual ynder Predictable Delay (PRPD) paradigm: based on a statis-
redundancy and retransmission requirements of the receivi® 5| channel model it adds the optimal amount of redundant
within the region. Region sizes are bounded by thenaximum cost . . . .
per region, which defines the ability of the control nodes to serve |n_f0r_ma_t|0_n to meet the des[red residual packet IOS_S rd;élIP
the receivers of the assigned regions. We show that the muiti Within limited time constraint. The flexible combination of
stage multicast architecture significantly reduces the amant of limited packet retransmission issued by negative feedback
redundancy information introduced into the network and brings gnd adaptive, packet-oriented Forward Error CorrectidQ)F
it closer to the Shannon bound. _ spans a large parameter space with few feasible configngatio

Keywords: Internet, multimedia, multicast, HEC, Q0S  he number of retransmission rounds and the FEC block length
share the overall time budget.

Scalability of the multicast dissemination trees conaoby

Efficient and reliable transport of multimedia content is ¢he hybrid error correction has never been addressed hefore
critical issue of today’s IP network design. The amount g thto the best of our knowledge. We developed an algorithm for
traffic type highly increased in the last years and it corgguoptimal placement of the control nodes within the multicast
to grow [1]. But not only typical multimedia traffic origined tree, which serve individual redundancy and retransnmisse
by web platforms like Youtube is dominating the IP baseguirements of the receivers within the subtrees callecoremi
world. A quickly growing interest to the real-time streamin Such an architecture enables a hierarchical error coorecti
and interactive applications (e.g. IPTV, online gamingnote that efficiently isolates error-prone regions within théwark
surgery) leads to the higher stressed networks. The magord thus protects nearly error-free regions from being fdod
differences between real-time and non real-tiglagtiq traffic by redundancy introduced by high error-rate sections. This
are the intrinsic speed behavior and strict error-ratetlofi approach naturally reduces the network load in real-time
the real-time traffic. Elastic traffic can tolerate fluctoas multicast scenarios with heterogeneous network strustiie
during transmission up to a certain degree, whereas rediscovered that the needed amount of redundancy informatio
time flow traffic cannot. New transmission approaches hafer traffic protection introduced by the AHEC scheme was
to be investigated to prevent tiuture Media Internefrom significantly reduced. To evaluate the performance of the
being impaired by non-essential traffic. Owing to errorfro proposed architecture we defipeoximity metric and show
network segments the use of new error-correction schereesthiat the amount of required redundancy information is now
also required, e.chybrid error correctionframeworks. closer to the theoretical Shannon limit.

The primary focus of this work is design and evaluation The reminder of this paper is structured as follows. Sec-
of a scalable multicast overlay architecture for a wide engion Il reviews the related work. Section Ill introduces the

|. INTRODUCTION



general multi-stage multicast architecture. Section NMeaws [1l. THE SCALABLE MULTICAST MULTISTAGE
notations and formulas for redundancy information and pro- ARCHITECTURE

vides an e_ff|C|ency metric to benchmark the proposed archite In this paper we design acalable multicast multistage
ture. Section V presents the experimental results. Se&tlon

: architecturetargeting to optimize performance of the adaptive
outlines the future work and concludes the paper.

hybrid error correction (AHEC) scheme in order to serve
predictable reliability for the needs of multimedia Intetn
applications. The architecture has to adhere to the twotstri
Il. RELATED WORK constraints defined by the application: maximum allowed
retransmission delay and target error rate at the receivers

The idea of optimizing performance of an error correction “ONSider a general netwogk One nodes of the network is

scheme by using a hierarchical tree structure was first-intf9€ Sender A set2 of nodes are theeceivernodes. Each link

duced by Radha and Wu in [10] and [15]. They developéﬂ G is characterized _by its round trip time (RTT) and _pacl_<et
a recursively optimal scheme for the placement of a givé?lss rate (PLR). We integrate the parameters of the link into

number of network-embedded FEC codecs within a randonflySingle number that we call the link&ost which roughly
generated multicast network with known link loss rates. defines the redundancy level required to serve the link. (We

. . ill explain how the cost is calculated in further sectigns.
Shan et al. proposed in _[11] an overlay. multi-hop FE_ ased on the costs, we construct the tde— (V,E) of
(OM'F.E.C) scheme t_hat prow_des FEC en_codmg and decodi ortest paths from the main sendgto all receivers inR.
capabilities at the intermediate nodes in the overlay path.
Based on the network conditions, the end-to-end overlay pa, Control Nodes and Regions

is dynamically partitioned into segments and appropridi€ = We divide the multicast tre@ into subtrees, calletegions

codes are applied over those segment-s. . The root of the region is called theontrol node of the
Kopparty et al. [7] and Paul et al. [9] introduced the idea Qggion. It serves the individual redundancy and retransiois
optimizing the lengths of retransmission rounds in the gtesi requirements of the receivers within the region.
of transport multicast protocols (SplitTCP and RMTP), by Regionsizes; is the longest distance in terms of costs from
allowing buffering at some intermediate nodes. the control node to any receiver within this region. It shibul
Karl et al. [4] state that there exists a saturation point f@iot exceed thenaximum cost per regions; < cmaz, Which
the number of intelligent intermediate nodes on a netwotlefines the ability of control nodes to serve the receiveth®f
path and propose a distributed solution approach based a¥signed regions. The distance from the sostt@the control
the Multiple-Choice Knapsack Problem (MCKP) in [5]. Anode(;, is obviously always shorter than the distance from
decentralized mechanism to effectively split a networkhpat®; to any receiver?; which belongs to the region, controlled
according to its physical properties was described in [B)y C;: |SR;| > |C;R;|.
Gorius et al. [3] developed a domain separation approach
for hybrid error correction schemes applied to the reaktinB. Control Node Functionality
multimedia streams. Control node receives data from the source, stores the cur-
Tan et al. [12] optimized the performance of AHEC schenment in-flight data in a buffer, decodes the content and fodwa
for DVB services over wireless home networks. The authodsta directly to the end receivers. Control node also retrets
analysed the needed redundancy information for the HE@issing data segments upon request of individual receivers
PR and HEC-RS cases of the general AHEC frameworks awehin its region. Furthermore, it is possible to isoldiad
showed how to minimize RI value in multicasting scenaria®ceivers and limit their influence on the nodes outside @if th
with small group sizes (about 7 receivers). Later in [13]ytheregions. One control node can control either a large number o
noticed that needed RI of the general AHEC architectureceivers connected to the node through good quality ¢ve. |
grows quickly in the multicast scenarios with the increake cost) links, or fewer receivers connected through linkshwit
the group size if the size of the group is small (less than 2@rse quality (i.e. higher cost), or a combination of diffier
receivers), but if the size of the group is large enough, ke t types of receivers.
needed redundancy will increase very slightly with theéase  The overhead of the insertion of control nodes is in fact
of the group size. They concluded that AHEC scheme can begligible. The router assigned to be a control node stores
suitable for the multicast scenarios with large groupsviBtes only a small amount of data packets in flight to be able to
work considered only limited multicast topologies with dmaserve retransmission requests from the receivers. OHyious
groups of multicast receivers connected directly to the@mu modern routers possess sufficient amount of memory to store
We extend the multicast scenario to the more realistic ihatier a several seconds the data from the multicast data streaen. Th
tree structure and study how to optimize AHEC for a widattecoding times are also small in comparison to the end-tb-en
range of multimedia multicast applications and bigger gsou paths RTT values.



C. Control Nodes Assignment Algorithm IV. REDUNDANCY OPTIMIZATION

The algorithm finds optimal placements for control nodes Inspired by the previous work [12] we continue working
needed to serve all the receivers minimizing the total numi@h optimizing the amount of redundancy information recuire
of control nodes. by AHEC to better serve the needs of particular multimedia

Let's define a receiveR; to be servedif it has a control applications. The total needed redundancy for each receive
node C; within the distance:,,,., from it. The control node depends on the number of retransmission rounds, whichrin tur
is calledcritical if it lies at the maximum distance fror;. ~has adirect connection to the end-to-end RTT and PLR values.
M the multicast scenario the amount of redundancy is didtat
Ry the worst receiver in the group. By introducing control
nodes between the source and end receivers we shorten the
RTT needed for retransmissions and isolate the links wigh hi
loss probability so that they only influence the performamice
the corresponding region, but not the whole multicast tree.

The algorithm is scanning through the tree from the leav
up to the root starting from the most remote receiver. It
consequently checking whether the conditidtn;| < ¢
is satisfied for the current node. If for the following node
|Rniti| > cmax (Or if we reached the tree root), then is
the critical node for the receiveR andn; is assigned to be
a C(_)ntrol nodeC;. ’The Whol_e subtrge with the root ifi; is 5 Redundancy Information
assigned to be thg — th region and is removed from further _ o
consideration. The most remote receiver is to be found in theFurther we review the definition and formulas we use to
rest of the tree and the scanning repeats. The procedure sjculateR I po according to the framework provided in [12].

when each receiver of the original multicast tree is serded. pefinition 1. Redundancy information (RI) is the controlled
pseudo code of this algorithm is provided in Algorithm 1. redundancy added by the channel encoder and required to
protect the receiver from any errors during data transnossi

Algorithm 1 Control nodes assignment algorithm
1: for all receivers in the tredo
2:  find distances from the root to all the receivers
3:  find R; - the most remote receiver
4:  n; - current node
5.  while n; # root do
6
7

In the general AHEC framework [14] the redundancy in-
formation consists of two parts. One part, denotedrbys
delivered with the main data block during the first transiniss
and it is produced by the FEC component of AHEC. The
overall transmitted block length is calculatedras- k + r for
the data size of and the redundancy amountofThe second
part of the total redundancy is the data, which restores lost
packets after retransmissions. The number of retransmissi
available is limited by the delay budget, which is left afies
first transmission.

In this current work we focus on optimizing the second
part of redundancy information produced by retransmission
since optimization of FEC with hierarchical tree structwmes
already addressed in the related work ([10], [15], [11]).

Next we prove the optimality of the proposed algorithm. Let In what follows we calculateRIggc, the redundancy
[ be the most remote receiver. Lebe the first control node information amount required by the HEC-PR scheme, which
found by the algorithm. In any feasible solution, the subtrds a degenerate case of the general AHEC architecture [14]. |
with the root inc must contain a control nodé. Otherwisel HEC-PR the number of source data packets in one encoding
is not served. We claim that without loss of generalifycan block ¥ = 1, and the architecture acts as a pure ARQ-based
be shifted toc. Indeed, suppose that shifting to ¢ makes scheme. The redundant packets during all retransmissiens a
some leafl’ unserved. This means thtc| > ¢,q,. But we always the copies of the source data packets.
know that|lc| < ¢mqz, and for the main source we have  We use the following notation:

[l's| = |l'c| + |es| > |lc| + |es| = |ls|, which contradicts to P, - target packet loss rate requirement;

the assumption that is the furthest receiver. We concludepD,,,.,.: - target delay requirement;

that since on each iteration the algorithm starts from thetmarz7'T; - round trip time of the link;

remote receivel, the distance to any other node in the subtreg, - packet loss rate of the link;

with root in ¢ will be less thancl|. RTTes. - round trip time of the end to end path between the

The algorithm is fast with the running tim@(nlogm), source and receiver;
wherem logm is required to sortn receivers. Note that in the P.,. - original end-to-end PLR;

Internet-like topologies for which the algorithm is desigh 7 - average interval between two continuous data packets;
the number of receivers is regularly less than half of thaltotN; - the maximum possible number of transmissions for
number or tree nodes. each data packet;

go up the tree

find the critical node forR; and assign it to be a
control nodeC;.

remove subtree with the root ifi; from the tree

9: end while

100 j=7+1

11: end for

o
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N.,.. - the maximum possible number of retransmission roun

for each data packet; 30
Ny = min(N,,, Np) - maximum allowable number of
retransmissions (practical); 25

N1 - the number of transmissions of each missing data pac
during ¢-th retransmission round;
RIggc - the total redundancy information.
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Formulas for theRIygc calculation: o RIT= 60
RTT.se = YN RTT;; Pose =1 -]\, (1 - P))

7,
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Redundancy

RTT <20

log(Peze) RTTe2e+Ts 00
q—1 :
3 N 0,00 0,05 0,10 0,15 0,20 0,25 030 035
Ny -1 qZ::o PLR
Riggc = Z NqPHEc(q — 1), WherePHEC = Pe2e

q=1
We are minimizing the total needed redundancy information
by optimizing the number of retransmission rounds needed to

provide Pigpget Without Dyyge¢ Violation: E Cost Metric

RI{PL, = argmin Rlgpe, st.1 < N, < N,
o Cost metric is a crucial factor for the optimization process
B. Shannon limit since it directly relates the network characteristics te th
Shannon’s coding theorem [8] defines the theoretical maxtathematical calculations. We experimented with seversi ¢
imum information transfer rate of the binary erasure channmetrics to test the effectiveness of our multi-stage madic
with the error probabilityP to be equal tal — P. Therefore, scheme: 1) costs equal tBT'T values, 2) costs equal to
for reliable data transmission the amount of redundanayrinf PLR values or 3) costs equal t8T'T - PLR, and studied
mation should be at leastl;,, = % the sensitivity of the amount of redundancy to each of them.
Obviously, in practice we need slightly more than thi€ach metric demonstrated the influence on the results of
theoretical value. Our goal is to minimize the redundaneptimization procedure. And the most noticeable depengdenc
information amount used in the error correction scheme. was observed between the first metric (costs egRall’
values) and the amount of redundancy in the HEC-PR scheme.
Figure 1 illustrates how the amount of the HEC-PR redun-
Optimization brings redundancy information amount clos@fancy reacts to the changes in RTT value for a fixed PLR
to the theoretical lower bound. In order to compare perfofange. The initial network parameters were set as described
mance of the AHEC scheme for different network settings we [12]. If we take a point with the fixed®®LR = 0.1 and the

introduce the following metric: corresponding optimal redundanBy,;,, = {255- = 0.1(1),

Definition 2. Proximitye is the difference between the amouri’e" settinthr]I”T = 20ms brings Ry pc qlﬁite clgse to th?
of redundancy information introduced into the network by thftlim, ,‘ﬂ"t the pr_cf)_>(|m|tlye_§ 0.0001.hFurt erre Lllc'uorl; 0
AHEC scheme for the current system setup and the desifed! Wil not significantly improve thel/rpc value, but

optimal value of the redundancy required for that systeti'€2s€ the complexity of network management. .
according to Shannon bound:= Ry po — Rl We discovered that for each bounded range of PLR in the

network we can find an appropriate threshold RTT value, such
Proximity takes non-negative values only and shows hawat the corresponding HEC scheme results in the redundancy

close AHEC scheme approximates the optimum. close to the optimal with a certain fixed proximity. This

showed us the way how to choose the right,. value

D. Multi-hop redundancy . . o
o ) corresponding to the desired proximiy,,ge:.
In a traditional end-to-end scenario the path redundancy ‘
is sent across several physical or virtual path segments. Th Problem Statement
avg __
average er!d-to—end pgth redundar.lcy}%iﬂe% = Rlugc. The redundancy optimization problem can be described as
If we consider a multi-hop scenario, we have to calcula%gnows

Z‘e redundancyﬁIHEh%i for each Sﬁgmem along tlh_ehpath. Given a fixed network topology with known PLR and RTT

ssuming a path wit s%gjgneglts, t »e average multi-hop patt}alues of all links and a given multicast scenario (ex. HDTV)
redundancy isRI% = =TT Note, thatRI;;? is  with known data rate, target dela; . and residual error
calculated analogously t&7'9. In the following we use the rate Pi,y4c:, find the minimum value @f,,. in order to bring
average redundancy values for proximity calculation. the redundancy value to withi},,.¢; to the Shannon limit

Fig. 1. RI sensitivity to the changes in RTT.

C. Proximity



We are not aiming to reach the optimal Shannon boumdrresponding number of control nodes and recommend their
for each case, but to find the appropriate limiting cost v&lueoptimal placement.
which guarantee the redundancy is close to the optimum withStep 2 For the second step of optimization procedure we
the given proximitye;q,get- reconstruct the tree in the following way: the control nodes

Next we assign the control nodes according to the propossidthe regions obtained on the previous iteration are now
cmaz- The number of control nodes is a crucial factor. Eadfeplacing the whole region and the other nodes assigneeto th
control node splits the transmission path into segmentsh Eaegion (if they are not control nodes for the other regioms) a
segment must be assigned a smaller portion of the ovenalaxed from further consideration. We also adjusthg, ;e
end-to-endD;,.4.; budget which obviously leads to highervalue by subtracting the maximum cost among the regions.
redundancy on these segments. In [4] the authors showils operation reflects the fact that some parfhf, .. was
that there is a saturation point for the number of segmenisnsumed inside the lower regions, which in the worst case
up to which the overall redundancy performance increasgsrresponds to the cost of the worst region. Next, we repeat
Beyond this saturation point the error correction perfaroea all the steps as described for tBéep 1
is decreasing. Therefore, too many control nodes downgrade\fter each iteration the tree recursively shrinks and con-
the redundancy optimization. verges to the root. The optimization procedure stops when

V. EMPIRICAL EVALUATION either the dgsired proxir.nit.ytafget is.achiev.ed or if after a
. certain iteration the proximity is not improving, which nmesa

In order to benchmark the efficiency of the proposeglis o nossible to optimize the redundancy further.
redundancy optimization scheme we conducted a series of
simulations with different tree topologies and initial pareter .
sets. The redundancy optimization procedure goes in siétferaB' Numerical Example
erations. Initially we specify the application-driven pareters,  In the following numerical example with a 10-node tree
such asDiargets Prarget, the desired proximity to Shannonwe demonstrate how the proposed optimization works step by
bounde;qrge: and the ranges foRTT and PLR values of step. Initial system parameters are specified in Table LrEig
the tree links. An example of system parameters used in GMiistrates the three iterations of the redundancy optidn
simulations can be found in Table I. The chosen low Va|ug|‘socedure, after which the desired pr())(imitngeiE was
for Piarger @and Dyqpge¢ are required for such a demandinguccessfully reached. The results of the optimizationguiace
applications as DVB services or gaming. after each iteration are presented in Table II.

Multicast trees were generated with random link parametersgirst we calculate the starting values ®1,;,,, and RIy zc
within the specified ranges, but the tree topologies Wefgr the worst receiver in the tree, which is nodein this
designed in the way that they adhere to the power-low digase. The corresponding proximity valueeis= 0.0339 and
tributions typical for the multicast trees extracted frohet js obviously greater than the desireg,,g: = 1075, Next
real Internet topologies as described in [2]. the optimalc,,.. value is calculated for further redundancy
A. The Procedure optimizatiqn. A'F Fhe first iteration the control node assignt
algorithm identifies two control node$:and5. The costs of
fhe corresponding regions are calculated and the maximum of
these values is subtracted from the toil,, ... for further
optimization. Both control nodes lie on the end-to-end wors

ath (Figure 2 «) and separate the path into three segments.
he multi-hop redundancy values are calculated and, ase&an b
seen in the first column of Table I, the resulting proximity a

Step 1 For the given tree we identify the worst receive
with respect to theost = RT'T metric, calculate the required
amount of redundanc®/y pc and the resulting proximity.

If the proximity is greater than the desireg,,4.; we start
optimizing the amount of redundancy by introducing th
control nodes into the tree. For the fixddLR.,. of the
worst re(_:eiver ar!d yariabIETT values we find the threShOI_d’the end of the first iteration was reducedetc= 0.0056. It is
after which proximity starts to grow away from zero, Whlc@till greater than the target proximitya,ge; = 10-°, and we

gives us tTeCIm”.t%/alu;' N?gt dW.e gpply thle” Ccont_;ﬁl xdeproceed to the second iteration. The tree is reconstructdd a
assignment aigorithm described in section 1ll-L With r€spey, redundancy is further optimized in the same manner with

:ﬁ the gpitlmur(;bmatf] V?luti' The r.esultl_r? control TOder‘:‘zr?alfhe new Dy,,q4e¢. After the third iteration the corresponding
e end-to-end paths to the receivers into several segnWats proximity finally reached the desireg,, ge:.

recalculate the multi-hop redundan&iy o for the worst

path as an average among the segments together with the TABLE |

corresponding proximity. If the new proximity is closer SIMULATION PARAMETERS
to the desireck,, 4+ than the initial one, we proceed to the
next iteration. Otherwise the procedure stops, we conchate [ Lrarget [ Diarget | €targer | RTTiink | PLRiink |

. o . . . —6 —5 =3 -2
for the given setup it is not possible to achieve the desired—1° | 200ms | 10 [ 10...50 ms [ 1077...1077 ]

€targer @Nd report the best proximity we have achieved, the
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Fig. 2. Example of redundancy optimization procedure foantde tree. chosen parameter set. Since AHEC framework guarantees
TABLE Il Diarger and Piarger for the application, they limit the total
EXPERIMENTAL RESULTS end-to-end delay for the worst receiver, which in our case
corresponds to the depth of multicast tree. Depth of the

[ Parameter [ lferafion 1 lterafion 2] Iterafion 3 | multicast tree is a critical parameter, while the width o th
Worst receiver ! > 1 tree in terms of the number of branches, could be chosen
Rl 0.0173 0.0108 0.0068 - . ;

Rlupo 0.0513 0.0323 0.0068 arbitrarily Iargg in general. _In our special case depth_of a
€ 0.0339 0.0214 0 100-node multicast tree, which was constructed according t
Diarget 20503”15 15:130m5 118ms the power-law degree distributions typical for the Inteslilee

Cmax - . . . .
Contrormodes 15 1 - topo!ogles, can achieve 15_ hops in some cases, and Wlth the
Max region Cost a7 35 . maximumRT Ty, = 50ms it can easily exceed the available

¢ 0.0056 0.0053 10—° Diarger = 200ms. This makes trees with bigger depths

initially infeasible. The limitation applies only to the aken
application parameter set. The whole multi-stage multicas
C. Experiments architecture could easily be applied to the wider range of
Further we conducted a series of experiments with differe@pplication scenarios, and we believe has a potential teigo
tree sizes. For each tree size the experiment was repedteidesired QoS for much bigger multicast client groups.
one hundred times. We applied the redundancy optimization
procedure and measured the resulting proximity for each.cas
Figure 3 illustrates average relative improvement of prowi A multi-stage multicast architecture was proposed to pro-
for each of the tree sizes. As you can see in each case ¥ite scalability of the multicast transmission for a widege
proximity was significantly improved, which means that thef multimedia Internet applications. This approach reduce
total amount of required redundancy information was reducdhe total network load in the real-time multicast scenarios
and in fact in some cases it achieved the theoretical Shannath heterogeneous receivers by optimizing the amount of
bound. As we mentioned before the overhead of such a scher@@undancy information required for efficient traffic pretten
is negligible, adding control nodes into the system impliesith AHEC, keeping it close to the theoretical Shannon limit
minimal changes in the router functionalities and the total To further improve this work the authors will investigate
number of control nodes in the tree is not very large. Table lh more sophisticated cost calculation that also incorperat
shows the number of control nodes required for each of trdee round-trip time (RTT), packet loss rate (PLR) and the
sizes considered in the experiments. correlation factor introduced by the statistical channeded
Note that the size of the multicast tree is limited by thpresented in [14].

VI. CONCLUSIONS ANDFUTURE WORK
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