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Abstract

TCP remains to be the dominant transport protocol in the Inter-
net providing reliable end-to-end data delivery. Performance prob-
lems of TCP in wireless networks are well known. In this paper,
we describe the link characteristics of 2.5G and 3G wireless net-
works. Furthermore, a profile of TCP options is presented that in
most cases provides good TCP performance in 2.5G and 3G wireless
networks. In particular, the effect of the TCP timestamp option is
considered.

1 Introduction

Recent measurement studies [20] show that TCP maintains its position as
the dominant transport protocol in the Internet. TCP is a stable, mature,
and probably the most thoroughly tested protocol of its kind. Neverthe-
less, there are some special cases where TCP could still be improved.

This paper proposes a profile of such techniques, particularly effective
for use with 2.5G and 3G wireless networks. These configuration options
are commonly found in modern TCP stacks, and are widely available
IETF standards-track mechanisms that the community has judged to be
safe on the general Internet. The TCP profile has been approved in the
IETF as a best current practice RFC [10].



2 2.5G and 3G Link Characteristics

Link layer characteristics of 2.5G/3G networks have significant effects
on TCP performance. In this section we present various aspects of link
characteristics unique to the 2.5G /3G networks [8].

2.1 Latency

The latency of 2.5G/3G links is high mostly due to the extensive process-
ing required at the physical layer of those networks, such as for FEC and
interleaving, and due to transmission delays in the radio access network
(including link-level retransmissions). A typical RTT varies between a few
hundred milliseconds and one second. The associated radio channels suf-
fer from difficult propagation environments. Hence, powerful but complex
physical layer techniques need to be applied to provide high capacity in a
wide coverage area in a resource efficient way. Hopefully, rapid improve-
ments in all areas of wireless networks ranging from radio layer techniques
over signal processing to system architecture will ultimately also lead to
reduced delays in 3G wireless systems.

2.2 Data Rates

The main incentives for transition from 2G to 2.5G to 3G are the increase
in voice capacity and in data rates for the users. 2.5G systems have data
rates of 10-20 kbps in uplink and 10-40 kbps in downlink. Initial 3G
systems are expected to have bit rates around 64 kbps in uplink and 384
kbps in downlink. Considering the resulting bandwidth-delay product
(BDP) of around 1-5 KB for 2.5G and 8-50 KB for 3G, 2.5G links can be
considered LTNs (Long Thin Networks [21]), and 3G links approach LFNs
(Long Fat Networks [12], as exemplified by some satellite networks [2]).
For good TCP performance both LFNs and LTNs require maintaining
a large enough window of outstanding data. For LFNs, utilizing the avail-
able network bandwidth is of particular concern. LTNs need a sufficiently
large window for efficient loss recovery. In particular, the fast retransmit
algorithm cannot be triggered if the window is less than four segments.
This leads to a lengthy recovery through retransmission timeouts. The
Limited Transmit algorithm [1] helps avoid the deleterious effects of time-
outs on connections with small windows. Nevertheless, making full use



of the SACK [19] information for loss recovery in both LENs and LTNs
may require twice the window otherwise sufficient to utilize the available
bandwidth.

Data rates are dynamic due to effects from other users and from mo-
bility. Arriving and departing users can reduce or increase the available
bandwidth in a cell. Increasing the distance from the base station de-
creases the link bandwidth due to reduced link quality. Finally, by sim-
ply moving into another cell the user can experience a sudden change in
available bandwidth. For example, if upon changing cells a connection
experiences a sudden increase in available bandwidth, it can underuti-
lize it, because during congestion avoidance TCP increases the sending
rate slowly. Changing from a fast to a slow cell normally is handled well
by TCP due to the self-clocking property. However, a sudden increase
in RTT in this case can cause a spurious TCP timeout. In addition, a
large TCP window used in the fast cell can create congestion resulting in
overbuffering in the slow cell.

2.3 Asymmetry

2.5G/3G systems may run asymmetric uplink and downlink data rates.
The uplink data rate is limited by battery power consumption and com-
plexity limitations of mobile terminals. However, the asymmetry does
not exceed 3-6 times, and can be tolerated by TCP without the need for
techniques like ACK congestion control or ACK filtering [5]. Accordingly,
this document does not include recommendations meant for such highly
asymmetric networks.

2.4 Delay Spikes

A delay spike is a sudden increase in the latency of the communication
path. 2.5G/3G links are likely to experience delay spikes exceeding the
typical RTT by several times due to the following reasons.

1. A long delay spike can occur during link layer recovery from a link
outage due to temporal loss of radio coverage, for example, while driving
into a tunnel or within an elevator.

2. During a handover the mobile terminal and the new base station
must exchange messages and perform some other time-consuming actions
before data can be transmitted in a new cell.



3. Many wide area wireless networks provide seamless mobility by
internally re-routing packets from the old to the new base station which
may cause extra delay.

4. Blocking by high-priority traffic may occur when an arriving circuit-
switched call or higher priority data temporarily preempts the radio chan-
nel. This happens because most current terminals are not able to handle
a voice call and a data connection simultaneously and suspend the data
connection in this case.

5. Additionally, a scheduler in the radio network can suspend a low-
priority data transfer to give the radio channel to higher priority users.

Delay spikes can cause spurious TCP timeouts, unnecessary retrans-
missions and a multiplicative decrease in the congestion window size.

2.5 Packet Loss Due to Corruption

Even in the face of a high probability of physical layer frame errors,
2.5G/3G systems have a low rate of packet losses thanks to link-level re-
transmissions. Justification for link layer ARQ is discussed in [6, 13, 18].
In general, link layer ARQ and FEC can provide a packet service with a
negligibly small probability of undetected errors (failures of the link CRC),
and a low level of loss (non-delivery) for the upper layer traffic, e.g., IP.
The loss rate of IP packets is low due to the ARQ, but the recovery at
the link layer appears as delay jitter to the higher layers lengthening the
computed RTO value.

2.6 Intersystem Handovers

In the initial phase of deployment, 3G systems will be used as a “hot
spot” technology in high population areas, while 2.5G systems will provide
lower speed data service elsewhere. This creates an environment where
a mobile user can roam between 2.5G and 3G networks while keeping
ongoing TCP connections. The inter-system handover is likely to trigger
a high delay spike, and can result in data loss. Additional problems arise
because of context transfer, which is out of scope of this document, but is
being addressed elsewhere in the IETF in activities addressing seamless
mobility [14].

Intersystem handovers can adversely affect ongoing TCP connections
since features may only be negotiated at connection establishment and



cannot be changed later. After an intersystem handover, the network
characteristics may be radically different, and, in fact, may be negatively
affected by the initial configuration. This point argues against premature
optimization by the TCP implementation.

2.7 Bandwidth Oscillation

Given the limited RF spectrum, satisfying the high data rate needs of
2.5G /3G wireless systems requires dynamic resource sharing among con-
current data users. Various scheduling mechanisms can be deployed in
order to maximize resource utilization. If multiple users wish to trans-
fer large amounts of data at the same time, the scheduler may have to
repeatedly allocate and de-allocate resources for each user. We refer to
periodic allocation and release of high-speed channels as Bandwidth Os-
cillation. Bandwidth Oscillation effects such as spurious retransmissions
were identified elsewhere (e.g., [17]) as factors that degrade throughput.

There are research studies [15, 23], which show that in some cases
Bandwidth Oscillation can be the single most important factor in re-
ducing throughput. For fixed TCP parameters the achievable through-
put depends on the pattern of resource allocation. When the frequency
of resource allocation and de-allocation is sufficiently high, there is no
throughput degradation. However, increasing the frequency of resource
allocation/de-allocation may come at the expense of increased signaling,
and, therefore, may not be desirable. Standards for 3G wireless technolo-
gies provide mechanisms that can be used to combat the adverse effects
of Bandwidth Oscillation. It is the consensus of the PILC Working Group
that the best approach for avoiding adverse effects of Bandwidth Oscilla-
tion is proper wireless sub-network design [13].

3 TCP Profile for Wireless Overlay Networks

Operators having control over handset configuration, such as NTT Do-
CoMo, as well as standardization organizations, such as WAP Forum,
who wish to adapt TCP for use in wireless networks would benefit from a
wireless TCP profile. IETF RFC3481 [10] defines and motivates the use
of state-of-the-art standard-track TCP features found in modern TCP



stacks. These TCP features are widely available, can be used safely in the
Internet, and include:

e a large initial window [3],

e a window scale option [12],

Limited Transmit algorithm [1],

discovery of the path Maximum Transfer Unit (MTU),

Selective Acknowledgments (SACK) [19],

Explicit Congestion Notification (ECN) [22],

a timestamp option [12], and

disabling TCP /IP header compression which is not robust to packet
losses.

We found that the TCP timestamp option increases the accuracy of
RTT measurements in bandwidth-limited networks and decreases the like-
lihood of spurious timeouts [7]. This is different from previous work that
did not regard the timestamp option to be useful in the Internet [4]. As
an example, Figure 1(a) shows that TCP underestimates the end-to-end
delay and experiences a spurious timeout during fast recovery. The graph
is obtained using the ns-2 simulator. When timestamps are enabled in
Figure 1(b), there is no timeout and throughput is higher. Timestamps
enable the TCP sender to have a more accurate estimate of RTT, because
all acknowledgments, including those for retransmitted segments, can be
used for taking a RTT sample.

Traditional compression protocols, such as Van Jacobson’s header com-
pression [11], do not work well with a high level of data losses in a wireless
environment [16, p. 35]. The Robust Header Compression working group
in IETF is developing new solutions suitable for wireless networks [9].

4 Conclusions

In this paper, we described challenging link characteristics of 2.5G and
3G wireless networks. When profiled with the state-of-the-art capabilities,
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Figure 1: SACK TCP without timestamps experiences a spurious timeout
during fast recovery.

TCP is a well-suited protocol for reliable data transport over wireless links.
We presented a set of TCP options suited for use in wireless networks.
The timestamp TCP option is shown to improve the retransmit timer
accuracy and help avoiding spurious timeouts in fast recovery.
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