Music Genre Classification using
Machine Learning

TDDE19

Group 7
Lisa Spahn Lundgren (lissp373)
Emil Brakenhielm (emibr678)
Olivia Shamon (olish585)
David Angstrém (davan288)
Drinas Kastrati (drika827)
Daniel Hu (danhu028)

LINKOPINGS
II.“ UNIVERSITET



Contents

1 Introduction 3
1.1 Background . . . . . . . L 3
1.2 Aim ..o 3
1.3 Delimitations . . . . . . . . . .. 4
2 Dataset 5
3 Method 1 - Feature-based Classification 6
3.1 Features . . . . . . . . e 6
3.2 Preprocessing . . . . . ... 6
3.3 K-Nearest Neighbor . . . .. .. .. .. ... .. .. ... ..., 6
3.4 Support Vector Machine . . . . . .. .. .. ... L 7
3.5 Feature Analysis . . . . . . . ... 7
4 Method 2 - Image-based Classification on Spectrogram
4.1 Preprocessing . . . . . . ...
4.1.1 Create Mel Spectrograms . . . . . . . . .. ... ... ... ...,
4.1.2 Data Generator . . . . . . . . . ... 10
4.2 Building the Model . . . . . . .. .. 10
4.2.1 Convolution Neural Network . . . . .. .. .. .. ... ... .... 10
4.2.2 The Model . . . . . . .. 10
4.3 Training CNN . . . . . . . e 11
4.4 Evaluation . . . . . . . . . . 11
5 Result - Feature-based Classification 12
5.1 K-Nearest Neighbour . . . . . .. ... ... ... ... ... 12
5.2 Support Vector Machine . . . . . . . . . . ... ... 12
5.3 Feature Analysis . . . . . . . . . ... 13
5.3.1 PCA . . . e 13
5.3.2 Feature Importance . . . . .. . .. ... L. 13
6 Result - Image-based Classification on Spectograms 16



7 Discussion
7.1 Feature-based Classification

7.2 Image-based Classification on Spectograms

7.3 General Discussion

Future Work

Contributions
Daniel Hu
David Angstrom

Drinas Kastrati
Emil Brakenhielm

Lisa Spahn Lundgren

Olivia Shamon

18
18
18
18

20



1 Introduction

People like to listen to different genres of music such as country, rock, or pop. In today’s
digital world, applications such as Spotify, Google Music, and Apple Music allow people
to connect and listen to their favorite songs with the click of a button. Thousands upon
thousands of hours of new music content is uploaded to these music platforms each day,
music content that may not always have a genre label, or which may in some cases be
mislabeled. It would be very labor-intensive and time-consuming for someone to go through,
listen to, and label each song. Being able to correctly label these songs automatically would
save a lot of manpower and resources.

1.1 Background

In machine learning and statistics, classification is a type of supervised learning in which
a model learns from a given set of training data and is able to make predictions on data
it has never seen before based on what it has previously learned. Problems can be binary
classification problems or multi-class problems such as in the case of this project. Classi-
fying problems can also relate to many different areas such as text, image, or even speech
recognition. There are many different classification algorithms that can be used, each with
its advantages and disadvantages. The performance of these algorithms varies depending
on the classification problem, some algorithms perform better for certain types of problems.
The tuning of the hyper-parameters and the quality of the data set used will also affect the
results. There may also be trade-offs to be made between training time and the achieved
accuracy.

There are thus many approaches for music genre classification. One of these approaches is
converting audio files into suitable representation of features and training a model to recog-
nize these features. The k-Nearest Neighbours (KNN) algorithm and the Support Vec- tor
Machine (SVM) algorithm have been shown to perform well in music genre classification
on the Spotify music data set with SVM having an accuracy of 80% and KNN having an
accuracy of 77.18% [7]. Another approach is using a Neural Network, more specifically a
Convolutional Neural Network (CNN). CNNs are designed for image classification problems
and one approach is to train a model on a visual representation of audio files by converting
the audio files to spectrograms.

1.2 Aim

The aim of this work is to explore different machine learning approaches to music genre
classification. Furthermore, to explore which of the machine learning techniques selected
(CNN, KNN, and SVM) is best suited in regards to the accuracy of predictions. It is also of
interest to analyze the genres to see which are easiest to classify as well as which are harder



to classify and why. Furthermore, it is interesting to see which features in the training data
have the highest impact on the classification of genres.

1.3 Delimitations

As there are countless sub-genres, a decision was made to classify only the most common
genres. The ten following genres were selected: Blues, Classical, Country, Disco, Hip hop,
Jazz, Metal, Rock, Reggae, and Pop.

There are also many different CNN architectures, which gives a delimitation of the re-
sults and conclusion, which can not be generalized to all CNNs, but only to the specific
CNN architecture used in this study.



2 Dataset

GTZAN [12] is a public dataset containing songs from 9 different genres, 100 songs for
every genre. Each song is mapped to its corresponding genre. Additionally, spectrograms
for the 30s audio files already exist, as well as features for both 30s and 3s audio samples.
Figure 1 shows an example of all features for one audio file. Figure 2 illustrates a sample
spectrogram of an audio file in the blues genre. The values on the x -and y-axis are not
labeled or scaled as they are irrelevant for the image-based classification.

GTZAN - 3 sec features

filename length chroma_stft_mean chroma_stft_var rms_mean rms_var
blues.00000.0.wav 66149 0.3354063630104065 0.09104829281568527 0.1304050236940384 0.0035210042260587215
spectral_centroid_mean spectral_centroid_var spectral_bandwidth_mean spectral_bandwidth_var rolloff_mean rolloff_var
1773.0650319904662 167541.6308686573 1972.7443881356735 117335.77156332089 3714.560359074519 1080789.8855805045
zero_crossing_rate_mean zero_crossing_rate_var harmony_mean harmony_var perceptr_mean perceptr_var
0.08185096153846154 0.0005576872402394312 -7.848480163374916e-05 0.008353590033948421 -6.816183304181322e-05 0.005535192787647247
tempo mfccl_mean mfccl_var mfcc2_mean mfcc2_var mfcc3_mean
129.19921875 -118.62791442871094 2440.28662109375 125.08362579345703 260.9569091796875 -23.443723678588867
mfec3_var mfccd_mean mfccd_var mfcc5_mean mfcc5_var mfcc6_mean

364.08172607421875

mfcc6_var
75.65229797363281

mfcc9_var
83.4372329711914

mfccl2_var
45.10361099243164

mfccl5_var
42.77094650268555

mfccl8_var
38.099151611328125

Figure 1: Features in the GTZAN
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Figure 2: Example of a blues spectrogram.
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3 Method 1 - Feature-based Classification

One approach to predict the genre of a song is to do feature-based classification. For this,
different features of a song are extracted and this numerical feature representation can then
be used to classify the song.

3.1 Features

Each song in the GTZAN data set has 57 extracted features from the raw audio file. They
may be divided into those related to time, which are extracted directly from the audio signal,
and those related to the frequency which comes from the audio files’ cepstral representation.
Examples of features are Tempo, which is measured in beats per minute (BPM) the songs
speed, and Zero Crossing Rate, which is related to the discrete-time signal and the frequency
at which it changes sign [9]. For each feature, the mean and the variance over the entire
audio file are calculated.

3.2 Preprocessing

In the raw data, the features had very different scales, ranging from magnitudes around 106
to almost 107. This can be a problem when using distance-based classification methods
such as k-Nearest-Neighbors or Support Vector Machines since features that have larger
magnitudes will influence the distance a lot more than lower-magnitude features [8]. But
it does not necessarily have to be the case that these variables have a larger effect on the
genre than lower-scale variables. In order the make the features comparable, we decided
to standardize the data. This means we scale each covariate to have a mean of zero and a
standard deviation of one. The new data can be calculated as follows

T — [f
=) 1
i O'f ’ ()

where x is one observation of feature f, u; is the sample mean of feature f and oy is the
standard deviation of the feature [8]. The mean and standard deviation are calculated from
the raw data. z is then the standardized observation.

3.3 K-Nearest Neighbor

The k-nearest neighbor classifier (KNN) is a commonly used classification method, that is
popular due to its efficiency despite being a rather simple approach [5]. Given a number of
n data samples x1, s, ...T,, the class of a new input sample z’ is predicted by calculating
the pair-wise distance between 2’ and each data sample x;. Then, the k closest neighbors
are identified and the class label of 2’ can be predicted by the majority rule, meaning which
is the most common class amongst the £ nearest neighbors.



The choice of how many neighbors k are considered strongly influences the behavior and
performance of the classifier [10]. In general, smaller k-values yield more complex decision
boundaries, but increase the risk of overfitting and can be more sensitive towards outliers.
Larger values for k will create smoother decision boundaries but can result in an underfitted
model. Hence a common procedure to select the best k-value is to perform cross-validation
over multiple folds [10].

Another element that influences the classification performance is the distance measure that
is used to calculate the pair-wise distance between two data samples [2]. Which distance
measure is chosen depends on the problem and how the similarity between two points should
be measured, but the most common metric is the Euclidean distance [10]. For two data
points ' and = with m features, the Euclidean distance d between those points is defined
as follows

’1 —xl)Q—i—...—l-(I‘;n—xm)Q . (2)

3.4 Support Vector Machine

Support Vector Machines (SVM) is another machine learning model used to classify in-
putted data to some previously classified data. It does so by viewing each data point = as a
p-dimensional vector, where p is the number of features for . While training, Hyper-planes
(decision boundaries) of the same dimension as the p-dimensional vector are created with
the goal of separating the data points based on their classification. The support vectors
are then placed in relation to the hyper-plane to decide the position and orientation of the
hyper-plane. It is through these vectors that the margin can be maximized between the
differently classified data points.

To decide the positions of the data points, a kernel has to be used to map the p-dimensional
vectors into a different space. In our case, since the relations between genres may not be
linear, the Gaussian kernel was selected.

[l — ||

K(z,a') = exp(—"

) (3)

where z and 2’ are p-dimensional vectors, d is the dimensions and o is a marginalization
parameter. For large values of o, the margin between the support vectors and data points
will be smaller and conversely, for smaller values of o, the margin will be larger.

3.5 Feature Analysis

It can be of interest to visualize the data, to get an idea of what the data looks like. However,
since our data has 57 dimensions, it is useful to reduce the dimensionality of the data. This



can be achieved using Principal Component Analysis (PCA) [1]. PCA maps the original
data to a lower-dimensional coordinate space by creating new variables, so-called principal
components while trying to preserve as much information as possible. For instance, if vari-
ables are linearly correlated, it is sufficient to keep only one of those variables to describe
the general trend of the data.

Mathematically, this can be done by first calculating the covariance matrix of the data, to
identify correlated features. Next, the principal components are calculated as combinations
of important features. The first principal component is the one that describes the maximum
variance of the data, i.e. it holds the most information. The second principal component
describes the direction of the second largest variance, and so on. Hence to describe the
general behavior of the data, it is often sufficient to look at the first two principal compo-
nents, meaning that the dataset is mapped to two dimensions, which can easily be visualized.

In order to further analyze the features, it can be interesting to rank the features by impor-
tance. For this, Linear Discriminant Analysis (LDA) [4] is used, which is similar to PCA
in the sense that it maps the data to a lower-dimensional domain, and then tries to create
a linear decision boundary between the classes given the transformed data. LDA transfor-
mation maximizes the separability between the different classes, by mapping the data to a
domain where the means of the classes are as far apart as possible, while also minimizing
the variance of the data points within each class. Hence the features that are the most
weighted by LDA can be interpreted as the features that enable the most separability of
the data and hence are the most relevant for our problem.



4 Method 2 - Image-based Classification on Spectrogram

For the image-based classification of music genres, the data needs to be preprocessed before
being fed into the CNN model. Figure 3 shows each step of the proposed method.

Workflow
CNN Classification

Split audio Create Mel Training and Build CNN .
[ files HSpectrogramsH test data H Model H Train CNN H Evaluate ’

Figure 3: Flowchart of the Image-based Classification.

4.1 Preprocessing

The GTZAN dataset comes with labeled data and spectrograms for the full 30-second
sample files. As mentioned in chapter 2. Dataset the original dataset contains a total of
900 music samples, which is a bit small. A song in a specific genre might sound different
depending on verse, chorus, outro, etc. It can therefore be assumed that splitting the data
into 3-second samples should work as a data augmentation to generate more training data.
Each 3-second sample should once again be stored in its corresponding genre directory. In
total, this would increase the dataset size to 9000, meaning 1000 samples for each genre.

4.1.1 Create Mel Spectrograms

Since this method is based on Image classification, the sample music files need to be vi-
sually represented. spectrograms are a visual way of representing how the frequency of a
signal varies over time [6]. Figure 4 shows a spectrogram example, where the frequency is
represented on the y-axis, time in seconds on the x-axis and the color intensity represents
the intensity in decibels.

v
20
Time

Figure 4: Example of a spectrogram with labeled axes. !



4.1.2 Data Generator

Training and validation input data for our Neural NetWork will be generated using the
Keras ImageDataGenerator class?. It is usually used to simplify training on large dataset,
or for data augmentation but works well for smaller datasets as well. The generator also
includes scaling which is needed as the original images contain RGB coefficients in the range
of 0-255. For the typical learning rate, such values are too high for the model to process.
By using a scaling factor of 1/255 we should get values between 0-1.

4.2 Building the Model

Now that we have created the mel spectrograms in the preprocessing, we can build the
actual model that we are going to use, and the algorithm that we have chosen for this
method is the convolutional neural network (CNN).

4.2.1 Convolution Neural Network

CNN is a deep learning algorithm that takes in an input image and assigns importance to
various aspects/objects in the image and learns to be able to differentiate one from another.
CNN is optimized for processing data with a grid-like topology, e.g., an image [3]. Each
pixel of an image represents a binary value that could be translated into colors, intensity,
etc. Images are therefore very well suited as an input for CNN. Since spectrograms of a
song are kind of like an image, each with its distinct patterns, it makes perfect sense to use
CNN for this method.

4.2.2 The Model

Comv2D -= RELU -= Dense -=
[ Input H MaxF’noIingZD&_{ Flatten H Dropout H Softmax H Cutput }
x5

Figure 5: CNN Model

The model’s workflow begins by passing the input spectrogram through the CNN layers and
then flattening their output. It then passes the output after flattening through the dropout
layer and then lastly to the dense layer with softmax activation to perform classification as
shown in figure 5.

The convolutional block of the model consists of a 2D convolutional layer followed by a 2D
max-pooling layer. There are a total of five blocks of convolutional max-pooling layers and
their final output are flattened, and a dropout layer exists to reduce any overfitting that

https://www.tensorflow.org/apiqocs/python/tf | keras/preprocessing /image /ImageDataGenerator

10



would occur.

4.3 Training CNN

Once the CNN model has been defined we need to select what type of input is best suited
for our project. The shape of a CNN model is a 4D array where we defined batch_ size,
height, width, and the depth of the model. Classes are another input that is necessary
for the CNN model, classes define the amounts of labels that are going to be used when
training the model. In this project, we used 9 different types of music genres. The Adam
was used as an optimization algorithm due to it being able to handle sparse gradients on
noisy problems. The learning rate in the Adam algorithm is set to 0.0003. Once the model
has been defined and the learning rate set we compile and run the GenreModel.

A model checkpoint function is implemented as a means to save the model or weights once
the training reaches a certain interval. If the training is interrupted for any reason we can
continue the run from the latest checkpoint and do not need to start from the beginning. An
earlystopping function is implemented. EarlyStopping is used to monitor a certain metric,
once the monitored metric no longer is improving the training stops. In our project, the
monitored metric is "loss" and the mode "min". During the fitting of the model, the training
loop will at the end of each epoch check if the loss has decreased or not. The input patience
is set to 10, which is the number of epochs that will be checked with no improvement before
the training is stopped.

4.4 FEvaluation

To evaluate the model, Keras built-in function Model.evaluate() is used. The function can
simply use the datasets generated by Keras ImageDataGenerator. The Evaluation metric
that will be used is the accuracy together with the loss. The model training history is also
stored to produce a plot of the training progress. The plot containing loss and accuracy for
both training and validation data should be evaluated to see if the training seems to have
converged. If it has converged this would strengthen the reliability of the final result.

11



5 Result - Feature-based Classification

5.1 K-Nearest Neighbour

An accuracy of ~ 75% was achieved using the KNN model. The following confusion matrix
was obtained using the KNN-model on the GTZAN dataset

blues 250
dassical
200
country
disco
T ) 150
g hiphop
o .
jazz
'E 100
metal
pop
50
reggas
mock B 14 35 0 14 20 14 4
o

bludsssmeaintdischphogezaretalpopegoasck
Predicted label

Figure 6: KNN confusion matrix. Achieved an accuracy of 0.75358.

as can be noted, the yellow color signifies a high number of classifications while purple is a
low number of classifications. Furthermore, the diagonal is a correctly classified genre while
other squares are incorrectly classified. The easiest genres to classify were classical, metal,
and hip hop while the hardest genres to classify were rock, pop, blues and country.

Common misclassifications were that rock was often misclassified as disco or as metal, jazz
was often misclassified as classical music, and country as rock.

5.2 Support Vector Machine

An accuracy of ~ 80% was achieved using the SVM model. The following confusion matrix
was obtained using the KNN-model on the GTZAN dataset

The confusion matrix of the SVM shows similar results to the confusion matrix of the KNN
as classical and metal were still the easiest to classify. Rock is also still the hardest genre
to classify according to this confusion matrix. Similar to KNN, the SVM classifier often
confused rock and disco music, as well as classical and jazz music. Though SVM was better
at distinguishing rock and metal, it often misclassified disco as hip hop, which was not a
problem for KNN. However, the results are slightly better in terms of total accuracy using
the SVM model.

12
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Figure 7: SVM confusion matrix. Achieved an accuracy of 0.806139.

5.3 Feature Analysis
5.3.1 PCA

After reducing the dimensions from 57 to 2, the data points of the different genres are quite
distinguishable but close to each other as can be viewed in figure 8. The two-component
PCA gave us information as to how different the genres are distinguishable in regards to
the features. One can see that the data belonging to the classical (magenta dots) and rock
(brown dots) genres are concentrated and distinct clusters, indicating that these genres will
be rather easy to classify. Genres that overlap with each other, such as hip hop (dark blue),
reggae (light blue) and pop (green), might be more difficult to tell apart. We also observed
these trends in the confusion matrices, as mentioned in the previous sections. The rock
data (yellow points) does not stand out in the scatterplot, which means that the data has
a large variance and overlaps with many of the other genres. Hence our classifiers had the
lowest accuracy for the rock genre.

5.3.2 Feature Importance

The top 10 most important features as extracted from the LDA and random forest classifier.
It is worth noting that the ranking of these features differ from run to run, but these always
appear in the top 10 (in our runs).

1. ms_mean
2. spectral__bandwidth__mean

3. rollof f_mean

13
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Figure 8: Scatterplot of the PCA transformed data

4. mfecl_mean

5. chroma_ stft_mean
perceptr__var
spectral__centroid__mean

harmony__var

© »®» I @

mfccd _mean

10. rollof f_wvar

The effects on the prediction of the genre can be viewed in the histograms in figure 9, where
the x-axis represents the value of the feature and the y-axis represents the number of data
points from the same genre that were recorded with the value of the current feature. The
colors represent the genre.
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From the histograms, we can observe that the classical genre (orange color) has a very
distinct peak for almost all figures. This is the case for the means and for the variances of
features. Hence classical music was the easiest to classify. Other genres that seem to have
unique characteristics are metal (pink color) and pop (grey color).
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Figure 9: Distribution of the 10 most important features

6 Result - Image-based Classification on Spectograms

The Image-based classification model trained for 37 epochs to reach its higher validation
accuracy. The model trained for another 10 epoch but the Early stopping was triggered at
epoch 47 as there were no improvements in terms of accuracy.

Both the training and validation data were evaluated as shown in figure 6 and figure 7
respectively. The training data had an accuracy of 99.09% while the validation set had an
accuracy of 84.44%.

model.evaluate(train_generator)

64/64 [==============================] - 1733s 27s/step - loss: 0.0404 - accuracy: ©0.9909
[0.040374889969825745, ©.9908642172813416]

Figure 10: Evaluation of the training dataset.

The model loss is decreasing with increased accuracy. After 10 epochs the accuracy and
loss for the validation data are slowly converging.

16



model.evaluate(vali_generator)

[0.6308470368385315, 0.8444444537162781]

] - 150s 20s/step - loss: ©.6308 - accuracy: 0.8444

Figure 11: Evaluation of the validation dataset.
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7 Discussion

7.1 Feature-based Classification

The feature-based classification reached an accuracy of just above 80% using a Support Vec-
tor Machine. This seems reasonable, given that we only use spectral and rhythm features to
predict the genres of songs. As described in section 5.3, we analyzed the features in regards
to their ability to distinguish songs of different genres. We showed that it is possible to see
some differences between the classes, but that it varies a lot for each genre. For instance,
the feature analysis showed that genres such as jazz and metal had more distinct features
than songs that belonged to the rock genre, indicating that some genres are more difficult
to classify than others.

This poses the questions of what defines a genre: usually one would not use spectral features
to describe what pop music is. Hence looking at additional data, that is not purely feature-
based, might achieve better results. Another possible improvement could be to add weights
to the classification in order to achieve more similar results for all genres, i.e. put a higher
weight on the genres that are harder to classify to improve their accuracy and vice versa.
But given the feature-based data, the SVM model achieved a good accuracy and we reason
that the there will not be notable improvements by further tweaking the model or adding
classification weights.

7.2 Image-based Classification on Spectograms

The Image-based Classification model was able to predict genres with a reasonably high
accuracy of 84.4% using the validation data. The accuracy of the training data was at
99%, which would imply that the training have learned correctly. As the accuracy of the
validation data was good, it should prove that the model did not overfit even though the
training data were almost at 100%.

Looking at the training history graphs in figure 8, the training seems to have converged.
There are still some spikes in the validation accuracy and loss, but there were no im-
provements in the last 10 epochs. Most likely there would not have been any significant
improvements to increase the Early stopping patience.

7.3 General Discussion

Both proposed methods show promising results that could be compared to human-like ac-
curacy. As discussed in section 7.1 some genres are more prone to misclassification as their
features are not completely distinguished from other genres. The problem with genre clas-
sification is that it is subjective. In our work, we focused on 10 general genres which only
cover a small portion of all the genres out there. While there is no exact answer to how

18



many genres exists, the website MusicGenreList? suggest that there are 41 primary genres
and 337 subgenres of music. Exactly which genre or subgenre each song corresponds to is
not easy to define. It is usually in the genre that the majority of people would categorize it in.

Some sources of error in the evaluation can be a faulty dataset. While GTZAN is one of
the most popular datasets for music genre classification, a study by Sturm [11] shows that
10.8% of the data is mislabeled. However, the evidence is based on musicological indications
of genres, and how songs have been labelled by last.fm* users. Once again, partly based on
the subjectivity of the consumers.

Overall, the complexity and subjective factors of genre classification show that we have
trained models that classify genres based on generalized features. Therefore, a higher ac-
curacy would not necessarily translate into a better model. Such a model might just be
overfitted or biased to the dataset.

https://www.musicgenreslist.com
“https://www.last.fm

19



8 Future Work

Future work might include expanding the methodologies trying a text-based classification
which includes the lyrics of songs. The method of using the lyrics in the learning process
may yield different results such as being able to differentiate between the different song gen-
res. As discovered, some song genres are difficult to differentiate from one another because
of how similar they are in song features (melody, pitch, etc.). However, a songs lyrics may
differ more compared to song feature, making it possible to differentiate the genres that
were difficult with the methodologies the used in this work.

As mentioned in the discussion, the study by Sturm [11] stated that roughly 10% of the data
in the GTZAN data set were mislabeled, however, this were most likely due to a subjective
labeling. It would still be interesting to know how the methodologies used in this work
would fare and react against other data sets.

Finally, incorporating both methodologies into a single classification might increase the re-
sults even more. Instead of only analyzing and learning a songs features or spectrograms,
having both in a single system may help in differentiating the genres that were difficult to
differentiating with only one of the classifications. Also by including a text-based classifi-
cation may even yield the ability to classify sub-genres lie pop-rock, J-pop, K-pop, etc.
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9 Contributions

In the start, every member contributed to the project by reading research papers and articles
on different projects in order to give us an idea on what we wanted to do. When the project
was defined, the members did research on classification methods which could suit the project
and data sets we would use. The work in this project was then divided up in two groups,
with 3 persons in each group, one which did image-based classification and one which did
feature-based classification. We worked closely together by having frequent zoom meetings,
using a lot of Mob programming sessions.

9.1 Daniel Hu

Worked on the Image-based Classification. Worked mostly together with Drinas in the
preprocessing of the GTZAN data. He focused mainly on generating the mel spectograms.
It also included implementing a checkpoint function as the generation of spectograms were
extremely slow, which made Google Colab time-out.

For the report Daniel focused on section 4.2 and 4.4 in the method which mainly included
the CNN model. He also wrote the section 8 future work.

9.2 David Angstrom

Worked on the feature-based classification. Started up by writing code for reading in the
data set into Colab. Worked on the KNN implementation together with Lisa and Olivia,
Worked on optimizing the the KNN and SVM classification methods to get higher accuracy
values. Worked on feature importance together with Lisa. Focused on delimitations, SVM,
PCA and Feature Importance in the report.

9.3 Drinas Kastrati

Worked on the Image-based Classification. Worked mainly together with Daniel on the
preprocessing part of the implementation. His main responsibility was to split all the 30s
songs into 3s segments and create the folder structure to hold all the labelled songs. He
was also responsible for gathering the results from the training and evaluation. Drinas also
helped Emil with the training of the model as we tried different architectures.

For the report, Drinas focused on section 4.3 Evaluation and collecting and writing the
section 6. Results for the Image-based Classification.

9.4 Emil Brakenhielm

Worked on the Image-based Classification. While most of the work was done together, Emil
had the main responsibility of building the CNN architecture, implementing the callbacks
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(checkpoint and early stopping) and training the CNN.

In the report he worked with section 2. Dataset, 4. Method 2 introduction followed by
section 4.1 with its subsections. For the discussion he wrote the Image-based Classification
as well as the general discussion 7.3.

9.5 Lisa Spahn Lundgren

Worked on the feature-based classification. Started working with Olivia to analyse and
preprocess the data set, and dividing it up into training and testing sets. Worked on imple-
menting the KNN, together with Olivia and David. Worked on feature importance together
with David. Implemented a lot of the visualizations of the different results, in particular
the feature histograms. As for the report, wrote parts of the method and the results for
feature-based classification, and wrote the discussion for feature-based classification.

9.6 Olivia Shamon

Worked on the feature-based classification. Started up working with Lisa by analysing and
preprocessing the data set, and dividing it up into training and testing data. Worked on
implementing the KNN togther with Lisa and David. Implemented the SVM model which
then later was optimized by David. As for the report, defined the basic structure in overleaf,
wrote the introduction section for the report and also was part of writing the method for
feature based classification.
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