
Sentiment Analysis of Steam 
Reviews
G12



What have we done?



Comparative Study of Sentiment Analysis of Steam 
Reviews
- RNN model and BERT model
- Compare performance and accuracy of sentiment analysis on game 

reviews from the platform Steam
- Both models trained on a subset of 50,000 reviews randomly selected 

from a larger dataset of Steam reviews
- Equal number of positive and negative reviews



Why choose this project?



Why Choose to Compare Performance on Steam 
Reviews?
- Steam reviews are different from normal reviews found on for 

example IMDB
- Steam reviews often contain humor, sarcasm and community specific 

language while mostly being short
- Interesting to see if the complexity of BERT better learns the 

characteristics of the reviews, compared to a simpler model 



Currently developed game on Steam



Examples of Steam reviews



Examples of Steam reviews



Scientific information



Scientific Information Used For the Project

- BERT paper (Devlin et al., 2019)
- Planned on using CBOW paper (Liu, 2020), but decided on RNN as 

our second model.
- Analysed previous comparative studies on sentiment analysis to find:

- Feasible models to work with
- Inspiration on how to compare these (ex. metrics, differing sizes 

of datasets)



Results



BERT

● 50k Reviews
● 5 Epochs
● Home PC with GPU
● 1h+ Time
● Training Accuracy ~43%
● Validation Accuracy ~38-40%



Recurrent Neural Network - RNN

● 50k Reviews
● Google Collab, ~8 min
● Training Accuracy ~95%
● Validation Accuracy ~83%
● Same or better for 10k, 25k
● More Epochs ->
● Val. Acc Same



RNN Review Examples

● Real Steam Reviews
● 1.0 -> 100% Positive
● 0.0 -> 100% Negative
● Confidence Variation
● False Positives



RNN Testing

● Testing own reviews
● Easily Fooled



More RNN Testing

● Small input changes -> 
● Large Difference in sentiment



Conclusions



Our Conclusions From the Project

- BERT model performed worse than expected while RNN model 
performed very well

- Hardware limitations contributed to the BERT model not being 
trained on enough data

- RNN models might be better for certain cases when data or hardware 
is limited 


