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General instructions

• Please use a new sheet for each assignment. Number all your sheets, and mark each sheet on top with

your exam ID number and the course code.

• You may answer in either English or Swedish.

• Write clearly. Unreadable text will be ignored.

• Be precise in your statements. Unprecise formulations may lead to a reduction of points.

• Motivate clearly all statements and reasoning.

• Explain calculations and solution procedures.

• The assignments are not ordered according to di�culty.



Note: In the case of questions regarding the assignments 3 to 4, please contact Henrik Brandén in

the �rst hand; for questions regarding the other assignments, contact Christoph Kessler in the �rst

hand.

1. (6 p.) Performance tools and analysis

(a) (2 p.) Describe performance analysis through tracing. (1p)

What are the advantages and disadvantages of the approach, in comparison to alternative
techniques for performance data collection? (1p)

(b) (1p) Modern tool-suites for performance analysis of parallel programs consist of a collec-
tion of several kinds of tools. Give four di�erent kinds of such tools. (I.e., no concrete

tool names, but a short term saying what each kind of tool does.)

(c) (1p) There exist several possible causes for speedup anomalies in the performance behav-
ior of parallel programs. Name and explain one of them.

(d) (2 p.) (i) Derive Amdahl's law and (ii) give its interpretation.
(Note: a picture is nice but not a proof; a calculation is expected for the derivation of

Amdahl's Law.)

2. (4 p.) Parallel program design methodology

Foster's design methodology consists of four stages. Name and explain them. Give details
about their goals. What are the important properties of the result of each stage? Be thorough!

3. (6 p.) A matrix-vector multiplication y = Ax, where A is n × n, is to be computed using
message passing on a distributed memory machine with p processors, organized as a ring. The
matrix A has been partitioned column-block-wise in blocks Ai of size n × (n/p) and vector x
in blocks Xi of size n/p × 1 respectively,

A =
(

A1 A2 · · · Ap

)
, x =


X1

X2
...

Xp

 ,

and distributed in such a way that processor i has Ai and Xi.

(a) Propose a suitable algorithm for computing y. (2p)

(b) Show that the execution time of this algorithm is roughly

Tp =
2n2

p
γ + p

(
α +

n

p
β

)
where α is the latency, β−1 is the data transfer speed, and γ is the time of one arithmetic
operation. (2p)

(c) Assuming n = p, what is the e�ciency of this algorithm? (2p)

4. (9 p.) Consider the following column version of the LU factorization algorithm

do k=1,n-1

a(k+1:n,k) = a(k+1:n,k)/a(k,k)

do j=k+1

a(k+1:n,j) = a(k+1:n,j) - a(k,j)*a(k+1:n,k)

end do

end do
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(a) Describe a parallel version of the algorithm, including the partitioning and distribution
of data, for a distributed memory machine using data parallel programming. (3p)

(b) The following is an OpenMP parallization of the algorithm for a shared memory machine.

do k=1,n-1

a(k+1:n,k) = a(k+1:n,k)/a(k,k)

!$omp parallel do schedule (static)

do j=k+1,n

a(k+1:n,j) = a(k+1:n,j)-a(k,j)*a(k+1:n,k)

end do

!$omp end parallel do

end do

Explain the algorithm, including the partitioning of data. (3p)

(c) What kind of modi�cation of the column LU algorithm and what kind of partitioning
and distribution of data are required in order to get a scalable algorithm when using
message passing on a distributed memory machine? (3p)

5. (5.5 p.) MPI

(a) (4 p.) The MPI_Barrier operation is a collective communication operation with the
following signature:

int MPI_Barrier ( MPI_Comm comm );

where the current communicator is passed as comm.

Once called, the function does not return control to the caller before all p MPI processes
belonging to the process group of communicator comm have called MPI_Barrier (with
this communicator).

i. Write an implementation of MPI_Barrier using only MPI_Send and MPI_Recv oper-
ations. Use C, Fortran, or equivalent pseudocode (explain your language constructs
if you are not sure about the right syntax). Explain your code. (2p)
(Note: There exist several possibilities. An algorithm that is both time-optimal and
work-optimal for large p gives a 1p bonus, provided that the analysis is correct and

the optimality is properly motivated.)

ii. Show how your code behaves over time by drawing a processor-time diagram for
p = 8 showing when messages are sent from which source to which destination, and
what they contain. (0.5p)

iii. Analyze asymptotically the (worst-case) parallel execution time, the parallel work

and the parallel cost of your implementation (for arbitrary values of p) as a function
in p. You may use the delay model or the LogP model for this purpose (state which
model you use). If you need to make further assumptions, state them clearly. (1.5p)
Hint: Communication contributes to the work done by a parallel algorithm.

(b) (1.5 p.) Explain the principle of one-sided communication in MPI-2.

6. (5 p.) OpenMP

(a) (3.5 p.) What scheduling methods (3) for parallel loops are de�ned in the OpenMP
standard? Explain each of them brie�y. When should they be used? How does the user
setting for the chunk size a�ect the (expected) performance of the dynamic methods?
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(b) What is the purpose of the reduction clause in OpenMP parallel loops? Be thorough!
(1.5p)

7. (4.5 p.) Parallel computer architecture

(a) Explain the write-invalidate protocol used to achieve sequential consistency in a cache-
based shared-memory system with a bus as interconnection network. (1.5p)

(b) (2 p.) What is `false sharing'? In what kind of parallel computers and in what situations
does it occur, and how does it a�ect performance? Suggest one possible way how the
problem could be reduced.

(c) (1p) Give an example of an interconnection network topology (name and sketch) where
the node degree grows logarithmically in the number of nodes.
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