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AI



• AI will impact all aspects of society

• AI and Human

• Scale and Speed

• Competence and Capability

• Those that effectively use AI will outcompete
those that don’t



Generated by Dall-E from “photorealistic image of a self-driving car”



Who can go first ? 

A. The red car

https://www.theorie-blokken.be/nl/gratis-proefexamen

B. The blue van

C. The white car

DATA = Scenes/Videos

KNOWLEDGE = Rules of traffic

you do not want to learn the rules of traffic

rules of traffic should be enforced / guaranteed 

https://www.theorie-blokken.be/nl/gratis-proefexamen


Gartner’s Hype Cycle in AI

Neurosymbolic AI (NeSy) as the answer

the most promising approach to a broad AI

(Hochreiter)

the third wave in AI  (Garcez and Lamb)

Key message

and challenge for AI

Exploit both DATA and KNOWLEDGE

both Learning and Resaoning



https://www.oneusefulthing.org/p/centaurs-and-cyborg´+s-on-the-jagged

HBS Working Paper 24-013 “Navigating the Jagged Technological Frontier: 

Field Experimental Evidence of the Effects of AI on Knowledge Worker 

Productivity and Quality” by F. Dell'Acqua et al.

• 12% more tasks finished

• 25% quicker completion

• 40% higher quality

https://www.oneusefulthing.org/p/centaurs-and-cyborgs-on-the-jagged


E. Brynjolfsson: Turing Trap, Stanford 2023

Tasks that 
humans can do

Human tasks 
that machines 
can automate

New tasks that 
humans can do with 
the help of machine
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•https://www.ida.liu.se/~TDDC17/
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https://arxiv.org/abs/0706.3639




• Artificial intelligence (AI) is about understanding intelligence well enough 
to be able implement corresponding capabilities in machines. 

• Simplified, AI is about getting computers to do things that previously only 
people could do.

• A consequence is that what counts as AI is always pushed forward. 
Examples of AI technologies that today are everyday technology are search 
engines and recommendation systems.

• An intriguing question is whether AI systems can be more intelligent than 
people.



• Classify, e.g. recognize objects.

• Predict, e.g. estimate what will likely happen.

• Create, e.g. images from text.

• Act, e.g. control a robot.
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“Weak human + machine + superior process was greater than a strong computer 
and, remarkably, greater than a strong human + machine with inferior process.”

Garry Kasparov

< <







https://www.youtube.com/watch?v=P18EdAKuC1U

https://www.youtube.com/watch?v=P18EdAKuC1U




https://openai.com/dall-e-2/

https://openai.com/dall-e-2/




Katz, D., Bommarito, M., Gao, S. and Arredondo, P. GPT-4 Passes the Bar 
Exam (March 15, 2023). https://ssrn.com/abstract=4389233

https://lifearchitect.ai/chatgpt/

https://ssrn.com/abstract=4389233
https://lifearchitect.ai/chatgpt/


https://www.youtube.com/watch?v=tF4DML7FIWk

https://www.youtube.com/watch?v=tF4DML7FIWk


https://www.youtube.com/watch?v=6Zbhvaac68Y

https://www.youtube.com/watch?v=6Zbhvaac68Y




https://www.figure.ai/

https://www.figure.ai/


A stylish woman walks down a Tokyo street filled with warm glowing neon and animated city signage. She wears a 
black leather jacket, a long red dress, and black boots, and carries a black purse. She wears sunglasses and red 
lipstick. She walks confidently and casually. The street is damp and reflective, creating a mirror effect of the colorful 
lights. Many pedestrians walk about.
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AI Technology areas

• Perception

• Learning

• Knowledge representation 
and reasoning

• Planning and 
decision making

• Control
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• Must first specify the setting for intelligent agent design

• Consider, e.g., the task of designing an automated taxi driver:
• Performance measure: Safe, fast, legal, comfortable trip, maximize profits

• Environment: Roads, other traffic, pedestrians, customers

• Actuators: Steering wheel, accelerator, brake, signal, horn

• Sensors: Cameras, sonar, speedometer, GPS, odometer, engine sensors, keyboard



• Fully observable vs. Partially observable

–An agent’s sensory apparatus provides it with
the complete state of the environment

• Deterministic vs. Stochastic

–The next state of the environment is 
completely determined by the current state 
and the actions selected by the agents.

• Static vs. Dynamic

–The environment remains unchanged while
the agent is deliberating.

• Discrete vs Continuous

–There are a limited number of distinct, clearly 
defined percepts and actions.

–States and time can be discrete or continuous.

• Episodic vs. Sequential

–The agent’s experience is divided into episodes 
such as ”perceiving and acting”. The quality of 
the action chosen is only dependent on the
current episode (no prediction).

• Single Agent vs. Multi-agent

–The environment contains one or more agents
acting cooperatively or competitively.





procedure RUN-ENVIRONMENT(state, UPDATE-FN, agents, termination)

inputs: state, the initial state of the environment
UPDATE-FN, function to modify the environment

agents, a set of agents

termination, a predicate to test when we are done

repeat

for each agent in agents do

Percept[agent]  Get-Percept(agent, state)

end

for each agent in agents do

ACTION[agent]  PROGRAM[agent](PERCEPT[agent])
end

state  UPDATE-FN(actions, agents, state)

until termination(state)
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Free/obstructed Cells



If the robot can not move in a requested direction

the action has no effect
Possible path to X: east, 

east, east, south, south



Number of atoms

in the universe:

1078 - 1082





Stimuli Percepts











Reflex agent with internal state:

• Limited internal state (implies memory)

• Environmental state at t+1 is a function of:

• the sensory input at t+1

• the action taken at time t

• the previous environmental state at t

State Machine Agent









Can use the world model to derive “hidden state”





Founded iRobot



Agents with Purpose!

Planning and Reasoning 

Agents

Major part of the course:

• Search

• Knowledge Representation & 

Reasoning

• Planning

Goal-based Agents:

• Rich internal state

• Can anticipate the effects of their actions

• Take those actions expected to lead toward

achievement of goals

• Capable of reasoning and deducing

properties of the world



Decision Theory

+

Probabilities

Maximizing Expected

Utility of an action

Internalization of 

Performance measure



Learning Agent:

• Has the ability to modify behavior for the 

better based on experience.

• It can learn new behaviors via 

exploration of new experiencesPreviously the

entire agent

• Bayesian Learning

• Clustering

• Classification

• Reinforcement Learning

• NN/ Deep learning



Search

Game-playing

Hidden Markov Models

Markov Decision Processes

Constraint Satisfaction

Propositional Logic

Automated Planning

Bayesian Networks

Machine Learning

Relational Databases

1st-Order Logic

1st-Order Probability Models

Machine Learning

Increasing Expressivity
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Task Specification Trees

Planning

High-level

Low-level

Signals

Symbols

Mission-Specific
User Interfaces

Delegation Resource Reasoning

Platform Server

Hierarchical Concurrent State Machines

FCL PPCL

fly-to scan-area surveil …

High-level
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P. Doherty, J. Kvarnström, M. Wzorek, P. Rudol, F. Heintz and G. Conte. 2014.
HDRC3 - A Distributed Hybrid Deliberative/Reactive Architecture for Unmanned Aircraft Systems.
In K. Valavanis, G. Vachtsevanos, editors, Handbook of Unmanned Aerial Vehicles, pages 849–952.





CONSTRAINTS
(CSPs, CP, OR)

NEURAL

PROBABILITY

LOGIC

EMBEDDINGS

Goals :

• understand how to integrate these paradigms 

• integrate the involved communities 

• Covers five core different communities including

• Deep & Probabilistic Learning

• Neuro-Symbolic Computation (NeSy) 

• Statistical Relational AI (StarAI) 

• Constraint Programming & Machine Learning

• Knowledge graphs for reasoning

• And apply … in e.g. computer vision



Gartner’s Hype Cycle in AI

Neurosymbolic AI (NeSy) as the answer

the most promising approach to a broad AI

(Hochreiter)

the third wave in AI  (Garcez and Lamb)

Key message

and challenge for AI

Exploit both DATA and KNOWLEDGE

both Learning and Resaoning





All humans are mortal

Socrates is a human

_______________

Socrates is mortal

What is a good argument?

Deduction

Mortal

Man

Socrates

Major Premise

Minor Premise

Deductive Conclusion

Socrates

Plato

Aristotle



• A universal artificial mathematical language

• All human knowledge could be represented 

in this language

• Calculational rules would reveal all logical 

relationships among these propositions

• Machines would be capable of carrying 

out such calculations

Calculus Ratiocinator

Let us Calculate!
Addition

Subtraction

Multiplication

Square root extraction

Binary Arithmetic



Precursors to Robotics

1772

Natural Laws are capable of producing complex behavior

Perhaps these laws govern human behavior?



Turned “Logic” into Algebra
Classes and terms (thoughts) could be manipulated 

using algebraic rules resulting in valid inferences

Logical deduction could

be developed as a branch

of mathematics

Subsumed Aristotle’s syllogisms

In essence Leibniz’

calculus rationator (lite)

Boolean Logic



The 1st fully developed system of logic 

encompassing all of the deductive

reasoning in ordinary mathematics.

•1st example of formal artificial 

language with formal syntax

• logical inference as purely mechanical 

operations (rules of inference)

Begriffsschrift  “Concept Script”

Intention was to show that all of mathematics 

could be based on logic! (Logicism)



Frege’s arithmetic made use of sets of 

sets in the definition of number

Russell showed that use of sets of sets 

can lead to contradiction

Ergo...the entire development of Frege 

was inconsistent!

•Extraordinary set: It is member of itself

• Ordinary set: It is not a member of itself

Take the set E of ordinary sets

Is E ordinary or extraordinary?

It must be one, 

but it is neither.

A contradiction! 

0 = {}, 1 = {0} = {{}}, 

2 = {0,1} = {{},{{}}}, 3 = {0,1,2} = {{},{{}},{{},{{}}}}

defined recursively by 0 = {} (the empty set) 

and n + 1 = n ∪ {n}



An attempt to derive all mathematical truths 

from a well-defined set of axioms and 

inference rules in symbolic logic.

Principia Mathematica (Russell & Whitehead)

Dealt with the set-theoretical paradoxes in Frege’s work

through a theory of types

Logicism

http://en.wikipedia.org/wiki/Axiom
http://en.wikipedia.org/wiki/Inference_rule
http://en.wikipedia.org/wiki/Mathematical_logic


23rd Problem: Does there exist an algorithm that can 

determine the truth or falsity of any logical proposition in a 

system of logic that is powerful enough to represent the 

natural numbers? (Entscheidungsproblem)

2nd Problem: Establish the consistency of the 

axioms for the arithmetic of real numbers

1st Problem:  Decide the truth of Cantor’s 

Continum Hypothesis

24 problems

for the

20th century



Logic from the inside

Formal axiomatic 

theories

Peano Arithmetic

Logic from the 

outside

Metamathematics

Proof Theory

Consistency

Completeness

Decidability, etc

Business as usual

Only use Finitist Methods

Is 1st-order logic complete?

Is PA complete?



Inference

Proof Theory

Entailment

Model Theory

SemanticsSyntax

Soundness

Completeness

Consistency

Can not infer both   and its negation

Δ ⊢ 𝜔 Δ ⊧ 𝜔

Not too strong

Strong enough

Correct



Showed the completeness

of 1st-order logic in his PhD Thesis

The logic of PM 

(and consequently PA) 

is incomplete 

There are true 

sentences not 

provable within the 

logical system

As a consequence, the 

consistency of the 

mathematics of the real 

numbers can not be 

proven within any 

system as strong as PA

Develop metamathematics inside 

a formal logical system by encoding 

propositions as numbers

Hilbert’s 2nd Problem



U is a proposition that states that 

“U is not provable in PM”.

Assume: Anything provable in PM is True

1. U is true: Suppose U were false. Then what it says

would be false. So U would have to be provable,

and therefore True (assumption). This contradicts the supposition

that U is false.

2. U is not provable in PM: Since U is true, what it says

must be true.

3. The negation of U is not provable in PM: Because U

is true, its negation (that U is provable) must be false, and therefore 

the negation of U is not provable in PM.

U is a true (from the outside [1]) proposition, 

but an undecidable (from the inside [2,3]) proposition.

Self-referential:



Turing wanted to disprove the 23rd problem

23rd Problem: Does there exist an algorithm that can determine the truth 

or falsity of any logical proposition in a system of logic that is powerful 

enough to represent the natural numbers? (Entscheidungsproblem)

To do this, he had to come up with a formal 

characterization of the generic process underlying 

the computation of an algorithm

He then showed that there were functions that were not 

effectively computable including the Entscheidungsproblem!

As  a byproduct he found a mathematical 

model of an all-purpose computing machine!

And… He also showed it limitations!



• finite  alphabet of symbols

• finite set of states

• infinite tape marked off with squares

each of which is capable of carrying a 

single symbol

• mobile sensing-and-writing head

that can travel along the tape one 

square at a time

• state-transition diagram containing 

the instructions that cause changes to 

take place at each step

Claim: Any effective computation

could be described as a Turing machine



Halting Problem

There is no effective algorithm that, given an arbitrary program 

and arbitrary input can determine if the program will halt on the input



Formal mathematical 

abstraction of a 

general computing 

device

Turing’s Ace Computer

Interpreter for Turing Machines

Functional Programming: Python, LISP



Turing machines are capable of solving any effectively solvable 

algorithmic problem! Put differently, any algorithmic problem for which we 

can find an algorithm that can be  programmed in some programming 

language, any language, running on some computer, any computer, even 

one that has not yet been built, and even one requiring unbounded 

amounts of time and memory space for ever larger inputs, is also solvable 

by a Turing machine!

Partial Recursive Functions: Gödel,Kleene

Lambda Calculus: Church

Post Production Systems: Post

Turing Machines: Turing

Unlimited Register Machines: Cutland Turing 

Machine

Scheme =

LISP=

Java=

Pascal=

= C++

= JavaScript

= Ruby



Turing focused on the human mechanical calculability on symbolic 

configurations. Consequently he imposed certain boundedness and 

locality conditions on Turing machines.

Turing did not show that mental procedures cannot go

beyond mechanical procedures,

Turing did intend to show that the  precise concept of 

Turing computability is intended to capture the mechanical

processes that can be carried out by human beings.

BUT



How can mind arise from nonMind?

Mind as Machine Mind Beyond Machine

Materialism Idealism

• Brain is physical (10’s-100’s billions of 

neurons) 

• Neurons are biochemical machines

• In theory, one can make man-made machines 

which mimic the brains physical operations

• Intellectual capacities can be replicated

• Certain aspects of human thought and 

existence can not be understood as 

mechanical processes:

Consciousness Emotion

Feelings

Free

Will

Synthetic brain comes a step closer 

with creation of artificial synapse (IBM)
The circuit itself consists of highly-aligned carbon nanotubes that are 

grown on a quartz wafer, then transferred to a silicon substrate. It mimics 

an actual synapse insofar as the waveforms that are sent to it, and then 

successfully output from it, resemble biological waveforms in shape, 

relative amplitudes and durations.



Gödel raised the question of whether the human mind 

was in all essentials equivalent to a computer (1951)

Without answering the question, he claimed both answers

would be opposed to materialistic philosophy.

Yes No

Incompleteness result shows that there 

are absolutely undecidable propositions 

about numbers that can never be 

proved by human beings

But this would also require a 

measure of idealistic philosophy 

just to make sense of a statement 

that assumes the objective 

existence of natural numbers with 

properties beyond those that  a 

human being can ascertain.

If the human mind is not 

reducible to  mechanism 

whereas the physical brain 

is reducible, it would follow 

that mind transcends 

physical reality, which is 

incompatible with 

materialism

Gödel swayed towards “No” in later life.



Computing Machinery and Intelligence - A. Turing (1953)

I propose to consider the question,

“Can machines think?”

Since the meaning of both “machine” and “think” is 

ambiguous, Turing replaces the question by another.

Turing introduces a game called the “Imitation Game”



A B

Man Woman

X Y

I

Interrogator

Goal: Determine which of the two is 

a man and which is a woman

A tries to make I make the wrong ID

B tries to make I make the right ID

What will happen when the machine

takes the part of A in this game?

Will the interrogator decide

wrongly as often when the game 

is played like this as when the game 

is played between a man and a 

woman?

Goal: Determine which of the two is 

a machine and which is a human

A tries to make I make the wrong ID

B tries to make I make the right ID



A Winograd schema is a pair of sentences that differ in only one or two words and that 

contain an ambiguity that is resolved in opposite ways in the two sentences and requires 

the use of world knowledge and reasoning for its resolution. 

The city councilmen refused the demonstrators a permit 

because they [feared] violence. 

The city councilmen refused the demonstrators a 

permit because they [advocated] violence. 

Commonsense Informatic Situation



www.ida.liu.se/~TDDC17
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