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- Language and image recognition
Al Development Is Fast capabilities of Al systems
have improved rapidly

Test scores of the Al relative to human performance

+20
Al systems perform better than
the humans who did these tests
O <— Human performance, as the
benchmark, is set to zero.
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The capability of each Al system is normalized to an initial performance of -100.

Source:
Kiela et al. (2021) Dynabench: Rethinking Benchmarking in NLP il
OurWorldInData.org/artificial-intelligence e CC BY
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Al will impact all aspects of society
Al and Human

-\

Scale and Speed
) ng pé‘téfr’ié?}&‘nﬁd Capability
Those that effectively use Al will outcompete

__ thosethatdon’t
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H“:@%@'&% Generated by Dall-E from “photorealistic image of a self-driving car”
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Real-life Problems Involve Perception and Reasoning

Who can go first ?
A. The red car

B. The blue van

C. The white car

DATA = Scenes/Videos

KNOWLEDGE = Rules of traffic

https://www.theorie-blokken.be/nl/gratis-proefexamen

you do not want to learn the rules of traffic
rules of traffic should be enforced / guaranteed

LINKOPING
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Neurosymbolic Al - Integrate Learning and Reasoning

Key message
and challenge for Al

Exploit both DATA and KNOWLEDGE

both Learning and Resaoning

Neurosymbolic Al (NeSy) as the answer

the most promising approach to a broad Al
(Hochreiter)

the third wave in Al (Garcez and Lamb)

Expectations

Smart Robots Generative Al
Responsible Al
Meuromorphic Computing
Prompt Engineering

Artificial General Intelligence
Decigion Intelligence

Al TRiSM

Operational Al Systems
Composite Al

Data-Centric Al
Computer

Data Labeling

and Annotation

EdgeAl
Al Engineering ( B0

Al Simulation

Causal Al

Neuro-Symbolic Al .

Multiagent Systems

Cloud Al
Services

Knowledge Graphs

Intelligent Applications

Autonomous Vehicles
Al Maker and Teaching Kits

First-Principles Al
Automatic Systems

Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity

-
Time
Plateau will be reached:

A more than 10 years (%) obsolete before plateau As of July 2023

@ 5to10years

Gartner’s Hype Cycle in Al

() less than 2 years @ 2to5years
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II.“ UNIVERSITY



TDDC17 - HT24 - Fredrik Heintz - LE1 Introduction to Al (based on slides by Patrick Doherty) 2024-09-03 7

Al and |
Future of Work .

. Quality

improvement:
M—.—‘-.

fromjusing Al

05
=
* 12% more tasks finished § 0.4
- 25% quicker completion 03
. ] Did not Used Al
40% higher quality . N
0.1

https://www.oneusefulthing.org/p/centaurs-and-cyborg” +s-on-the-jagged 0.0

HBS Working Paper 24-013 “Navigating the Jagged Technological Frontier: 1 2 3 4 5 6 7
Field Experimental Evidence of the Effects of Al on Knowledge Worker Quality
Productivity and Quality” by F. Dell'Acqua et al. Distribution of output quality across all the tasks. The blue group did not use AI, the
green and red groups used Al the red group got some additional training on how to
use AL
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The Turing Trap - Brynjolfsson

Tasks that Human tasks New tasks that
humans can do that machines humans can do with “A common fallacy is to assume
can automate the help of machine that all or most productivity-

enhancing innovations
belong in the first category:

automation. However, the
second category, augmentation,
has been far more important
throughout most of the past
two centuries.”

H“ﬁ%‘sﬂ% E. Brynjolfsson: Turing Trap, Stanford 2023
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Course Content

« 17 Lectures
« (1) Introduction to Al [Heintz]
(2,3,4) Search [Heintz x2, Gnad]
(5,6,7) Machine Learning [Heintz]
(8,9,10) Knowledge Representation [Seipp]
(11) Bayesian Networks [Seipp]
(12,13,14) Planning [Seipp]
(15,16) Perception and Robotics [Rudol, Wzorek]
(17) Course Summary/ Discussion [Heintz]

2024-09-03 9

- 6Labs
- Intelligent Agents
 Search
« Machine Learning/DL
 Bayesian Networks
« Machine Learning/RL
 Planning

- Reading
 Russell/Norvig Book (4th Ed, Global)
« Additional Articles (2]

« Examination
« Computerized Written Exam
« Completion of Labs

LINKOPING
UNIVERSITY
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Course Book

Russell SArtificial Intelligence
Norvig A Modern Approach
P Fourtf Edition

Much more up-to-date than 3rd edition
New Chapters

3rd Edition Free copy on the web
(Not recommended)

LINKOPING
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Artificial Intelligence - What is it? - Definitions

"Artificial Intelligence is the “Artificial intelligence (Al] refers to
science and engineering systems that display intelligent
of making intelligent behaviour by analysing their
machines, especially environment and taking actions -
intelligent computer with some degree of autonomy -
programs.” to achieve specific goals.”

- John McCarthy, Stanford - EU Communication 25 April 2018

“the scientific understanding of the mechanisms underlying thought
and intelligent behavior and their embodiment in machines.”
- AAA|

LINKOPING
II.“ UNIVERSITY
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What is Intelligence?

* Legg and Hutter made a survey of 71 different definitions of intelligence in 2007.
« Commonly occurring features:

* |S 0 property that an individual agent has as it interacts with its environment
or environments.

* |S related to the agent’s ability to succeed or profit with respect to some godl
or objective.

« Depends on how able the agent is to adapt to different objectives and
environments

« Based on this, they came up with: “Intelligence measures an agent’s ability to
achieve goals in a wide range of environments.”

LINKOPING https://arxiv.org/abs/0706.3639
UNIVERSITY
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Artificial Intelligence - Four Views

Thought Processes
Reasoning

Behavior

Empincal Sciences
Fidelity to human performance

Human-Centered

Mathematics/Engineering
|deal concept of Intelligence

Rationality-Centered

Systems that think like humans

Systems that think rationally

“The exciting new effort to make computers

think. . .machines with minds, in the full and literal
sense.” (Haugeland, 1985)

*[The automation of] activities that we associate
with human thinking. activities such as decision-
making. problem solving, learning...”(Bellman,
1978)

"The study of mental faculties through the use of
computational models.” (Charniak and McDermott,

1985)

"The study of computations that make it possible to
perceive, reason, and act.” (Winston, 1992)

Systems that act like humans

Systems that act rationally

*The art of creating machines that perform
functions that require intelligence when performed
by people.” (Kurzweil, 1990)

“The study of how to make computers do things at
which, at the moment, people are better.” (Rich and
Knight, 1991)

"Computational Intelligence is the study of the
design of intelligent agents.” (Poole et al., 1998)

"Al . .. Is concerned with intelligent behavior in
artifacts.” (Nilsson, 1998)

2024-09-03

13
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What is Al?

« Artificial intelligence (AI) is about understanding intelligence well enough
to be able implement corresponding capabilities in machines.

« Simplified, Al is about getting computers to do things that previously only
people could do.

A consequence is that what counts as Al is always pushed forward.
Examples of Al technologies that today are everyday technology are search
engines and recommendation systems.

 An intriguing question is whether Al systems can be more intelligent than
people.

LINKOPING
II.“ UNIVERSITY
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What Can Al Do?

Classify, e.g. recognize objects.

Predict, e.g. estimate what will likely happen.

Create, e.g. images from text.

Act, e.g. control a robot.

LINKOPING
II.“ UNIVERSITY
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What is Al? Agent Paradigm

 An agent’s behavior can be /Agem

described formally as an S -

agent function which maps

any percept sequence to an

action %n
- AN agent program Y 3

implements an agent ] 3

function =
« Agents interact with the l

environment through sensors Actions

and actuators ¢ s e

LINKOPING
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Different Views on Al

« Artificial Narrow Intelligence (Weak Al)
 Althat specializes in one area

« Artificial General Intelligence (Strong Al)
« Smart as a human across the board
« Human-level intelligence with common sense

o Artificial Super Intelligence
 Althat surpasses humans

* In his 2014 book Superintelligence: Paths, Dangers, Strategies, Bostrom reasoned
that "the creation of a superintelligent being represents a possible means to the
extinction of mankind". Bostrom argues that a computer with near human-level
general intellectual ability could initiate an intelligence explosion on a digital time
scale with the resultant rapid creation of something so powerful that it might
deliberately or accidentally destroy humankind.

17
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Errors in diagnosing cancer in

AI (]nd Humqn lymph node cells

Al only Human only Al + Human

“Weak human + machine + superior process was greater than a strong computer
and, remarkably, greater than a strong human + machine with inferior process.”

Garry Kasparov

LINKOPING
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Some State-of-the-art Achievements in Artificial
Intelligence Research

LINKOPING
II.“ UNIVERSITY
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Historically: Al and Robotics

Artificial Intelligence Traditional Robotics
“Brains without Bodies” “"Bodies without Brains”

‘.

$24 OOOI [377 147I |$21 600|

Wutson IBM

Yumi - ABB
THE ULTIMATE GO CHALLENGE
GAMES50F 5

15 MARCH 2016

AIphaGo Lee Sedol

Won 4 of 5 Won 1 of 5

RESULT NUMBER TIME TIME
OF MOVES WHITE BLACK

DD -

AlphaGo - Google DeepMind BlgDog Boston Dynamlcs
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IBM Watson

II “ LINKOPING https://www.youtube.com/watch?v=P18EdAKuCiU
@Y UNIVERSITY : -
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Google DeepMind AlphaGo

. Qe 90,
D Googe il #0: Google DeepMind {03 AlphaGo

“0+ AlphaGo

Challenge Match

8- 15 March 2016

First computer Go program to
beat a human professional

o, [ io, Kosem, Go player without handicaps on
R T a full-sized 19x19 board

2024-09-03

Monte-Carlo Tree search
Deep Learning
Extensive training using
both human, computer

play

22
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DALL-E

“Teddy bears mixing sparkling chemicals as mad scientists in
a ‘steampunk’ style.”

II “LINKODING https://openai.com/dall-e-2/
oW UNIVERSITY o ' /
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DALL-E
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II “ LINKOPING Teddy bears mixing sparkling chemicals as mad scientists in
&Y UNIVERSITY a ‘steampunk’ style”
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ChatGPT

Writing Assistance

Technical writing assistance
Creative writing assistance
General editing

Message and document completion
Programming assistance

LLM
Applic-
ations

Customer support
Machine translation
Automation
Business software
Diagnosis and advice

Information retrieval

» Searchengine

« Conversationalrecommendation
« Document summarisation

+ Textinterpretation

Personal Use
Productivity
Emotional support
Personal advise
Question answering
Education
Brainstorming

Correct Rate

2024-09-03 25

Progression of GPT Models on the MBE

Average MBE
Passing Range

Q12019

Q42022

Q12023

GPT-2 ada
0

01

OpenAl

Jan/2022

babbage curie davinci GPT-3.5 ChatGPT GPT-4
001

001 001

Student Avg.
(NCBE BarNow)

I GPT<=3.5 [ GPT-4 N NCBE

ChatGPT

Nov/2022 ¢ _

2022. LifeArchitect.ai

LINKOPING
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Katz, D., Bommarito, M., Gao, S. and Arredondo, P. GPT-4 Passes the Bar
Exam (March 15, 2023). https://ssrn.com/abstract=4389233

https://lifearchitect.ai/chatgpt/
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Boston Dynamics Atlas

2024-09-03
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Boston Dynamlcs Spot

h}?‘ 15

II.“ H“K,%E'Sﬂ% https://www.youtube.com/watch?v=6Zbhvaac68Y
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AIICS UAS

YELECTED AUTONOMOUS FUNCTIONALITIES

LINKOPING UNIVERSI

™

OF LOMPUTER

r .lu-'
UNMANNED AER]

.-
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M https://www.figure.ai/
IIQ“ UNIVERSITY https://www.figure.a
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Sora

2024-09-03 30
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A stylish woman walks down a Tokyo street filled with warm glowing neon and animated city signage. She wears a

I LINKOPING black leather jacket, a long red dress, and black boots, and carries a black purse. She wears sunglasses and red
I.“ UNIVERSITY  lipsti '

lipstick. She walks confidently and casually. The street is damp and reflective, creating a mirror effect of the colorful
lights. Many pedestrians walk about.
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AI Development MOVIHQ FGSt Language and image recognition

capabilities of Al systems
have improved rapidly

Test scores of the Al relative to human performance

+20
Al systems perform better than
the humans who did these tests
O <— Human performance, as the
benchmark, is set to zero.
Al systems perform worse
=20 v
®
-40
Handwriting
., 60 recognition
o Readin
O g &
compre-
g%r:o’ -80 hension Language
S Ve, -8 under-
= 8% o0 :
e A o Speech Image standing
e -100 recognition / recognition
1 ' 1 1 1 | l 1 1 1 | 1 1 1 1 l 1 1 I
2000 2005 2010 2015 2020

1 The capability of each Al system is normalized to an initial performance of -100.

Source: |
Kiela et al. (2021) Dynabench: Rethinking Benchmarking in NLP OilqurE)/\;(t)arld
OurWorldInData.org/artificial-intelligence e CC BY
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The Intelligent Agent Paradigm

LINKOPING
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Intelligent Agents

- Anagent is anything that can be i - N
viewed as perceiving its environment e = Percepts

through sensors and acting upon that
environment through actuators.

« An agent’s behavior can be described
formally as an agent function which
Maps any percept sequence to an )
action.

JUWIUOITAUY

« An agent program implements an
agent function.

« A Rational Agent is one that does the e
right thing relative to an external \ Actuators -
performance metric

LINKOPING
II.“ UNIVERSITY
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Humans as Intelligent Agents

ngent

Human Anatomy (Male & Female)

Sensors s

Percepts

Commands

Y

Actuators

Stimuli

Actions

JULWIUOITAUH

2024-09-03
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Robots as Intelligent Agents

A

gent

:

Sensors s

Percepts

Tob view

Actuators

Stimuli

Actions

Gl

JUWIUOIIAU

2024-09-03
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Intelligent Agents

Al Technology areas

sensors

2024-09-03

36

 Perception §
Q.
[}
[ ) 1 e
- Learning o 0o 3
b+ Knowledge representation _
i . )
2 and reasoning @
S o)
o ©
= < Planning and
decision making 5
Q
()
« Control
effectors/
actuators
LINKOPING
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Rationality

» Rationality is dependent on:

« AN agent’s percept sequence; everything the agent has perceived so far

« The embedding environment; what the agent knows about its environment

« An agent’s capabilities; the actions the agent can perform.

* The external performance measure used to evaluate the agent’s performance

» |[deal Rational Agent is one that does the right thing!

For each possible percept sequence, an ideal rational agent should do
whatever action is expected to maximize its performance measure, on the basis
of the evidence provided by the percept sequence and whatever built- in
knowledge the agent has.

37
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PEAS - Performance measure,
Environment, Actuators, Sensors

« Must first specify the setting for intelligent agent design

 Consider, e.g., the task of designing an automated taxi driver:
« Performance measure: Safe, fast, legal, comfortable trip, maximize profits
- Environment: Roads, other traffic, pedestrians, customers
 Actuators: Steering wheel, accelerator, brake, signal, horn

« Sensors: Cameras, sonar, speedometer, GPS, odometer, engine sensors, keyboard
l Goal

N\

Perception —»( World Model Behavior
N~
interna [

Sensing '—< Real World Action
\

38
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Character of the Task Environment

Influences the performance measurement

« Fully observable vs. Partially observable ¢ Discrete vs Continuous

—An agent’s sensory apparatus provides it with —There are a limited number of distinct, clearly
the complete state of the environment defined percepts and actions.
—States and time can be discrete or continuous.
« Deterministic vs. Stochastic - Episodic vs. Sequential
—The next state of the environment is —The agent’s experience is divided into episodes
completely determined by the current state such as “perceiving and acting”. The quality of
and the actions selected by the agents. the action chosen is only dependent on the
current episode (no prediction).
. Static vs. Dynamic « Single Agent vs. Multi-agent
—The environment remains unchanged while —The environment contains one or more agents
the agent is deliberating. acting cooperatively or competitively.

LINKOPING
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Agent Typ

Sensors

Agent

What the world

is like now

What action I

Condition-action rules

should do now

\ Actuators

eS

JUSUWIUOITAUY

Simple reflex agent

Come

4 TS

Sensors

N

)

N *

What my actions do

Condition-action rules

Agent
N

\
How the world evolves What the world

is like now

What action 1

should do now

Actuators

JUSWUOITAUH

_

Model-based reflex agent

/

Utility-based
agent

e )

How the world evolves

~ Sensors

~
N\

What the world
is like now

Agent
N

What my actions do
Utility

What it will be like
if I do action A

How happy I will be
in such a state
What action I
should do now

Actuators

juauuIuoITAUy

Performance standard

2024-09-03
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Sensors

What the world
is like now

How the world evolves

What my actions do

What it will be like
if I do action A

What action [
should do now

Coon )

Actuators

kAgent

JUAWUOITAUH

Goal-based agent

feedback
Learning
element
learning
goals

Problem
generator

KAgent

changes

knowledge

Performance
element

Actuators

Learning
agent

JuauIuoIIAUYH
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Labs: Environment Simulator

procedure RUN-ENVIRONMENT (state, UPDATE-FN, agents, termination)

inputs: state, the initial state of the environment
UPDATE-FN, function to modify the environment

agents, a set of agents
termination, a predicate to test when we are done

repeat
for each agent in agents do
Percept[agent] € Get-Percept(agent, state)
end

for each agent in agents do

q ACTION[agent] € PROGRAM]Jagent](PERCEPT[agent])
en

state < UPDATE-FN(actions, agents, state) Act
until termination(state)

LINKOPING
II." UNIVERSITY
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Vacuum Cleaner World

Percepts - 3-element percept vector (1I's or 0’s)
 Touch sensor : checks if you bumped into something
« Photosensor: checks whether there is dirt or not
« Infrared sensor: checks for home location.

Actions - 5 actions
« Go forward, turn right by Q0 degrees, turn left by Q0 degrees, suck up dirt, turn off.

Goals - Clean up and go home

Environment -
« Varied by room shape, dirt and furniture placement
« Grid of squares with obstacles, dirt or free space

LINKOPING
II.“ UNIVERSITY
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Simple Reflex-Based Agent

2024-09-03

43

Agent Sensors e .
l Stimulus-Response
Ve like now Agent
m
=]
<.
3
3
o Let's build a simple
( Condton-acon ules ] Wt ston | reflex agent!
Actuators
AN
e Reacts to immediate stimuli in their environment
e No Iinternal state
e Uses current state of the environment derived from
sensory stimuli
LINKOPING
II.“ UNIVERSITY
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Environment: 2D (3D) Grid Space World

/

/
v

/ _

Solid Objects Boundary

LINKOPING
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Robot Agent Sensor Capability

1,1,1,1,1,0,0,0]

[s1,52,53,54,55,56,57,58]

10,0,0,0,

0,0,0]

T

S/

séls5|

N
g

2024-09-03

Free/obstructed Cells

[1,0,0,0,0,0,1,1]

45
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Robot Agent Action Capability

| » north moves the robot

1O one cell up in the grid

* east moves the robot
one cell to the right

 south moves the robot
one cell down

» west moves the robot
one cell to the left

If the robot can not move in a requested direction
the action has no effect

Possible path to X: east,
east, east, south, south

LINKOPING
II.“ UNIVERSITY
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2024-09-03

Task Specification and Implementation

Given:

» the properties of the world the agent inhabits
e the agent’ s motor and sensory capabilities

» the task the agent is to perform:

appropriate for task achievement.

Specify a function of the sensory inputs that selects actions

f: [s1,s2,83,s4,55,56,57,s8] --> {north, east, south, west}

256 possible inputs, 4 choices for output

8
42 possible functions: 1,3 x 10"

Number of atoms
in the universe:
1078 - 1082
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Task Examples

Boundary Following

Go to a cell adjacent to a boundary or object and
then follow that boundary along its perimeter forever.

Durative Task: Never Ends

Foraging

* Wander: move through the world 1n search of an attractor
» Acquire: move toward the attractor when detected

 Retrieve: return the attractor to the home base once acquired

Goal-based Task: Cease activity after goal is achieved

48
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Architecture: Perception and Action

\
T

alajol0]—

Designers intended

meanings:

Next to wall

In a corner

Action

- - Feature
\
vector, X
Stimuli Percepts
Sensory Perceptl_JaI
Input Processing

Function

——— Action

49

LINKOPING
UNIVERSITY



TDDCI17 - HT24 - Fredrik Heintz - LE1 Introduction to Al (based on slides by Patrick Doherty)

Perception Processing Phase

* Produces a vector of features (x1, ..., x1,..., Xn)
from the sensory input (s1, . . ., 38).

First level of abstraction: sensory to symbolic structure

Features mean something to the designer of the artifact. It is

_debatable whether they mean something to the artifact, but the

artifact will be causally effected by the setup (KR Hypothesis).

.....................................................................................................................................................................................................................................................................

Feature Types
4—/-\5

Numeric Non-Numeric
—

Boolean Non-Boolean

2024-09-03
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Features for Boundary Following

s [Del e

x1 x2 x3 x4

No tight space condition:

Rule out any configuration where the the following boolean function equals 1

xIx2x3x4 + xIx3x2x4 + x2x4ﬂyg

51
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Robot Agent Feature Example

0,0,0,0,0,0,0]
s1|s2s3
S s4
[1,1,0,1] s7|s6lsd
[1,1,1,1,1,0,0,0]
[s1,52,53,54,55,56,57,58] [1,0,0,0,0,0,1,1]
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Action Function Phase

 Specify an action function which takes as input the feature
vector and returns an action choice

1 L e

.......................................................................................................................................................................................................................................

1f x/=1 and x2=0 then move east

1f x2=1 and x3=0 then move south

1f x3=1 and x4=0 then move west

1f x4=1 and x/=0 then move north

1f x/=0 and x2=0 and x3=0 and x4=0 then move north
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Model-based Reflex Agent

e e / N\ :
Y N State Machine Agent
N
CHOW the world evolveD—b W:rllril?]eer::i:ld
gy
2
What my actions do =i . .
(Wit my g Reflex agent with internal state:
3 * Limited internal state (implies memory)
R S = * Environmental state at t+1 is a function of:
e . lat action
CCOndmon-acnon mleD—b should do now ° the Sensory |nput at t+1
A X * * the action taken at time t
ctuators - . .
(Aeent ) * the previous environmental state at t
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State Machine Agents

 If all important aspects of the environment relevant to a
task can be sensed at the time the agent needs to know

them
— there 1s no reason to retain a model of the environment in memory
— memoryless agents can achieve the task
— In some sense, the world is the model!

* In general, sensory capabilities are almost always limited

In some respect

— one can compensate for this by using a stored model of the
environment.

— the agent can take account of previous sensory history (perhaps
processed) to improve task achieving activity.

— Can also perform tasks that memoryless agents cannot
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Architecture: State Machine Agent

/ JESE——, \ / N
“\ S QO
4 ~,  Sensors
- \
tate Ay

JUSWIUOIIAUF]

1
Feature 0
vector, Xt T 0
1
1
—
f}f;;"y Perceptual
Processing—— Action )
> i —>  Action
Xt-1 Function
at_l - at
world model

Memory

previous feature vecto
previous action)
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Robot Agent Sensor Capability (Revisited)

52,54:3 6’38] Sensory impaired
[-,0,-,0,-,0,-] agent that can only
5 sense: s2,54,56,s8
36&34
s

[-’1,_’1’_’0’_’0] ﬂ:

[_309_909_909_91]
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Can use the world model to derive “hidden state”

tlwl = [t-1]w2 * [t-1]action= east
tlw3 = [t-1]w4 * [t-1]action= south
[tlwS = [t-1]w6 * [t-1]action= west
tlw7 = [t-1]w8 * [t-1]action= north
tlw2 = [t]s2

tlw4 = [t]s4

tjw6 = [t]s6

t]w8 = [t]s8

4 sensory stimuli: s2,54,56,58
8 features: wil, w2, w3, w4, w5 wé,w7,w8

Boundary Following Task (Revisited)

Production System

2024-09-03

w2 *wd —
w4 *wb —
w6 *w8 —
w8*w2 —
wl —
w3 —
w3 —
w7 —
] —

cast
south
west
north
north
east
south
west
north
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Grey Walter’s Tortoise

Figure 1.5
Grey Walter’s tortoise, recently restored to working order by Owen Holland. (Photo-
graph courtesy of Owen Holland, The University of the West of England.)

2024-09-03

Analog Device

2 sensors:
e directional photcell
* bump contact sensor

2 actuators
2 nerve cells (vacuum tubes)

Skills:

» Seek weak light

* Avoid strong light

e turn and push (obstacle avoid.)
» Recharge battery

59
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Gengis II: A Robot Hexapod

Brooks —
Subsumption-Based

Architectures.

Founded iRobot

Ihe Roomba’
(B) S

Figure 3.6

(A) Original Genghis. (Photograph courtesy of Rodney Brooks.) (B) Genghis II—a
robotic hexapod, commercial successor to the original Genghis. (Photograph courtesy
of IS Robotics, Somerville, MA.)
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A Goal-Based Agent

a

kAgent

~o Sensors =

"h\\ *
~

What the world
(How the world evolves is like now

Y

What it will be like
if I do action A

|

( What my actions do

What action I
oas should do now
Actuators

Agents with Purpose!

JUWIUOITAUH

2024-09-03

Planning and Reasoning
Agents

Major part of the course:

* Search

* Knowledge Representation &
Reasoning

* Planning

Goal-based Agents:
* Rich internal state

61

* Can anticipate the effects of their actions
* Take those actions expected to lead toward

achievement of goals

* Capable of reasoning and deducing

properties of the world
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Utillty based Agent

(How the world evolves

(thlt my actions do

Agent
\ g

/ ————— -
Ty
]

Sensors -

~
N
\‘. l

What the world
is like now

]

What it will be like
if I do action A

v

How happy I will be
in such a state

Y

What action [

should do now

v

Actuators

JUAWIUOITIAUH
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Decision Theory
_|_

Probabilities

Maximizing Expected
Utility of an action

Internalization of
Performance measure

Utility-based Agent

® Use of utility function that maps state
(or state sequences) into real numbers

® Permits more fine-grained reasoning
apbout what can be achieved, what are the
trade-offs, conflicting goals, etc.

LINKOPING
II.“ UNIVERSITY



TDDC17 - HT24 - Fredrik Heintz - LE1 Introduction to Al (based on slides by Patrick Doherty) 2024-09-03 63

Learning Agent

Performance standard

* ( )
( Critic == Sensors s Bayesian Learning
Clustering
feedback Classification
%” Reinforcement Learning
ha = :
Learning — ®=  Performance 8 NN/ Deep |eamlﬂg
element |ag element =
knowledge =5
learning / g
goals / - Learning Agent:
i * Has the ability to modify behavior for the
o _ better based on experience.
Ctuators . .
KAge“t * |t can learn new behaviors via
Previously the exploration of new experiences

\_ entire agent /
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Representing Actions, Knowledge, Environment

Increasing Expressivity

(] O
O O
® ®
B —»{ C @) | @
] ]
I | ]
B C
(a) Atomic (b) Factored (b) Structured
Search g%nsot;?tlir;tnila&s)faigtlon Relational Databases
Game-playing P g 1st-Order Logic

Hidden Markov Models
Markov Decision Processes

Automated Planning
Bayesian Networks
Machine Learning

1st-Order Probability Models
Machine Learning
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Algorithmic, Knowledge-Based and Learning-Based Al

Knowledge added Training data added
by domain experts by domain experts

Al-program
written by

programmers

Algorithmic Knowledge-based Learning-based
(Pattern-based)
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Trade-offs between Deliberation and Reaction

Robot Control System Spectrum (Arkin)
Reactive

Deliberative

<

Reflexive

Purely Symbolic

A 4

ife:dictive Capabilities

\ccurate, Complete World Models

Representation-dependent
Slower Response

High-Level Intelligence (cognitive)
Variable Latency

Representation-free

Real-time Response

Low-level Intelligence

Simple Computation (stimulus/response)
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HDRC3: A Distributed Hybrid Deliberative/Reactive Architecture for Autonomous Systems

4 Q
2
- D T R CER——
©
|
Q
e
o
[ N . R
:§ High-level
[
= Low-level

fly-t "~ surveil

FCL PPCL

Platform Server

High-level

oT4]
£
(7]
(7]
(J]
(8
o
| &
a.
©
(]
(7]
©
2
S
©
(J]
E
fre)
(7]

Hierarchical Concurrent State Machines

Low-level

Time requirements / Knowledge

Control Kernel

Visual Landing Takeoff Traj Following m

Control t=nsiion Reactive

P. Doherty, J. Kvarnstrom, M. Wzorek, P. Rudol, F. Heintz and G. Conte. 2014.
II “ LINKOPING HDRCS3 - A Distributed Hybrid Deliberative/Reactive Architecture for Unmanned Aircraft Systems.
® UNIVERSITY In K. Valavanis, G. Vachtsevanos, editors, Handbook of Unmanned Aerial Vehicles, pages 849—952.
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Human and Computational Thinking

Figure 1: A Comparison of System 1 and System 2 Thinking

System 1
“Fast”

DEFINING CHARACTERISTICS
Unconscious
Effortless
Automatic

WITHOUT self-awareness or control
“What you see is all there is.”

ROLE

Assesses the situation
Delivers updates

System 2
“Slow”

DEFINING CHARACTERISTICS
Deliberate and conscious
Effortful
Controlled mental process

WITH self-awareness or control
Logical and skeptical

ROLE

Seeks new/missing information
Makes decisions

2024-09-03

THANKING,
FAST.. SLOW

T R—
D ANILEL

KAHNEMAN

WINNER OF THE NOBEL PRIZE IN ECONOMICS
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Reasoning and Learning

PROBABILITY

Goals :
understand how to integrate these paradigms
integrate the involved communities

- Covers five core different communities including
Deep & Probabilistic Learning
Neuro-Symbolic Computation (NeSy) LOGIC
Statistical Relational Al (StarAl)
Constraint Programming & Machine Learning
Knowledge graphs for reasoning
And apply ... in e.g. computer vision

URAL

CONSTRAINTS EMBEDDINGS

(CSPs, CP, OR)
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II." UNIVERSITY 69



TDDC17 - HT24 - Fredrik Heintz - LE1 Introduction to Al (based on slides by Patrick Doherty)

2024-09-03 70

Neurosymbolic Al - Integrate Learning and Reasoning

Key message
and challenge for Al

Exploit both DATA and KNOWLEDGE

both Learning and Resaoning

Neurosymbolic Al (NeSy) as the answer

the most promising approach to a broad Al
(Hochreiter)

the third wave in Al (Garcez and Lamb)

Expectations

Smart Robots Generative Al
Responsible Al
Meuromorphic Computing
Prompt Engineering

Artificial General Intelligence
Decigion Intelligence

Al TRiSM

Operational Al Systems
Composite Al

Data-Centric Al
Computer

Data Labeling

and Annotation

EdgeAl
Al Engineering ( B0

Al Simulation

Causal Al

Neuro-Symbolic Al .

Multiagent Systems

Cloud Al
Services

Knowledge Graphs

Intelligent Applications

Autonomous Vehicles
Al Maker and Teaching Kits

First-Principles Al
Automatic Systems

Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity

-
Time
Plateau will be reached:

A more than 10 years (%) obsolete before plateau As of July 2023

@ 5to10years

Gartner’s Hype Cycle in Al

() less than 2 years @ 2to5years
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Historical Precursors to
the Grand Idea of Al
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Aristotle (384-322 BC)

What is a good argument?

Socrates

Plato SYLLOGISTIC REASONING

AFlStOtle Syllogistic reasoning is a type of deductive argument. It involves trying
to categorize objects by fitting them into contained circles. For instance,

suppose we know that all the things matching category "B" fits completely
inside the larger category of "A." That's our “major premise” or our first
argument. Suppose we also can prove that all the things matching category
"C" also fit inside the category of "B." That's our"minor premise" or our
second argument. From these two statements, we can also conclude that all
of "C" must fit in category "A" as well. We can see this if we chart it
visually with three circles, like the drawing below.

A” humans are mortal |\/|aj0r Premise Al thathd@N

Socrates is a human  minor Premise

All PosFates

Socrates is mortal Deductive Conclusion Deduction
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Leibniz (1646-1716)

LINKOPING
UNIVERSITY
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Calculus Ratiocinator

* A universal artificial mathematical language
* All human knowledge could be represented

In this language

* Calculational rules would reveal all logical
relationships among these propositions

* Machines would be capable of carrying
out such calculations

Addition

Subtraction
Multiplication

Square root extraction

Binary Arithmetic

ol 6 ord
Pour I Addirion “—F' ) "
1r: 1w o1l
par excmple. 2 _I‘F__? ceendl e
115113 10000|!16 EERRTLET
Trer 1y 10000016 1rrrrj3x
ALY B T LT I
119)] 6 1014 § “IIHJ_J:)::I_*

Pour la Seufrac.
siom,

e 1
Pove la  Muki- 11”9 Tor
plication, 1] 101 I 1o10 |
i
|
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Automatons (1600 -}

2024-09-03

Natural Laws are capable of producing complex behavior
Perhaps these laws govern human behavior?

74
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Boole (1815 - 1864)

B

Turned “Logic” into Algebra

Classes and terms (thoughts) could be manipulated
using algebraic rules resulting in valid inferences

Boolean Logic

Logical deduction could
be developed as a branch

e

of mathematics
a+1=1
@ 0=0 Subsumed Aristotle’s syllogisms
zza:;}idemf”m“ In essence Leibniz’

a (a+b)=a calculus rationator (lite)
a+ia-bi=a
fa-b).c=a (b )

(a+&)+tec=a+(b+tc)

} absorption

}associativité

B —_—_
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Frege (1848 -1925)

Begriffsschrift “Concept Script”

The 1st fully developed system of logic
encompassing all of the deductive
reasoning in ordinary mathematics.

| F(y)
: R f(z,y)

L F(x)

*1st example of formal artificial : +[m)
language with formal syntax g([;)“
* |ogical inference as purely mechanical F(y)
operations (rules of inference) \_v ! ((*’;v)y)
Intention was to show that all of mathematics fa0)

could be based on logic! (Logicism)

76

Theorem 71 from Begriffsschrift
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Russell’s Paradox

Frege’s arithmetic made use of sets of ansvi

0={,1={0}={{1,

sets in the definition of number = (0 (001, 3= 0421 = (D00

Russell showed that use of sets of sets
can lead to contradiction

Ergo...the entire development of Frege
was inconsistent!

*Extraordinary set: It is member of itself
* Ordinary set: It is not a member of itself It must be one,

Take the set E of ordinary sets but it is neither.

. . A contradiction!
Is E ordinary or extraordinary?

77
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Russell (1872 1970)

2024-09-03

Principia Mathematica (Russell & Whitehead)

An attempt to derive all mathematical truths
from a well-defined set of axioms and
Inference rules in symbolic loqgic.

#6443, F:ia,Bel.D:ianB=A.=.aufBe2

Dem.
Fo%3426.DFa=tz.B=ty.D:auvpBe2.=.a0%y.
[%51231] = tfznty=A.
[#%13-12] =.anfB=A (1)

Fo(1).%1111°85. D
Fo(ga,y)a=te.8=1%%.DravBe2.
F.(2).%11'54. %52 1.2 F. Prop
From this proposition it will follow, when arithmetical addition has been
defined, that 1 +1 =2,

canfB=A (2)

11

Dealt with the set-theoretical paradoxes in Frege's work
through a theory of types

PRINCIPIA
MATHEMATICA

TO «56

Logicism

78
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Hilbert (1862 - 1943)

1st Problem: Decide the truth of Cantor’s
Continum Hypothesis

2nd Problem: Establish the consistency of the
axioms for the arithmetic of real numbers

24 bI PROBLEMES FUTURS DES MATHEMATIQUES,
p rO e m S i Dam LBERT (G CLAY MATHEMATICS INSTITUTE
P o SN
fO r th e Conference on Hilbert s*
20th century

Tenth Problem

23rd Problem: Does there exist an algorithm that can = A
determine the truth or falsity of any logical proposition in a X
system of logic that is powerful enough to represent the
natural numbers? (Entscheidungsproblem)

79
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Hilbert’s Program

Consistency

Completeness

Logic from the Decidability, etc
outside

Metamathematics

Only use Finitist Methods

Is 1st-order logic complete?

Is PA complete?
Logic from the inside

Formal axiomatic
theories
Peano Arithmetic

Business as usual
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Metamathematics

Syntax Semantics
A+ w AEw
Inference Entailment
Proof Theory Model Theory

Soundness

——————————— N0t t00 strong

Completeness
-—  Strong enough

Consistency Correct
)

Can not infer both @ and its negation
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Showed the completeness
of 1st-order logic in his PhD Thesis

Develop metamathematics inside
a formal logical system by encoding
propositions as numbers

As part of his Incompleteness Theorem, Gédel

The |OgiC of PM translated the paradoxical statement:
(and Consequently PA) "This statement cannot be proved" Hilbert’s 2nd Problem
1S mcomplete into the pure mathematical statement: As a consequence, the
There are true ~(@3r:3s: (P(r,s) V (s=g(sub (f2(y)))) CO”S'Ste”CVfOf the
mathematics of the real
sentences not and used this to show there there are some b tb
provable within the mathematical statements which are true but which numoers can not be
nevertheless cannot be proved. proven within any

logical system

e SR— system as strong as PA

82
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Godel’s Argument

Assume: Anything provable in PM is True
U is a proposition that states that
Self-referential: “U is not provable in PM”.

1. Uls true: Suppose U were false. Then what it says
would be false. So U would have to be provable,
and therefore True (assumption). This contradicts the supposition
that U is false.

2. Uls not provable in PM: Since U is true, what it says
must be true.

3. The negation of U is not provable in PM: Because U
is true, its negation (that U is provable) must be false, and therefore
the negation of U is not provable in PM.

U is a true (from the outside [1]) proposition,
but an undecidable (from the inside [2,3]) proposition.

83
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Turing (1912-1954)

Turing wanted to disprove the 23rd problem

23rd Problem: Does there exist an algorithm that can determine the truth
or falsity of any logical proposition in a system of logic that is powerful
enough to represent the natural numbers? (Entscheidungsproblem)

To do this, he had to come up with a formal
characterization of the generic process underlying
the computation of an algorithm

He then showed that there were functions that were not
effectively computable including the Entscheidungsproblem!

As a byproduct he found a mathematical
model of an all-purpose computing machine!

And... He also showed It limitations!

84
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Effective Computability: Turing Machine

Example: with Alphabet {0,1}
Given: a series of 1s on the tape

Computation: doubles the 1's with a 0 in between, 1.e., 111" becomes

“11101117.

The set of states is {-‘*‘1- 59,89, 54. 85 }'

2024-09-03

Old

&

actions:

1

Read

Wr.

M.

R
R
R

R

MNew Old
sz . aq
83 54
83 s
83 . a5
54

Read

Wr. W
1 L
0 L
1 L
1 R

New
84
S5
S5

51

* finite alphabet of symbols

* finite set of states

* infinite tape marked off with squares
each of which is capable of carrying a
single symbol

* mobile sensing-and-writing head
that can travel along the tape one
square at a time

* state-transition diagram containing
the instructions that cause changes to
take place at each step

Claim: Any effective computation
could be described as a Turing machine

Infinite Tape
o|o0o|lO0|1|1]|1 |0 .- s .
Read /Write Head
Zontrol Unit
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An Unsolvable Problem

A Program | R X

N

Does R halt
on X?

If R(X)
terminates

Yes

Potential Input

If R(X)
diverges

No

Halting Problem

There is no effective algorithm that, given an arbitrary program
and arbitrary input can determine if the program will halt on the input

2024-09-03
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Universal Turing Machine

Universal State
Formal mathematical Turing Traosition (51 @}
abstraction of a $  Turing Machine _//@ = ;
general computing Description L @/’® gyl I . vt S N
device ____ Infinite Tape § ~ . iy L 2 il% %
S ToJ[1JoJo[1i[1JoJoJo] o i\ TR
e SRR
Interpreter for Turing Machines . i Hﬁ%

Functional Programming: Python, LISP

Turing’s Ace Computer

P implements A;
is written in -~ program P input X
language L2

Universal program U,
written in language L.1;
simulates the effect of a
program in L2 on an input

LISP: Eval
Programs as data
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Church-Turing Thesis

Turing machines are capable of solving any effectively solvable
algorithmic problem! Put differently, any algorithmic problem for which we
can find an algorithm that can be programmed in some programming
language, any language, running on some computer, any computer, even
one that has not yet been built, and even one requiring unbounded
amounts of time and memory space for ever larger inputs, is also solvable
by a Turing machine!

Partial Recursive Functions: Godel,Kleene
Lambda Calculus: Church

Post Production Systems: Post Scheme = [ )
Turing Machines: Turing B Turi = C++
Unlimited Register Machines: Cutland LISP= uring — JavaScript
Java= Machine | _
= Ruby
Pascal= [ |
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Turing: Repercussions to Al

Turing focused on the human mechanical calculability on symbolic
configurations. Consequently he imposed certain boundedness and
locality conditions on Turing machines.

Turing did not show that mental procedures cannot go
beyond mechanical procedures,

BUT

2024-09-03

Turing did intend to show that the precise concept of
Turing computability is intended to capture the mechanical
processes that can be carried out by human beings.
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Philosophical Repercussions: Mind-Body Problem

‘How can mind arise from nonMind?‘

Materialism

Mind as Machine

* Brain is physical (10’s-100’s billions of
neurons)

* Neurons are biochemical machines

* In theory, one can make man-made machines
which mimic the brains physical operations

* Intellectual capacities can be replicated

Synthetic brain comes a step closer
with creation of artificial synapse (IBM)

Idealism

Mind Beyond Machine

* Certain aspects of human thought and
existence can not be understood as
mechanical processes:

Free

Consciousness Emotion Wil

Feelings

The circuit itself consists of highly-aligned carbon nanotubes that are
grown on a quartz wafer, then transferred to a silicon substrate. It mimics
an actual synapse insofar as the waveforms that are sent to it, and then
successfully output from it, resemble biological waveforms in shape,
relative amplitudes and durations.
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Godel: Repercussions to Al

Gddel raised the question of whether the human mind
was in all essentials equivalent to a computer (1951)

Without answering the question, he claimed both answers
would be opposed to materialistic philosophy.

Yes No

Incompleteness result shows that there S
are absolutely undecidable propositions If the human mind is not
about numbers that can never be : reducible to mechanism

proved by human beings whereas the physical brain

is reducible, it would follow
that mind transcends
physical reality, which is
incompatible with
materialism

But this would also require a
measure of idealistic philosophy
just to make sense of a statement
that assumes the objective
existence of natural numbers with
properties beyond those that a
human being can ascertain.

Godel swayed towards “No” in later life.
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The Turing Test

Computing Machinery and Intelligence - A. Turing (1953)

| propose to consider the question,
“Can machines think?”

Since the meaning of both “machine” and “think” is
ambiguous, Turing replaces the question by another.

Turing introduces a game called the “Imitation Game”
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The Imitation Game

Man Woman
X Y
Interrogator

Goal: Determine which of the two is
a man and which is a woman

A tries to make | make the wrong ID
B tries to make | make the right ID

2024-09-03

What will happen when the machine
takes the part of A in this game?

Will the interrogator decide
wrongly as often when the game
is played like this as when the game

is played between a man and a
woman?

Goal: Determine which of the two is
a machine and which is a human

A tries to make | make the wrong ID
B tries to make | make the right ID

93
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Winograd Schemas

A Winograd schema is a pair of sentences that differ in only one or two words and that
contain an ambiguity that is resolved in opposite ways in the two sentences and requires

the use of world knowledge and reasoning for its resolution.

The city councilmen refused the demonstrators a permit
because they [feared] violence.

The city councilmen refused the demonstrators a
permit because they [advocated] violence.

Commonsense Informatic Situation

2024-09-03
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