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e Chapter 1, Introduction, pp.1-53.
— Read, good to understand background and history.
— Look at slides. Exam questions may be taken explicitly from the slides.
e Chapter 2, Intelligent Agents, pp.54-80.
— Read, some questions are possible.

— Draw diagram of different agent types, explain different agent types and pros and cons
and application environments. Different task environment types, PEAS.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 3, Solving Problems by Searching, pp.81-100, 102-108, 115-121.
— Read sec.3.1 - 3.4, 3.4:1-4.6, 3.5:1-3, 3.6:1-4, some questions are possible.

— Conceptual definitions, Measuring problem solving performance. Pros and cons of
different search algorithms.

— sec. 3.5.2-3: A* search and proof of optimality. Very important.
— sec. 3.6.1-3: Be aware of heuristic functions, ways to construct them.
— Problem solving as search, heuristic search.

— Look at the slides. Exam questions may be taken explicitly from the slides.
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e Chapter 4, Search in Complex Environments, pp.128-137.

— Read sec. 4.1, some questions are possible.

— Genetic algorithms, simulated annealing hill-climbing, local beam search.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 5, Constraint Satisfaction Problems, pp.164-182.

— Read sec. 5.1-4, some questions are possible.

— AC3 algorithm, backtracking search for csps, arc, node and path consistency, forward
checking, variable and value ordering, etc.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 6, Adverserial Search and Games, pp. 192-210.
— Read sec. 6.1-4, some questions are possible.

— Understand Minimax search, alpha-beta pruning. Heuristic alpha-beta search, Monte
Carlo Tree search.

— Look at the slides. Exam questions may be taken explicitly from the slides.
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e Chapter 7, Logical Agents pp.226-260.
— Read sec 7.1-6, 7.7.1-2, some questions are possible.
— Assumption: familiarity with propositional logic
— Basic concepts of logic, simple propositional resolution proof, CNF, SAT-solving,.

— What are some of the weaknesses with propositional logic when modeling the Wumpus
World?

— Should understand validity, satisfaction, consistency, models, inference, etc.

— Should understand DPLL, WalkSAT.

— Look at the slides.
e Chapter 8, First-Order Logic, pp. 261-289
— Read sec. 8.1-3, some questions are possible.
— Assumption: familiarity with 1st-order logic. Basics, syntax, semantics.

— Sec 8.3.4: look at the wumpus world, compare propositional and 1st-order representa-
tions.

— Look at the slides. Exam questions may be taken explicitly from the slides.
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e Chapter 9, Inferences in 1st-Order Logic, pp. 298-300.
— Read sec. 9.1

— Important to understand propositionalization of lst-order logic.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 11, Automated Planning, pp. 362-398.
— Read sec. 11.1-11.2.2, 11.3:371-374,11.5-7. Some questions are possible.

— The basic classical planning problem, the state space and its properties, planning using
forward state space search, (relaxation) heuristics, pattern database heuristics, satisfic-
ing and optimizing planning, landmark heuristics.

— Planning under uncertainty. Levels of observability. Probabilistic planning and stochas-
tic systems. Policies and histories. Rewards, discount factors, and (expected) utility.
Bellman’s principle of optimality. Markov decision processes. Policy iteration.

— Look at the slides. Slides are very important for automated planning questions. Exam
questions may be taken explicitly from the slides.
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e Chapter 12, Quantifying Uncertainty, pp. 403-422.
— Read sec. 12.1-12.6.

— This chapter provides the basis for understanding what probabilistic reasoning is about.
It is a pre-requisite for the next chapter. You should be familiar with the material, in
particular Bayes’ rule, naive bayes, marginalization, conditionalization, product and
chain rule., etc.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 13, Probabilistic Reasoning, pp. 430-438, 445.

— Read sec 13.1, 13.2:1, 13.3:intro. some questions are possible.

— Be able to answer questions about and work with Bayesian Networks.

— Look at the slides. Exam questions may be taken explicitly from the slides.
e Chapter 19, Learning from Example, pp. 669-90, 694-704

— Read sec. 19.1-4, 19.6

— Look at the slides! Exam questions may be taken explicitly from the slides.

— Understand supervised learning, training, classification, regression, decision trees, linear
models, neural networks, deep learning, overfitting, curse of dimensionality
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e Chapter 22, Deep Learning, pp. 801-819, 823-26, 833-35
— Read sec. 22.1-4, 22.6, 22.8
— Look at the slides! Exam questions may be taken explicitly from the slides.

— Neural Networks, Gradients, loss functions, convolutional NNs, recurrent NNs, unsu-
pervised and transfer learning.

e Chapter 23, Reinforcement Learning, pp. 840-858
— Read sec. 23.1-3, 23.4.1-3, (also ch 16: 16.1-2 for background)
— Understand the Q-learning algorithm and concepts learnt from the lab.
— Review Q-learning example from lecture
— Look at the slides! Exam questions may be taken explicitly from the slides.

— Understand reinforcement learning, utility, policy, Q-learning, exploration, curse of
dimensionality
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Some Exam Questions
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6. Use the Bayesian network in Figure 2 together with the conditional probability tables below to answer
If you do not have a hand-held calculator
with you, make sure you set up the solution to the problems appropriately for partial credit.

the following questions.

(a) Write the formula for the full joint probability distribution P(A, R,V,E, N) in terms of (condi-

tional) probabilities using the chain rule. [1p]

(b) Write the formula for the full joint probability distribution P(A, R,V,E,N) in terms of (condi-
tional) probabilities derived from the bayesian network below. [1p]

(c) What is the probability, P(a,r,—w,e, N = high)? [1p]
(d) What is the probability, P(a | —e,v)? [2p]

Robbery @

2024-10-11

N Neighborhood
Quality

+ Vandalism

C]) @ Earthquake

A[R|[V|[E[PA|RV,E)
T|T|T|T 0.98
F|T|T|T 0.02 -
T|T | T|F 0.75 A ) e
F|T|T|F 0.25
T|T|F|T 0.65
FIT F|T 0.35 R N |PR[N)|[V N [PWV][N)
T|T|F|F 0.70 T high 2 T high 2 E|PE)|[ N [PN)
F|T|F|F 0.30 F  high 8 F high 8 T | .05 || high | .75
T|F|F|F 0.05 T low 75 T low 75 F| 95 || low | .25
F|F|F|F 0.95 F  low 25 F  low 25
T|F|F|T 0.10
F|IF | F|T 0.90
T|F|T|F 0.55
F|F|T|F 0.45
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(a) Write the formula for the full joint probability distribution P(A, R, V,E,N) in terms of (condi-
tional) probabilities using the chain rule. [1p]

2 P(AR,V,E,N) =
P(A|R,V,E,N)P(R|V,E,N)P(V | E,N),P(E
| N)P(N)

(b) Write the formula for the full joint probability distribution P(A, R,V, E, N) in terms of (condi-
tional) probabilities derived from the bayesian network below. [1p]

b.) Choose a topological order for nodes:
(N, R, V, E, A)

P(N)P(R | N)P(V | N)P(E)P(A
| R,V,E)

(c) What is the probability, P(a,r,—wv,e, N = high)? [1p]

<> P(a,r,—v,e,N = high) =
P(N = high)P(r | N = high)P(—=v | N = high)P(e)P(a | r,—v,e)

= 0.75% 0.2 0.8 0.05 % 0.65 = 0.0039
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(d) What is the probability, P(a | —e,v)? [2Dp]
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d). An Inference Example
P(X €)=+ P(X,€) = a* TP(X,ey) o raneism. Barthquake]

e = {—earthquake, vandalism}

Y = {Robbery, Nquality}

Query: P(alarm | —earthquake, vandalism)

P(alarm, —earthquake, vandalism)

P(alarm | —mearthquake, vandalism) = P(—earthquake, vandalism)
1 )

= aP(alarm, —earthquake, vandalism)

= a ), P(alarm, ~earthquake, vandalism, r,n)
r,n

= «a|[P(a,—e,v,r,N = h) + P(a,—-e,v,r,N =1) + P(a,—e,v,-r,N = h) + P(a,—e,v,—r,N = 1)]

1 1

where @ = =
P(—e,v) YarnP(—ev,arn)
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= a|P(a,—e,v,r,N = h) + P(a,—-e,v,7,N =1)+ P(a,—-e,v,-r,N = h) + P(a,—e,v,—r,N = )]

1 1

where @ = =
P(—e,v) YarnP(—ev,arn)

We know how to compute each probability:
P(a,—-e,v,r,N = h)
= P(N = h)P(r | N = high)P(v | N = high)P(—e)P(a | r,v, —e)
= 0.75*%0.2%0.2%0.95%0.75 =0.021375

And
Y P(—e,v,a,r,n) =P(-ev,ar,N=h)+:-+P(=-e,v,—a -r,N=1)
a,r')n
To avoid computing & in this way, compute P(4 | —e,v) = aP(A | —e, v)
instead where, .
a

- P(a,—e,v) + P(—a, e, v)
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Question:DPLL [Total points: [6p]]

TDDCI17 - HT24 - Fredrik Heintz - LE17 Course summary and Exam questions (based on slides by Patrick Doherty)

2024-10-11

The following questions pertain to the extended Davis-Putnam algorithm (DPLL) considered in the course
book. DPLL takes as input a formula in propositional logic, transforms it to its equivalent conjunctive
normal form (CNF) representation and determines whether the formula is satisfiable or not. The questions

pertain to the different heuristics used in DPLL.
(When asked to ”complete the table ...” in the questions below, write your own complete table in the answer
page. Do not fill in these tables on the exam page.)

a. Complete the table below by applying the Splitting rule to variable B and CNF: [1p]

a=(AVBVCVD)A(~AVBY-C)A(-BV~-CVD)A(AV-BVCVD)
A(BV-CV-D)A(—AV-CVD)A(mAV-D)A(AV-B)

c. Complete the table below by applying the Pure Symbol Heuristic (PSH) as long as possible to the CNF:

[1.5p]
a=(-PVQ)A(RV-Q)A(MV-N)A(NV-M)A(QVN)

Table 1:
Heuristic | Model; Simplified CNF; | Model, Simplified CNF;
Initial call | {} e - -
SR[B| {B: True} {B: False}

b. Complete the table below by applying the Unit Clause Heuristic (UCH) as long as possible to the CNF:

[1.5p]

a=-PA(=QVRVS)A(-PVQ)A(PV-R)
Use one row for each call and state the variable the heuristic is being applied to in the 1st column, the
extension to the model in the 2nd column and the resulting formula in the 3rd column. Add as many
additional rows as required.

Table 2:
Heuristic | Model | Simplified CNF
Initial call | {} «
UCH[-]
UCH[-]
UCHI[-]

Use one row for each call and state the variable the heuristic is being applied to in the 1st column, the
extension to the model in the 2nd column and the resulting formula in the 3rd column. Add as many
additional rows as required.

Table 3:
Heuristic | Model | Simplified CNF
Initial call | {} o
PSH[-]
PSH[-]
PSH[-]

d. Suppose we had three formulas in propositional logic, F'1, F2 and F'3. Explain how one would show
whether F1 A F2 &= F3 using the DPLL algorithm. In doing this, it is important to show the formal
relation between = and satisfaction. [2p]
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a. Complete the table below by applying the Splitting rule to variable B and CNF: [1p]

a=(AVBVCVD)AN(~AVBYV-C)AN(-BV-CVD)AN(AV-BVCV D)
AN(BV-CV-D)AN(-AV-CVD)AN(-AV-D)A(AV -B)

Table 1:
Heuristic | Model;y Simplified CNF} | Model; Simplified CN F;
Initial call | {} o - -
SR[B] {B: True} {B: False}

a=(AVBVCVD)A(mAVBV-C)A(~BV-CVD)A(AVv-BVCVD)
ANBV-CV-D)A(mAV-CVD)A(-AV-D)A(AV-B)

Table 4:
Heuristic | Modely Simplified CNF; | Model; Simplified C N F;
Initial call | {} o - -
SR(B| {B:True} | B {B: False} | v

B=(~CVD)A(AVCVD)A(~AV-CVD)A(-AV D) A (A)
¥y=(AVCVD)A(mAV-C)A(-CV-D)A(-AV-CV D)A(-AV D)

2024-10-11

LINKOPING
II.“ UNIVERSITY



TDDCI17 - HT24 - Fredrik Heintz - LE17 Course summary and Exam questions (based on slides by Patrick Doherty)

b. Complete the table below by applying the Unit Clause Heuristic (UCH) as long as possible to the CNF:

[1.5p]

a=-PA(-QVRVS)A(-PVQ)A(PV-R)

Use one row for each call and state the variable the heuristic is being applied to in the 1st column, the
extension to the model in the 2nd column and the resulting formula in the 3rd column. Add as many

additional rows as required.

Table 2:
Heuristic | Model | Simplified CNF
Initial call | {} o

UCH[-]

UCH[-]

UCH[-]

a=-PA(-QVRVS)A(-PVQ)A(PV-R)

Table 5:
Heuristic | Model Simplified CNF
Initial call | {} o
UCH|[-P] | {P: False} (-QV RV S)A(—R)
UCHI[-R] | {P: False,R: False} | (-QV S)

2024-10-11
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c. Complete the table below by applying the Pure Symbol Heuristic (PSH) as long as possible to the CNF":
[1.5p]
a=("PVQ)A(RV-Q)AMV-N)A(NV-M)A(QVN)
Use one row for each call and state the variable the heuristic is being applied to in the 1st column, the
extension to the model in the 2nd column and the resulting formula in the 3rd column. Add as many
additional rows as required.

Table 3:
Heuristic | Model | Simplified CNF
Initial call | {} o
PSHI[-]
PSHI[-]
PSHI[-]

a="PVQARV-QAMV-N)ANV-M)A(QVN)

Table 6:
Heuristic | Model Simplified CNF
Initial call | {} o

PSH[P] | {P: False} (RV-Q)A(MV-N)ANV-M)AN(QVN)
PSH[R] | {P: False,R: True} (MV-N)A(NV-M)A(QVN)
PSH[Q] | {P: False,R:True,Q : True} | (M V-N)A(NV-M)

Initially, P, R are pure symbols. Choose one: (P)
R is a pure symbol. Choose one: (R)
Q is a pure symbol. Choose one: (Q)
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d. Suppose we had three formulas in propositional logic, F'1, F2 and F'3. Explain how one would show

whether F'1 A F'2 = F'3 using the DPLL algorithm. In doing this, it is important to show the formal
relation between = and satisfaction. [2p]

d. The answer uses the Deduction Theorem and the relationship between satisfiability and validity.
1. The deduction theorem states that If I' = « then =T" — «.

I' = « is valid iff ~(I"' = «) which is the same as saying that I' A ~« is unsatisfiable.

Let 8 be F; A Fy A —F3 in CNF.

If DPLL-Satisfiable?(5) is true then F} A F5 |= F3 is false

If DPLL-Satisfiable?(3) is false then Fy A Fy |= F3 is true

Al O
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Question:Adversarial Search [Total points: [5p]]

The following question pertains to adversarial search. Consider the game tree in the figure below in which
the leaf states show heuristic values and where all heuristic values are from the MAX players point of view.
Assume search is in the left to right direction.

MAX

K \
o 4R 9{

SIETITE

Figure 2: A Minimax Game Tree

a. Apply the MinMax algorithm to the game tree in the figure and state what move the first player (max-
imizer) would make. Provide a table with heuristic values for each node, or label the tree using your

own uploaded image. [2p]
b. In the game tree above, what nodes would not need to be examined using the alpha-beta procedure?

Justify your answer in terms of the relevant o/ values in the nodes of the tree and why certain branches
would be cutoff based on this evaluation. Provide the explanation textually or using a combination of

text and an uploaded image. [3p]

2024-10-11
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a. Apply the MinMax algorithm to the game tree in the figure and state what move the first player (max-
imizer) would make. Provide a table with heuristic values for each node, or label the tree using your
own uploaded image. [2p]

a. MAX chooses B.

MAX

Choose B /

2024-10-11
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b. In the game tree above, what nodes would not need to be examined using the alpha-beta procedure?
Justify your answer in terms of the relevant o/ values in the nodes of the tree and why certain branches
would be cutoff based on this evaluation. Provide the explanation textually or using a combination of

text and an uploaded image. [3p]

2024-10-11

e oa-pruning: Search can be stopped below any MIN node having a beta value less than or equal to

the alpha value of any of its MAX node ancestors.

e [-pruning: Search can be stopped below any MAX node having a alpha value greater than or

equal to the beta value of any of its MIN node ancestors.

A=3
MAX [3 ]

MIN

L 3]
a — pruned,) <3

MAX \
"R e % 5< ?\
pruned,5 >3

bO0bO © OO O

2 3 5 0
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Question:Constraints [Total points: [4p]]

The following question pertains to constraint satisfaction problems.

An initial constraint graph is shown in Figure 2 for a graph coloring problem consisting of three variables,
V1, Va, V3, with their initial values depicted. Note that each edge represents two directed edges, one in each
direction.

«='Different-color constraint

Figure 2: Graph Coloring Constraint Graph

The table below in Figure 3 shows the first 2 steps when applying the AC-3 algorithm to the constraint
graph in Figure 2. For edge Vi — V3, no revision of V;’s domain is necessary. For edge V3 — V3, revision
of V1’s domain is necessary and the value G is removed from V;’s domain. This is labeled as V1 (G) in the
second column in the table below.

Arc ined |Value deleted
V-V, none
Vi-V, Vi(G)

Figure 3: AC-3 Table

(a) Apply the AC-3 algorithm (4th ed: p.187, 3rd ed: p. 209, note pages may vary somewhat for Int’l
editions) to the constraint graph in Figure 2 , by completing the table shown in Figure 3. (Note that
there will be more rows in the table than depicted here.) [2p]

(b) Show the final result of the application of the AC-3 algorithm to the constraint graph in Figure 2, by
providing the resulting arc-consistent constraint graph. Using this, provide a solution to the original
graph coloring problem.[1p]

(c) Provide a new constraint graph for the graph coloring problem in general, that is arc-consistent, but
has no solutions. (Note, this has nothing to do with the 1st two questions (a,b). Simply show a
constraint graph in this domain with the property of being arc-consistent with no solutions to the
original problem.) [1p]

2024-10-11
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(a) Apply the AC-3 algorithm (4th ed: p.187, 3rd ed: p. 209, note pages may vary somewhat for Int’l
editions) to the constraint graph in Figure 2 , by completing the table shown in Figure 3. (Note that
there will be more rows in the table than depicted here.) [2p]

2024-10-11

All arcs
Vi >V
|:1 - |:3
Arc Examined |Values Deleted
V2 —
— v, -V, None
2 3
m V1 — VQ V1 (G)
: 3 V, -V, None
Vs> V2 V, -V, VZ(G)
Vs = V, None
New ares V3 - VZ NOIle
17, oW Vi(R)
o vV, -V, None
: Vo, = Vi None
hvyes | —=n LoV,
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(b) Show the final result of the application of the AC-3 algorithm to the constraint graph in Figure 2, by
providing the resulting arc-consistent constraint graph. Using this, provide a solution to the original
graph coloring problem.[1p]

(c) Provide a new constraint graph for the graph coloring problem in general, that is arc-consistent, but
has no solutions. (Note, this has nothing to do with the 1lst two questions (a,b). Simply show a
constraint graph in this domain with the property of being arc-consistent with no solutions to the
original problem.) [1p]

R,B R,B

2024-10-11
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Question:Search

The following questions pertain to search.

1. Which of the following are true and which are false? Explain your answers.

a. Depth-first search always expands at least as many nodes as A* search with an admissible heuristic.
[1p]

b. h(n) = 0 is an admissible heuristic for the 8-puzzle. [1p]
c. Breadth-first search is complete even if zero step costs are allowed. [1p]

2. Consider a state space where the start state is k=1 and each state has two successors: numbers 3k and
3k + 1.
a. Draw the portion of the state space for states beginning with 1 and ending with 40. [1p]
b. Suppose the goal state is 36. List the order in the portion of the state space specified in (a) in

which the nodes will be visited for breadth-first search, depth-first search, depth-limited search
with limit 2, and iterative deepening search. [2p]

3. Hill Climbing is a local search algorithm that has the advantage of using little memory and can
sometimes find solutions in large or infinite state spaces when systematic search algorithms can not be
used. But hill-climbing has its problems too, such as getting stuck at local maximums and local flat
maximums. Using the diagram below, which depicts a search space where the algorithm has arrived
at X, explain what this problem is. Describe an extension to Hill-Climbing that might improve such
situations. [2p]

LINKOPING . . . :
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1. Which of the following are true and which are false? Explain your answers.

a. Depth-first search always expands at least as many nodes as A* search with an admissible heuristic.
[1p]
b. h(n) =0 is an admissible heuristic for the 8-puzzle. [1p]

c. Breadth-first search is complete even if zero step costs are allowed. [1p]

1. -
a. Depth-first search always expands at least as many nodes as A* search with an admissible heuristic.

False: a lucky DFS might expand exactly d nodes to reach the goal. A* largely dominates any
graph-search algorithm that is guaranteed to find optimal solutions.

b. h(n] =0 is an admissible heuristic for the 8-puzzle.
True: h(n) = 0 is always an admissible heuristic, since costs are nonnegative.
c. Breadth-first search is complete even if zero step costs are allowed.

True: depth of the solution matters for breadth-first search, not cost.

LINKOPING
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TDDC17 Exam

* When: 24-10-31 14:00 -18:00
 Using WISEflow, which means you do the exam on your own laptop.
* You need to install the FLOWlock Browser
* See link on course page for more information

« 2nd occasion: 25-01-09 14:00 -18:00
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