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Bayesian (belief) networks

A Bayesian network Is a connected directed acyclic graph (DAG) In
which

» the nodes (vertices) represent random variables

» the links (edges, arcs) represent direct relevance relationships

among variables
@ =®

This small network has two nodes representing the random variable X and Y.

Examples:

The directed link gives a relevance relationship between the two variables that
meansPr (Y =y | X=x,1)=Pr(Y=y]| I)



This network has three nodes representing the random
variables X, Y and Z.

The directed links give relevance relationships that means
Pr(Y=y|X=x1)Pr(Y=y|Il)
Pr(Z=z|X=x,1)=Pr(Z=z]|1)

but also (as will be seen below)

Pr(Z=z|Y=y,X=x1)=Pr(Z=z|X=x,1)



Probability “tables”
Each node represents a random variable.

This random variable has either assigned probabilities (nominal scale
or discrete) or an assigned probability density function (continuous
scale) for its states.

For a node that is solely a parent node:

The assigned probabilities or density function are conditional on
background information only (may be expressed as unconditional or
prior probabilities)

For a node that is a child node (solely or joint parent/child):

The assigned probabilities or density function are conditional on the
states of its parent nodes (and on background information).



Example:

X has the
states x, and x,

Y has the states
y, andy,

Probability tables

X Probabilities
X4 Pr(X=x.|1)
X, Pr(X=x,|1)
Probabilities
X1 Xy

Y1

Pr(Y=y, | X=Xx,1)

Pr(Y=y, | X=X, 1)

Yo

Pr(Y=y,| X=x,1)

Pr(Y=y,| X=X,1)




Example Dyes on banknotes (from previous lectures)

Two states: A? Probabilities
@ A: "Dye is present" A 0.001
A: "Dye is absent" A 0.999
Probabilities

Two states: ry
@ A?: A A
B: "Result is positive" B?: | B 0.99 0.02

B: "Result is negative"

0.01 0.98

well




Software

« Hugin (several types of commercial licenses available), Hugin Lite as

demo version free of charge
« GeNle (https://dslpitt.org/dsl/genie _smile.html) used to be easy download

freeware, but today it is more complicated
« Agena Risk (https://www.agenarisk.com/) , trial version can be
downloaded, otherwise commercial license needed

o ...several other

Hugin (www.hugin.com)

HUG]NEXPERT PRODUCTS v SOLUTIONS v INDUSTRY TECHNOLOGY RESOURCES ABOUT v CONTACT Q

Capitalize on Uncertainty Using Bayesian Network
Technology

Bayesian networks combine sophisticated algorithms with modern
computing power to uncover new insight and model complex risk and decision prob!ems where sound
analysis is needed, but where uncertainty exists. For the best possible predictians - use HUGIN software.

READ MORE GET FREE DEMO
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HUG|NEXPERT PRODUCTS v SOLUTIONS v INDUSTRY TECHNOLOGY RESOURCES ABOUT v CONTACT Q

Download the FREE HUGIN Lite demo

How to get started with HUGIN software

The best way to learn more about the HUGIN technology is to try it yourself. Download our free HUGIN

Lite demo, a limited version of HUGIN Developer / Researcher.

The HUGIN Decision Engine in HUGIN Lite is available with interfaces for four different programming

environments: C, C++, .NET, Java, and as an ActiveX-Server for Visual Basic.

It is prohibited to use the free HUGIN Lite for any other purpose than the demonstration of

capabilities and proof of concept.

Go to our Technology Site to learn more about HUGIN Bayesian network technology.

\ @ Download Free Hugin Lite - Windows

A Download Free Hugin Lite - Linux

et~
o Download Free Hugin Lite - Mac 0OS X

HUGIN app is now available on Google Play and App Store

. GETITON £ Henti
oogle Play ¢ App Store




Fields marked with an * are required

Name *

Organisation

Address

City

Postal Code

Country

Denmark

Email *

Use of demo

Industrial application

Learn Hugin

Surfing around

DOWNLOAD




Use of demo

Industrial application

Medical application
Financial application
Research

Education

Just for fun

Other

'\

> Google Play S A'pp Store

Dear Anders Nordgaard,

Thank you for downloading the HUGIN Lite Evaluation. (= ———
The registration key required for installing this product and the links for download this product have already beer sent to your email.
Please check your email to download it. |

Thank you.



Thank vou for downloading the HUGIN Lite demo.

The registration kev required for installing this product 1s:

: Emalandessordeand@livse Information to be used during
J installation
Download URLs:
32 -bii:

e http/download husin compub/Licenses/8 EHuomnl iteF 88 mai

64-bit:

o http/download hugin compub/Licenses/8 EHuoml iteR EE(xH4) msi1

We hope vou will find the product useful. If vou need a quote for the full license, please contact sales@hugin.com

Best regards,
HUGIN EXPERT A/S
mfo/@huom com
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xteFaE 2019-11-11 0&:54 Windows Installer... 122156 kB
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’,
4 Hugin Lite 8.8 Setup =
HU?’I INEXPERT Welcome to the Hugin Lite 8.8 Setup
e esadding decision support too .
Wizard
| |
N The Setup Wizard will install Hugin Lite 8.8 on your computer.
I Click Mext to continue ar Cancel to exit the Setup Wizard.
|
[
| |
| |
N
L]
L]
Back [ N6\t ] [ Cancel
L]
— — AN —
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75 Hugin Lite 8.8 Setup = | =

End-User License Agreement H.UG'I N,E_XPE _RT

Flease read the following license agreement carefully

It is prohibited to use the free HUGIN Lite for any other purpose than
I' to evaluate the technology.

%m&pt the terms in the License Agreement

\ [ Print ] [ Back ” NK" J [ Cancel ]jﬁHuginUteE.ESetup = L_
\ ! Registration Information 'é!j UGl NE XPE RT

1 Please type email used for registration and the registration code receiw

Email address:

/ Enter email used for registration

Enter information from your . o
. . —_—— Registration Code:
email from Hugin Expert T [fenter regisraton key)




rﬁ! Hugin Lite 8.8 Setup J I - S| |
Destination Folder
Click Mext to install to the default folder or dick Change to choose anué;leyGINExpE RT
Install Hugin Lite 3.3 to: -
Use this or your own preferred
_— folder
IC:\Prugram Files (x56)Hugin Expert\Hugin Lite 8.8%
|
Back ]I Mexk | [ Cancel ] -
\ #4 Hugin Lite 8.8 Setup =] =
b \
N\ Ready to install Hugin Lite 8.8 HUGINEXPERT

Clidk Install to beqin the installation. Clid: Badk to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back ][ @Ins‘! ] [ Cancel ]




Installation takes less than one minute on most computers.

3§ Hugin Lite 8.8 Setup ] L
Destination Folder e L
Click Next to instal to the defauit folder or dick ) Hugin Lite 8.8 Setup |l =)
I HUGINEXPERT Completed the Hugin Lite 8.8 Setup

acding dex

Wizard

[C:‘Program Fles (x86) Hugin Expert\Hugin Lite 8.8\
Click the Finish button to exit the Setup Wizard.

Launch Hugin Lite 8.8

Back ‘ Finish | Cancel

.




Upon launching (or opening):

a -
"

File Data Edit View MNetwork Options Windows Wizards Help

P HRBXEM®R||?
wemE Noevooonen




Example to work with

Let A be a random node with states

A, =“Willie 1s a cat” -»*g
A, = “Willie 1s a parrot Q

Let B be a random node with states

B, = “Willie has four legs”
B, = “Willie has two legs”

Let C be a random node with states

C, = “Willie has a beak™ (bill, nib)
C, = “Willie has no beak”

Divergent connection

Given B being equal to B, the
conditional probability of C, is different
(lower) than the conditional probability
of C, given B is equal to B,.

Hence, B Is relevant for C and vice
versa.

However, if Ais given to be A,, i.e.
Willie is a parrot, B and C are no longer
relevant for each other if we reasonably
assume that the number of legs a parrot
has cannot affect whether he has a beak
or not.



Adding a chance node

#2 Hugin Lite 8.8

File Data Edit View MNetwork Options Windows Wizards Help
N HE R BXEMR|?

%] Class: unnamed1

emm W :
Click here

‘  then

Click here

&) Class: unnamed1

FSFSEE MoovoocnOa™ ¥ +- B & F

P




v e < nOe

1

c1i

Double-click

Node'| states | Table | Attributes|

% Mame: ci <+
Label: \

41 |4 |4 »

Type: Labelled \
Group: [ Mo Group \
Input
Interface: O
Output

Input Panel: indude in panel

Size: Width = Height =

- Mode Description

Descriptions are available on SHIFT + Right Mouse Button

Lok ][ concel |[ ooy |

Enter a unique name
(identifier)

(One single word
starting with a letter
and otherwise
comprised by letters,
digits and underscores

only)

Enter a label
(Free format)



...for instance. .. A, = “Willie is a cat”
A, = “Willie 1s a parrot

-

Node | States | Table | Attributes|

g Mame: A

Type of animal? -
Label: i
Type: :Labelled -
Group: [ Mo Group

[] Input
Interface:

[] Output
Input Panel: [ ] include in panel
Size: Width = |80 Height = |40

- Mode Description

Descriptions are available on SHIFT + Right Mouse Buthon

(] [Lcon ] (200




e oo

r

Type of an...

1;

Type of animal - ‘ g ..
Node | States | Table | Attributes|
g Mame: 1\
Label: Type of EM\ -
i
Type: Labelled \ -
Group: O Mo Group \.-
Input )
Interface:
Output
Input Panel: indude in panel

Size: Width =

- Mode Description

Descriptions are available on SHIFT + Right Mouse Button

ok J[ concel ]

Apply

Select tab “States”



ikl i * _ _ Two states per default
Mode | States |Tab|e | Ath'ibutes|
H [ - State names can be altered (double-
click)
] New states can be added
r State Description fOI' lnStaIlCG .
Il rTypeofanimaI -k . g"
| Node | States | Table | Attributes|
-5:3:&5
FParrot] | w
i
[ 0K ] [ Cancel ] i Apply |
Add
A, = “Willie is a cat” [P——
A, = “Willie is a parrot

No more selections needed in this dialogue.

Cancel ][ Apply ]




%) Class: unnamed1

S EE loovooeocns ¥ +- B 49 F

==-] EM

Type of animal?

Activate by one left-click
(if not active) and
right-click inside to open
menu



Type of animal?

igaa till anteckningar

& Cut
Copy
&, Absorb Node

COpen Tables \

Copy Table From Mode: A
Tools

Select All
Select Mode Group

Snap To Grid

Experience Fading Table Operations
Set inputfoutput

Set Type

Set Mode Class

Create Temporal Clone

‘? Run

¢ Node Properties. ..
Network Properties...

- T v

o

Select “Open Tables”

...might be followed by
a warning with
Instructions about how
a node table should be
visible



%] Class: unnamed1 o [E [

FSEE oovoeocne ¥ +- E& & %

Edit Functions View |
Type of animal? |

Cat 1

Parrot 1 \\

< By default, even odds are entered (1 to 1). These
can be changed into probabilities summing to 1).

Type of animal ?

r:_:g{hss:mmedl

FSEBE Mloeovoeocne ¥ +- Es & %)

Edit Functions View

Type of animal?

Cat 0.5

Parrot 0.5




Add two more chance nodes...

Type of animal?

8

-— e o o o o e e e . e



-
Mumber of legs? aa

: L] = B, = “Willie has four legs”
Mode ég 1 Table ibutes 112
Lo Tete | Attt B, = “Willie has two legs”

@ Mame: B 4
Mumber oflags?

Label: .
Type: Labelled NT— -
Group: O Mo Group \\\

[7] tnput Soa
Interface: S~d

[ Output o

- ; ; DT - =

Input Panel: [7] include in panel *~. Number of legs? . 5 / 5 ﬁ
Size: Width = |80 Height = |40 s

| NudeT‘SEtES |Tab|e I ﬁﬁibutes|

At this moment, do not bother about the

probabilities.

- Mode Description r lEiﬁtes y/
& I]_-WD { | Up
Descriptions are available on SHIFT + Right Mouse Buthon
[ Ok ] [ Cancel ] | Apply | Add
)
r State Description

[ Ok H Cancel H Apply ]




Type of animal?

Mumber og legs?

?
Bealk? - .
Node | States | Table | Attributes |
'E - States
- [peak Up
Mo beak | [—]

Add

r State Description

(o] (e ] [Loowt |

C, = “Willie has a beak”

C, = “Willie has no beak”

c2 .‘ .

)

Node | states | Table | Attributes |

@ MName:

Label:

Type:
Group:

Interface:
Size:

r Mode Description

Input Panel:

C

Beak?

Labelled

[ ] Mo Group

[] Input

[ Cutput

[ indude in panel

Width = |30 Height = |40

Descriptions are available on SHIFT + Right Mouse Button

[ Ok H Cancel ][ Apply ]




Add links (edges)...

%] Class: unnamed1

geB8 MMooekweoeocoel v +- Ha o

Edit Functions View
Type of animal?

Cat 0.5 TN
|Parmt 0.5 \\
T~ Click here
then
Type of animal 7= Place cursor in the
interior of node A
(“Type of animal?”),

_________________ drag to the interior

______ of node B (“Number

of legs?”), and
release.

Repeat for link
between A and C



mHumber of legs?

Type of animal?

Now, activate node B (Number of legs?),
right-click and select Open Tables

METWOTK UPTICNS  WINOOWS
Cut

}E X|Em%|| Copy
4. Absorb Node

D ) <> S Open Table

Copy Table From Mode: B

:\

Tools ]
Select All

Select Node Group »
Select Link Group »
Snap To Grid

Experience Fading Table Operations  »

Set inputfoutput k
SetType 3
Set Mode Class r

Create Temporal Clone

% Fun

# Node Properties. ..

Murmber af Metwork Properties. .. \D




Type of animal?

mHumber of legs?

“.‘E| Class: unnamed1 EE@

FSEE floeoevoecna ¥ +- Bz o
Edit Functions View @

Type of animal? | Mumber of legs?

Cat Parrot

Two 1
Faour 1

| Type of ani...

Type of animal?

The probability table of node B now has probabilities conditional on the state of
node A. The are all set to 1 per default, and will each be treated as 0.5.

Are the states sufficiently many?



Add a state.
Double-click on node, select tab States

Enter name of new

Mumber of legs? - ' . M
Node] States | Table | Atibutes] state here, press Add
'E - States
- ...and a new state
is added
/ Number of legs? an . ﬂ
| Node | States | Table | Attributes|
/ - States
m _ Two
- )
r State Description
Add
r State Description
[ Ok ][ Cancel H Apply ]
[ OK ][ Cancel ][ Apply ]

The order of the states can be changed by pressing Up and/or Down



Now, open the table for node C (Beak?) as well.

FSEE Moeovooocne™ ¥ +- Bz & F

Edit Functions View |i&
|Type of animal? I Murmnber uflegs?| Beak? |

Type of ani... Cat Parrot

Beak 1 1

Mo beak 1 1

Type of animal?

Mumber of legs?

We can now enter our probabilities into the tables.



Node C:

Edit Functions View

Type of animal? | Number of legs? | Beak? |

Type of ani... Cat Parrot
Beak ] 1
Mo beak 1 0
Reasonable?
Node B:
Edit Functions View
Mumber of legs? | peak?
Type of ani... Cat Parrot
Mwo 0 0.9999
Faour 0.9999 0
Other 0.0001 0.0001

Reasonable?




At this moment (or even earlier) it is wise to save the constructed network.

Open the File menu of the GUI and select Save As...

p -
32 Hugin Lite 8.8

Data Edit View Metwork Options Windows Wizards Help

T New Ctrl+N | @
= Open. Ctrl+0
i Import... ]
E save Ctrles © faw | S Uni HE MR | < | & l
=

s Save All /
Save As...

Save in a file without GUI Attributes

Save All Classes in Single File As...

' % Structure Learning...

% TAM Learning...

Cloze

Simulate Cases...

Save Case...
Load Case... @
Print Network... Ctrl+P

11&

| E Print Node Tables...

1| B Print Probabilities...
Write az EMP 4
Write az PDF 4
Write az SVG L4
Recent Files 4
Exit




IR AR =

.
1 Save Metwork
Savein: | |, 732466 x| e -
| Assignments_2016

= )

iz | Assignments_2017

'*"‘_".P J .Q .
Tidigare . Assignments_2018

| R Mathematical Annotation in R-filer
. L www

- ¥ Meeting13_BN
Skrivbord

E;I /

Mina dokument
A
Dator
b y
\ File name: |Meetinng_BN.00br1 / | [ 220 ]
. 7/
ImEL Files of type: [*.oobn {COBMN format) V4 - l Cancel
L 4
File name: |Meeﬁng 13_BM.oobn | [ Save ]

*.oobn (OOBM format)
* net (net format)
* hkb (net format)

_Passwurd protected hkb _

This is the Hugin
format (OOBN)

But it is also possible to
use the more general NET
format for compatibility
with other software (like

GeNle)



Now, the designed network should be “run”. This means putting the probabilities

set into “action”

) Class: Meeting13_BN

FSEE loeovooocna

Edit Functions Wiew

v o+ - @

4+
EM

Click on the

s / flash symbol

Type of animal? | Mumber of legs? | Bealk?

Type of ani... Cat Parrot
Mwo 0 0.9999

Four 0.9999 o]
Qther 0.0001 0.0001

Mumber of legs?

Type of animal?




r@ﬂm:ﬂeeﬁigﬁ_m

e E R BIE|RSO|EE

h

|“‘§"|«(2 ®E|{¥ 1g|.:§:_—,_,|

(= [@ [

ERE Mestingl3 BN
] Beaky
IO Mumnber of legs?
] Tvpe of animal?

1 1] \ b

Mumber of legs?

Type of animal?

Expand this list




%) Class: Meeting13_BN

B & B

EREE  Meetingl3_BN
=i Beak?
o . 50,00 Beak

o 50,00 Mo beak
- Mumber of legs?

o . 49,99 Two
o . 49,99 Four
e I 0.01 Other
- Type of animal?

o . 50,00 Cat
-] 50,00 Parrok

A

4 I 3

S He DH: —-— — — E E E
t==ﬂ§|=|"_.|‘f\..<b| shil UR  ME W

.

(= [& ==

Type of animal?

Mumber of legs?

- W

Here, we can read of the marginal probabilities (in %) of each state in each node.
P(Beak|I), P(No Beak|I); P(Two legs|I), P(Four legs|I), P(Other|I)

and (as previously assigned) P(Cat|I) and P(Parrot|I)




Entering ”evidence”

It is now possible to calculate updated (conditional) probabilities given a particular
state 1n one or several of the nodes. This 1s called ” to instantiate” a node to the state
of interest and is done in the software by double-clicking on that state.

As an example, suppose that we obtain the information that the animal (Willie)
has two legs. Then, we double-click on that state in the list.

=% Meetingl3_EN
4---[:_}|:| Beak?
e 100.00 Beak
e I 0.00 Mo beak
—---'D Mumber of legs?

Type af animal?

..... ]
I - Four
-] - Other

—---[:_}I:l Type of animal?

1 0.00 Cat
R 100.00 Parrat

Humber of legs?

The bar colour of this state changes into read and its value to 100 %. The other bars
also change values, i.e. the conditional probabilities given Willie has four legs.
However, it seems they are either 100.00% or 0.00%. Could that be correct?



The precision used for displaying the numbers can be changed.

From the GUI menu select View, from the list select Belief Precision and in the
following list select Percent — Prec: 4. Other choices can of course also be made.

%2 Hugin Lite 8.8

™ @ bl | |8 Hide Table Window
Open Tables
Close Tables
Hide Node Locator

] Class: Meetin

B o B

Toggle Mode List
" Expand Mode List
Collapse Node List
Toggle Private NModes

Lock Evidence
Show Monitor Window(s)
Show All Moniter Windows

Hide Monitor Window(s)
Update All Monitor Graphs
Belief Precision

Report Beliefs

Export Beliefs

Show Juncticn Tree
Show Last Error
Zoom...

Collapse Instance Modes
Expand Instance Modes
Show Class

o S— Show Component Tree

_ i Information..
Nienlay numhbars in nercant with 4 dinite aftar tha dacimal noint

File Data Edit Metwork Options Windows Wizards Help

F3

Fi4

Ctrl+E

Ctrl+M

Ctrl+Skaft+ M

Ctrl+U

L4 Max Precision
Percent - Prec: 0
Percent - Prec: 1
®  Percent - Prec: 2

Ctrl+5Skift+E Percent - Prec: 3

Percent - Prec: 4 <

Mo Belief Values




“.'a Class: Meeting13_BN e [ [
& B

SHe SHe — — —- —* —+ G & g G = . EH
t::ﬂi|ﬂ|:|fm¢|‘iﬁx|snﬁurﬁ rie MF‘:|E|E .@;f"|y g|@q|

EREE  MestinglS_BH

=] Beak?
S 100,0000 Beak.
1 0.0000 Mo beak

=@ Mumber of legs?
- | 100.0000 T
o - Four

Type of animal?

B - Other
=0 Type of animal?
-] 0.0000 Cat

S 100.0000 Parrok

Fumber of legs?
E

Well, we have now the values 100.0000% and 0.0000% respectively. Trying Max
Precision would not give more information.



What probabilities are we computing here? Consider for instance the updated
probability for A,, i.e. ”Willie is a parrot”.

This probability is

P(B,|A,) - P(A,) 0.9999 - 0.5

P(A,|By) = = =1
(A21B1) = 5B, TAD) - P(AL) + P(B,IA,) - P(A;) 005+ 0.9999 - 0.5

Hence, the probability is (maybe not so unexpected) exactly 100%

This can also be seen by setting Belief Precision to Max precision

‘.'i_j Class: Meeting13_BM

FSEwH|BIEIR|TR|N |
—-- Meetingl3_EMN . - - -
=+ ] Beak?
@Leak o The absence of d_|splayed decimals indicate
— 0. o beak that the values displayed are exactly 100
=+ @] Mumber of legs? .
- . Two
10 Two and O respectively.
-] - Other
=0 Type of animal?
-1 0. Cat
B 100, Parrat




If we want to edit the network, e.g. adding nodes and/or changing assigned
probabilities, we can return to Edit mode by clicking on the pencil icon.

/

) Class: Meeting13_BN
e DM —-— - — —» -+ - :
HFSE R BIT| R Tmsm 2 5| 88

SR  Mestingl3_BN

[=[& [

- Beak?
- [ 100, Beak
e I 0. Mo beak
= Number of legs?
- | 100, Two Type of animal?
e I - Four
e I - Other
- Type of animal?
e I 0. Cat
- [ 100, Parrak

mHumber of legs?
El




&) Class: Meeting13_BN

=5 o8
FedEE (foovooocne s ¥ +- @z & %
Edit Functions View @
Number of legs? | Beak?

Type of ani...

Two a
Four 0.9999

Cat

Parrot
0.9999

Other 0.0001

0.0001

kHumber of legs?

Type of animal?

Now, change the conditional distribution of the number of legs given the type of
animal is a cat to 0.0001, 0.9998 and 0.0001 respectively, and run network again.

Type of animal? | Number of legs? | Beak?

Type of ani... Cat
Two = 0.0001

Four e 0.9998

Qther 0.0001 0.0001




r@[ﬂass:l‘*‘leeﬁnglﬂ_ﬂﬂ EEE
BB TI&] 8|8 F |- |E

SR MestinglS_EN
=] Beakr

-] 50,00 Beak
-] 50,00 Mo beak
- Mumber of legs?

-] 50,00 Two
-] 49,99 Foor
o 0.01 Other
=IO Type of animal?

B 50,00 Cak
-] 50,00 Parrak

W BT || a2 R

Lni M= ME

b 2

Type of animal?

Again, instantiate state ”Two” in node Number of legs?

) Class: Meeting13_BN o [ [
F S B[R [B(T RS hb R RT|&] s 3|~ |E

— e max U Uni ME ME
EI--- Meetingl3_EM
EI--.D Beak?
e 99,99 Beak
-] 0.01 Mo beak
=+ @B Number of legs?

b 2

----- 1 o | Type of animal?
S - Four
1 - Other

=IO Type of animal?
e I 0.01 Cat
- [ Q9,99 Parrok

..and we can see that the updated probability for Willie being a parrot is now 0.9999.



Another example Who smashed the window?

A window (pane) was smashed and a person, Mr G is suspected for having done it.
On Mr G’s pullover 8 glass fragments were recovered they all matched the (pane of)
the smashed window. . e

Let

H be a random variable with states H,="Mr G smashed the window” and
H,: ”Someone (or something) else smashed the window”.

T be a random variable for which the state is the number of fragments transferred
to Mr G’s pullover when the window was smashed. Note that if Mr G’s pullover
was not sufficiently near the window when it was smashed, then T = 0.

E be a random variable for which the state is the number of fragments that could
be (and were) recovered from Mr G’s pullover. Note that E is not equal to T since
(i) it cannot be assumed that all fragments transferred to Mr G’s pullover
persisted and (ii) were detectable when analysing it.



Serial connection

H Probability
Hy P(H = Hy|I)
H H, P(H = H,|I)
Prob. mass function of T given H
— H=H1
— H=H2
\
T 11111 ——
x=No. fragments
Prob. mass function of E given T
— T=100
T=60
T=40
— T=0
E
\ 4 =

x=No. fragments

H,= "Mr G smashed the window”

H,: ”Someone (or something)
else smashed the window”.

Once the value of T is known the
state of H is no longer relevant
for the state of E.



Influence diagrams

Decision-theoretic components can be added to a Bayesian network. The complete
network is then related to as a Bayesian Decision Network or more common

Influence diagram (ID)

Return to the example with banknotes.

Let
H,: Dye is present
H,: Dye is not present

and let

E,: Method gives positive detection

Method of detection gives a positive result (detection)
in 99 % of the cases when the dye is present, i.e. the
proportion of false negatives is 1% and a negative
result in 98 % of the cases when the dye is absent, i.e.
the proportion of false positives is 2%

The presence of dye is rare: prevalence is about 0.1 %

States of the world

Data

E,: Method gives negative detection




Assume that...

The banknote is a SEK 100 banknote

If we deem the banknote to have been contaminated with the dye, we will
consider it as useless and it will be destroyed

If we deem the banknote not to have been contaminated with the dye, we will
use it (in the future) for ordinary purchasing

Upon using the banknote for purchasing, if it is revealed (by other means than
our method) that the banknote is contaminated with the dye, there is a fine of
SEK 500

Hence, a payoff function for this problem is

Action State of the world

Dye is present (H,) | Dye is not present (H,)
Destroy banknote 0 —-100
Use banknote —500 0

Note that the amounts of money should be entered as negative payoffs. If our
utilities are linear in money, this is also our (dis)utility function



We may however consider a loss function to better describe the situation.

Recall: L(a,0) = max(U(a’, 9)) —U(a, 0)

areA
Action State of the world
Dye is present (H,) | Dye is not present (H,)
Destroy banknote 0-0=0 0-(-100) =100
Use banknote 0 — (-500) =500 0-0=0

but is this description so much better than the one with (dis)utilities?



A simple Bayesian network can be constructed for the relevance between the state
of the world and data:

H Probabilities
‘ H, 0.001
H, 0.999

Probabilities
@ H: H, H,

E E, | 099 0.02

E, | 001 0.98




Now, we will add two nodes to the network, one for the actions that can be taken

and one for the utility function

N o

Neither of the nodes are random nodes.

A

a, Destroy banknote

a, Use banknote

H: H, H,

Al a4 a, ay a,
0O |-500|-100| O

H,: Dye is present
H,: Dye is not present

Node U must be a child node with nodes H and A as parents.

&



With this network, an influence diagram, we would like to be able to propagate data
from node E to a choice of decision in node A.

Hence, in node A the posterior expected utility should be calculated, and the utilities
should be specified in node L.



Using Hugin:

] Class: unnamed1
FSEE Mloevoeona | 2 +- @
Edit Functions View
= Node H with probability table
) Class: unnamed1
FSEE loevooona ry o+ - [Ba 5 %
Edit Functions View
E
H HO H1
E1 0.99 0.02
E2 0.01 0.98

Node E with probability table

<




Now, nodes for action and utility should be added.

Edit Functions Wiew m
H|E

H HO H1 |
E1l 0,99 0.02
EZ 0,01 0.95

-




‘) Class: unnamed1 = [= [
FSFEE MloevooocnDal ¥ +- Bz & F

Edit Functions View .
H|E
| H HO H1

Ei 0.99 0.02
= 0.01 0.93

m o
©

Action nodes by default gets a name with D (for decision) and number.
Utility nodes by default gets a name with U and a number.




Add the links (drag from interior of parent node to interior of child node).
r:_:_][iass:u'rmedl

FSEE Moevoocnal ¥ +- Bz o

Edit Functions View

H| E

H HO H1
E1 0.99 0.02
E2 0.01 0.98

1

Now, double-click on the action node.



 Node'| states | Table | Attributes

JloevoeooOne

% Mame: D1

Label: i
HQ i

Type: Labelled -

Group: [ Mo Group — .

[ input Renaming and
Interface:
| Output

labelling

Input Panel: indude in panel

Size: Width =

1

r Mode Description

Node | states | Table | Attributes

Descriptions are available on SHIFT + Right M Mame: A
-~
Label:
8
Type: Labelled -
Group: O Mo Group -
Input
Interface:
il Output
Input Fanel; [T indude in panel

Select tab States.



Renaming the states

Node | States | Table | Attributes
o - States
o
il
|| Add |
- State Description
Mode
. o
|5
ok | [ Cancel | [ Apply ]
—————————————
| P |
]

States | Table | Attributes
- States
estroy banknote | Up |
| Ise banknotel

[ waa |




Double-clicking the utility node...

 Node'| States | Table | Attributes |

28y 09 o0

% Marme: U1

Label:

HO
Type: Labelled
Group: [ Mo Group
[ ] Input
Interface:
i Output

Input Panel; indude in panel

Size: Width =

r Mode Description

Labelling

U1
MNode

Descriptions are available on SHIFT + Right |

Lok ]| Concel ]

Select tab Table.

Label:

Type:
Group:

Interface:

hle Attributes

U1

U

Labelled

el o] < >

O No Group

Input
|_| Cutput




U1

Mode States Table Attrbutes

r Discrete Parents

@ Specify Table Manually
O Specify Expressions

Up

Here, we can set the preference order in
which the states of H and states of A
should appear in the utility table.

The “ordinary” two-way table...

Down
Remove H 0 H 1
a, U(ay, Hy) | U(ay, Hy)
Ay U(ay Hp) | U(ay Hy)
0K Cancel Apphy
...will in Hugin appear cither as... ...Or as ...depending on the order set.
H Ho H, A a, a,
A a, a, a, a, H Ho H, H, H,;
U (L) U(a;, Hy) | U(ay, Hy) | U(ay, Hy) | U(ay, Hy) U (L) U(ay, Hy) | U(ay, Hy) | U(ay, Hy) | U(ay Hy)

Here, we keep the order as given.




Righ-click on the utility node (U) and select Open Tables.

O @y OSSO M m P - |
Cut

Copy

EEI
ey

Open Tables
Copy Table From Node: U1

[}
=
Pl

[}
w0
(e

Tools > —

Select All
Select Mode Group »
Select Link Group »

Snap To Grid

Experience/Fading Table Operations >
Set inputfoutput >
Set Node Class

# )
Create Temporal Clone

%  Run

#  Node Properties...
Metwork Properties...



°:axc‘ﬁrss: Dye_on_banknotes = [n[=] i&

HS&EE hoaway G008 v o+t - B& L ¥

Edit Functions View i&
E H U
H HO H1
A Destroy banknote Use banknote Destroy banknote Use banknote
Utilicy 0 o [i] [i]
A

Now, enter manually the (dis)utilities in the table.

H:|  Ho H,

Al a; | &, ay a,




}3| Class: Dye_on_banknotes

EERIRCTR ~c*

FSEE hoev oooO® - BR T F
Edit Functions View \ m
EHU \

H HO H1 AN

A Destroy banknote Use banknote Destroy banknote Use banknote \_
Utility -500 -100 ]

I

=

Run the network by clicking the flash icon.




@[hss: Dye_on_banknotes | = o= i&

GEwHBIT|RO|TwEmad 2 25| | g F|o=|E
=g @ Cve_on_banknotes

o - - - - - - - -t UMM emem S e e

Now, enter the evidence = “Method gives positive detection” (E,),
by double-clicking on E1.




‘.‘.E] Class: Dye_on_banknotes

i S He SHe —
§E|t: 8H§|_|

= =t = N [T} [an
|.J'\_ <b| E mas | SPpd Uhi MS MR |

&

.

=B

E}-- Dwe_on_banknates
=-@OE

*-30,442060

4. 721030 Ha

052723970 H1

-95.278970

-23.605150 )]

100, E1

- E2
0

-250,
T —\
50, Destroy Fanknute

50. Use banknote

- W

Here we can read off the calculated expected utilities for each of the two actions.
Since the expected (dis)utility of a, (Destroy banknote) —95.28 is lower than the
expected (dis)utility of a, (Use banknote) —23.61, the optimal action is a,.



