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Abstract

The aim of the project is to develop an HMM for the current spread of the SARS–CoV–2
virus. The HMM could be coupled with a SIR+ based compartmental model for the dif-
ferent types of statistics—confirmed cases, hospitalizations, deaths. The confirmed cases
should be treated as a random sample from the whole population of infected and the prob-
ability of sampling should try to take into account the different testing strategies.

The aim of the project would be to compare the spread of the virus in different countries
(e.g. Czech Republic, Poland, Sweden, Italy, but other depending on the availability of
data are possible) through regional (whenever possible) dynamics. For the thesis publicly
available COVID–19 connected data will be used.
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1 Introduction

Motivation

Currently there is an ongoing pandemic of Covid-19, one of the greatest challenges humans
as a species had to face in last decades. Twentieth century introduced epidemiology as a
research discipline and enabled spread of infections being viewed from mathematical rather
than medical perspective. Public health, neglected just a few years ago [1, 2], got to the public
eye now as the media chase its experts in these days.

Figure 1.1: Press Conference of Federal Chancellery of Austria, March 14, 2020, presenting
new pandemic restrictions [3].

Aim

This thesis is presenting a Hidden Markov model of Covid-19 spread and performs a simu-
lation with it to approximately estimate the true situation about the infection for regions of
several European countries: Czechia, Poland, Sweden and Italy.

1



Research questions

To construct the model, the characteristics of the Covid-19 disease are investigated from rele-
vant scientific literature and presented in form of probability distributions. The model defini-
tion requires answering of the question What are the distributions of parameters of Covid-19
- the incubation period, infection fatality ratio, reproduction number and duration of disease?

The Covid-19 statistics come from various sources and methods of measurement. Their
correctness can be questioned not only in terms of accuracy, but in some cases even reliability
of the source [4]. In other words, to what extent are the collected data used to fit the model
reliable?

The result of a simulation with the HMM on various regional data can be evaluated using
a similarity with the reported statistics. Apart from that, with a regional data one can answer
Are there any patterns or similarities between the regions? Calendar of restriction can be
analyzed such as Do the introduced restrictions influence the numbers?

The reliability of the simulation results is directly connected with the correspondence of
the probabilistic definition of Covid-19 introduced in the thesis with reality. To what extent
the results show that the drafted model of the disease is correct?

Delimitations

The infection is modelled on a certain level of reality abstraction, so that many aspects of the
infection are simplified. Those not included, but discussed are a multiple levels of infection
severeness - asymptotic cases, a non-permanent immunity after recovery, mobility of popu-
lation between regions/countries including incoming infectious population, vaccination and
imperfect accuracy of the clinical tests.
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2 Theory

2.1 Epidemics

Epidemic is commonly understood as an outbreak of a disease that freely spreads through
the population. According to Encyclopedia Britannica, it is an occurrence of disease that is tem-
porarily of high prevalence [5]. Epidemics and pandemics1 are not only a matter of modern era,
but occurred throughout the human history.

Pre-modern epidemics

One of the oldest mentions in literature is an influenza epidemic in Persian Babylon in 1103
BC [6], however archaeological discoveries suggest even much older occurrences, such as the
one in northeast China from „ 3000 BC [7].

By far the deadliest (in absolute numbers) [8] was a plague pandemic called Black Death
from the 14th century with a death toll around 25 mil. people [9], other epidemics caused
by Yersinia pestis were Justinian’s Plague (540´ 750 AD) [10], the Second Plague (14th ´ 19th

century) and the Third Plague (1899´ 1940’s) [11].
Another frequent epidemics were caused by influenza [12], cholera [13], tuberculosis, ty-

phus or smallpox [14], the latter was eradicated in 1980 [15]. Some diseases are endemic such
as yellow fever or malaria due to climate-dependent disease vector [16, 17], or Cocoliztli - a
group of common diseases that decimated the Aztec population in mid 16th century [18].2

Modern epidemics

Regarding the pandemics, 20th and 21st centuries are dominated by the influenza - the Span-
ish flu (1918 ´ 1920), the Russian flu (1977) and the Swine flu (2019) caused by Influenza
A/H1N1, the Hong Kong flu (1968 ´ 1969) and the Asian flu (1957 ´ 1958) caused by In-

1Epidemic is a general outbreak of disease. Pandemic is an epidemic that affects a significant portion of popula-
tion of a continent, or worldwide [5].

2Civilizations on American continent developed isolated from the rest of the world for thousands of years and
so did their immunity systems, adapted to the pathogens in the environment. Diseases brought by the first Euro-
pean colonizers (called Cocoliztli, in Nahuatl/Aztec meaning pest) were something absolutely novel for Americans’
immunity systems and Cocoliztli wiped most of their population out.
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2.2. SARS-CoV-2

fluenza A/H2N2 and its descendant A/H3N2 respectively [19]. The Spanish flu by itself
directly caused 20 mil. deaths, far more than WWI [20].

Since early 1980’s and still ongoing there has been a pandemic of a sexually-transmitted
virus HIV3, that causes AIDS4, a disease that in the last 40 years killed more than 38 mil.
people [21].

2.2 SARS-CoV-2

At the end of 2019 an outbreak of novel coronavirus occurred in Wuhan, China, later named
Severe acute respiratory syndrom coronavirus 2 (SARS-CoV-2). The virus shown in the figure 2.1
quickly spreaded around China and abroad and in just a matter of months, most of the world
introduced epidemiological restrictions in order to stop the spread.

Figure 2.1: SARS-CoV-2 cryo-electron tomography scan [22].

The disease caused by SARS-CoV-2 is called Covid-19. The infected encounter respiratory
illness with symptoms such as cough (67.6%), fever (62.2%), shortness of breath (32.4%), fa-
tigue (24.3%), sore throat (21.6%) vomiting or diarrhea (21.6%), however their severity or ab-
sence vary significantly amongst patients. Fatality is significantly different (p-value ă 0.001)
for elderly population over 60 years, as shown in the figure 2.2 [23, 24, 25, 26, 27].

Diagnostics

The method of collection of the data is an important factor for the correct evaluation of the
analysis result. There are several broadly used diagnostic tests, lab-based and rapid, used for
detecting of presence (past or present) of SARS-CoV-2 virus in the patient’s organism [31].
There are two types with regard to what is being detected:

• diagnostic tests - virus itself or its parts (spike protein, RNA)

• antibody tests - antibodies produced by the host organism as a response to the virus
3Human Immunodeficiency Virus
4Acquired Immunodeficiency Syndrome

4



2.2. SARS-CoV-2

Figure 2.2: Covid-19 fatality, measured as deceased confirmed cases, per age and gender;
Data from [28, 24, 29, 30].

Diagnostic tests Diagnostic tests detect an active Covid-19 infection. The sample for the
test is a nasal or throat swab. After patient recovers, the test yields negative result again.

Currently the most commonly used is a RT-qPCR5. It consists of reverse transcription of
viral RNA to DNA and amplification (replication) of the DNA, which happens only with
the gene sequence of SARS-CoV-2.6 Chain reaction activates fluorescent molecules, which
indicate the presence of the DNA and hence the virus itself [32].

Different method of diagnosing an ongoing Covid-19 infection are antigen tests, that look
for viral proteins specific for SARS-CoV-2. They are designed to have high sensitivity, but
they have low specificity. The advantage is that they are rapid - they can be done by patient,
do not require any special equipment and the result is known fast [33].

The accuracy of the tests depends on a sampling method and used kit, average perfor-
mance from [34, 35] is listed in the table 2.3. Accuracy of the antigen tests is relative to
RT-qPCR.

Type of test Specificity Sensitivity
RT-qPCR 98.787 % 99.545 %
Antigen 30.2 % 100 %

Figure 2.3: Accuracy of Covid-19 diagnostic tests [34, 35].

Antibody tests Antibody tests use blood serum and search for antibodies (IgM - early in-
fection, IgG - long term immunity, ...) produced by the immune system as a response to
encountered antigens - viral proteins. The testing makes only sense for person that already

5Reverse transcription quantitative polymerase chain reaction
6Replication of the DNA is selective thanks to customized primers, marking a start point of polymerase reaction.

Polymerase is an enzyme capable of synthesis of DNA that duplicates each of the separated strains of DNA (only if
matched by primers) in every reaction cycle. Amount of DNA grows exponentially.
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2.3. Epidemiological Modeling

had gone through the disease, as it measures a developed immunity. It is used for estimation
of disease prevalence and infection fatality rate (IFR) [33].

2.3 Epidemiological Modeling

The epidemiology has experienced its first boom several years after so called Spanish flu7,
the first modern pandemic and at the beginning was described by medicine specialists, only
later it was understood as an inter-discipline with mathematics and statistics [36].

SIR* model

SIR* models, the most prominent class of epidemiological models, describe disease as a set of
states with parameterized transitions between them. Each person in the modelled population
has a state, that changes with certain probability according to the chosen model. Simple SIR
model has three states and two connection: susceptible S, infected I, recovered R, connected
such as S Ñ I (getting sick) and I Ñ R (recovering). Notation X1 denotes first derivation of X
w.r.t. t, i.e. S1 = dS

dt , I1 = dI
dt , etc.

S1 = ´ aSI

I1 = aSI ´ bI

R1 = bI

(2.1)

SIR as a dynamic model can be expressed with differential equations (eq. 2.1). In this
expression capital letters denote a number of people currently being in the state (as for time t).
Each equation describes a change in the number of people for the state. Its terms correspond
to the connections, e.g. number of people at time t taking connection S Ñ I is aSt It.

SIR model describes diseases with fatality 0, no incubation period and permanent immu-
nity. Since neither of this is true for SARS-CoV-2, for modelling we must extend SIR model
by additional states: exposed E and dead D. All the states and connection of SEIRD model
are shown in the figure 2.4.

Figure 2.4: Example of SEIRD with permanent immunity.

As there is no connection R Ñ S, this model assumes permanent immunity as well. For-
mally the SEIRD model can be defined as a set of differential equations (eq. 2.2).

The model parameters a, c, b, d are directly connected (eq. 2.3) with the disease character-
istics: basic reproduction number R0, incubation period, symptom duration8 and infection

7The name Spanish flu for the pandemic in late 1910’s stems from the fact that media in Spain as one of the few
neutral countries informed about the situation and casualties, while countries participating in WWI censored it not
to cause a hysteria. Thus, situation in Spain looked much worse than elsewhere.

8Infectiousness and symptoms is in the SEIRD assumed to be equivalent terms. In reality they are not and they
do not have to overlap.
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2.3. Epidemiological Modeling

S1 = ´ aSI

E1 = aSI ´ cE

I1 = cE´ bI

R1 = b(1´ d)I

D1 = bdD

(2.2)

fatality rate IFR. These formulas are very often specified with the SIR* model definition as
estimates for the model parameters [36, 37].

R0 =
a
b

R0(t) = R0S(t)

incubation period = c´1

symptom duration = b´1

IFR = d

(2.3)

Basic reproduction number on whole population is computed as in equation 2.3. Time-
dependent reproduction number R0(t) changes over time as individuals are leaving state S,
becoming infected and recovered or dead. Thus R0(t) gets lower and lower with decrease of
S.

The findings of epidemiology in a form of theory of happenings are applicable to wide range
of different areas including marketing, malware, culture and others, making it a new and
solid area of mathematics [38, 39].

Figure 2.5: SEIRD dynamics, example 1
SEIRD dynamics for (a, c, b, d) = (0.8, 0.3, 0.3, 0.05).
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2.3. Epidemiological Modeling

Figure 2.5 shows the dynamics for parameters a = 0.8, c = 0.3, b = 0.3 and d = 0.05
(constant over time) and initial values I = 1, S = 9999, E = R = D = 0. Incubation period
is 1

c = 1
0.3 = 3.3 days and duration of symptoms 1

b = 1
0.3 = 3.3 days. Basic reproduction

number with specified parameters is R0 = a
b = 0.8

0.3 = 2.6.
The disease is slow at the beginning. Then the exposed and infected exposed. Infected I

is delayed behind exposed E and also covers larger AUC9, because duration of symptoms is
longer than incubation period. Death counts D are also delayed behind infected I. At certain
point infection starts slowing down and eventually stops. This moment of the epidemics is
called herd immunity.

Figure 2.6: SEIRD dynamics for (a, c, b, d) = (0.9, 0.3, 0.2, 0.05).

Figure 2.6 visualizes disease that spreads faster and whose symptoms last longer, param-
eters change such that a = 0.5 Ñ 0.9 and b = 0.3 Ñ 0.2. Basic reproduction number of this
disease is R0 = a

b = 0.9
0.2 = 4.5 and the symptoms’ duration is b´1 = 5 days.

The herd immunity is reached with with almost all population being infected. This more
contagious and longer lasting disease leaves more deaths behind and penetrates the popula-
tion very fast. The curve of infected has much greater AUC, which is directly connected with
occupancy of hospitals and potential collapse of hospitals.

Figure 2.7 visualizes SIR model with low value of parameter a and y axis in logarithmic
scale. Initial state assumes whole population of 10000 individuals susceptible (i.e. S = 1, as
states are normalized by population), where single person becomes infectious. In the result,
susceptibles are constant over time, recovered and deaths grow slightly at first as the initial
infectious recover or die, later the differential system becomes stable.

To get the true numbers, real values are rounded: infected and exposed becomes 0, in-
fected person recovers and the infection has no casulties. Basic reproduction number of this
infection is R0 = a

b = 0.5
0.5 = 1, time dependent reproduction number R0(t = 0) = R0S(t =

0) = 9999
1000 ă 1, so that each infection produces (nearly) one other infection, which means

epidemic slowly dies out. If reproduction number is equal 1, number of infected is constant
over time [40, 37].

9Area under curve
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2.3. Epidemiological Modeling

Figure 2.7: SEIRD dynamics for (a, c, b, d) = (0.5, 0.3, 0.5, 0.05), I = 1.

Bayesian SEIRD* model

Bayesian approach in epidemiological modelling brings uncertainty of parameter values. In-
stead of single value for the parameter, the model considers parameters a, c, b, d to have a
prior distribution representing our best guess supported by prior knowledge. Choice of prior
is based on clinical measurements of the infected individuals.

Posterior probability contains both the prior and the information extracted from the data
modelled by a likelihood distribution using a Bayes’ theorem.

θ = (a, c, b, d)
P(θ|D) 9 P(D|θ)P(θ)

(2.4)

Connection of parameters a, c, b, d with the disease characteristics as specified in stochastic
manner by the equation 2.4 is slightly different for Bayesian approach, the terms on both

sides of equation sign are equal by distribution, denoted d
=. The alternation is shown in the

equation 2.5.

R0
d
=

a
b

R0(t)
d
= R0S(t)

incubation period d
= c´1

symptom duration d
= b´1

IFR d
= d

(2.5)
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2.4. Hidden Markov Models

2.4 Hidden Markov Models

Hidden Markov model (HMM) is a discrete stochastic model for time-series. It has two main
components: latent (unobserved) variables called states and observations, that are to be mod-
elled. Since the model is discrete, both the latent and the observed variables have predefined
finite alphabet of symbols (e.g. finite set of numbers) they can contain.

The parameters of the model are transition and emission probability distributions. One of
important assumptions of HMM is stationarity, the distributions are constant in time - what is
changing are the states. The figure 2.8 shows the structure, transition probabilities are jointly
denoted τ and emission probabilities ε.

Figure 2.8: Hidden Markov model structure.

Transitional probability

The transitional probabilities are defined between latent variables from time t to time t + 1
defining the distribution of the transition in each time step. These distributions can be aligned
to a transition matrix.

Emission probability

The emission probabilities define the observations xt based on the latent variables zt. Simi-
larly as the transitional matrix emission distributions can be aligned to emission matrix.

Learning of HMM

Learning of HMM means an estimation of the distribution for z(t) over @t. Analytical ap-
proach is Forward-Backward algorithm, producing distributions α(t) and β(t), which are
base for simulation using filtering and smoothing methods. Different way to predict the
most probable path without learning the model is Viterbi algorithm.

Forward-backward The Forward-backward algorithm is used for filtering and smoothing.
Filtering uses for estimating of distribution for zt (state at time t) only observations from the
past x0:t and can be used for real time processing. Smoothing estimates distribution of zt
all observations from the 0 : T, where t P 0 : T. Smoothing cannot be used for real time
processing but is more accurate.

Viterbi Neither filtering nor smoothing do not guarantee that the output will be valid ac-
cording to the transition and emission matrix, but they simply maximize the total score. The
Viterbi algorithm does not learn the distribution for z(t), but focuses on producing a valid
output according to the transition and emission matrix, so its output "makes more sense" and
it is widely used in some domains, such as natural language processing.

For estimation Viterbi uses all the observations from 0 : T, same as smoothing, but due to
the constraints it tends to be less accurate.
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2.5. Splines

Markov Chain Monte Carlo Bayesian approach to HMM uses random simulations from
the transition and emission distribution and minimizing of the log likelihood by searching
for optimal parameters. There are frameworks that make the method easy to use, such as
Stan [41].

2.5 Splines

Spline is a mathematical technique to interpolate a group of points with a piece-wise curve.
Each segment or piece has is represented by a function, typically polynomial. Smoothness of
the curves from two adjacent segments is ensured by a common (equal) derivative value, level
of smoothness Ck means equality in values of corresponding derivatives of orders [0, . . . , k].
Well-known linear spline with level of smoothness C0 is absolute value [42].

Figure 2.9 shows spline over interval [´3, 3] with nodes in [´3, 4], [´1, 0], [1, 1], [3, 42
18 ].

Level of smoothness in point [´1, 0] is C2, which means that both curves have the function
values and the values of derivatives of first and second orders equal in this point. In point
[1, 1] level of smoothness is C0, which means that the function values of both curves are equal,
but the derivatives are different. Their difference is visible by bare eye.

Figure 2.9: Spline with levels of smoothness C2 in ´1 and C0 in 1.

Splines can be also used for approximation [43]. In this thesis, the piece components will
be curves yielded as a result of numeric integration of SEIRD model.

The term spline is sometimes used for a range of different piece-wise functions, although
it is its specific case, if we assume that spline must have level of smoothness at least 0. For
this definition counterexamples are all non-continuous piece-wise functions, such as sign and
indicator functions.
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3 Data

The model is defined (that means its transition and emission components) using results of
clinical measurements of patients’ disease characteristics: incubation period and duration of
symptoms, results of molecular and antibody tests, but also tracing information (for estima-
tion of R0) and others.

The input data for the model are the statistical information of the Covid-19 infection:
counts of positively tested individuals, number of deceased on the disease etc.

3.1 Covid-19 statistics

The statistics are usually reported by national or regional authorities, responsible for publish-
ing them - government institutions or public agencies - ministries of health, statistical offices
or regional hygienic offices. The data can come in daily or weekly records with country-wise,
regional, sub-regional (district-wise) or municipal administrative unit granularity.

Data attributes

Although different authorities publish Covid-19 statistics in different formats, throughout
those occur common attributes [44].

Tests First statistics is the number of performed tests. This statistic should ideally contain
only number of diagnostic tests of individuals done to confirm their infection and repeated
tests confirming recovery or antibody tests should be excluded. However some countries
publish overall number of all tests performed regardless of type.

Confirmed The tests can be seen as a sample over a population and the confirmed cases is
a number of positive tests per day. If the probabilities of infected and healthy getting tested
are different, the test sample is biased.

The value of confirmed should ideally resemble the total infected, but since tests do not
cover the whole population, it is influenced by number of tests and the sample bias.

Deaths Deaths is a death toll of Covid-19. This has been an intensive matter of dispute (dy-
ing with/on Covid-19), as a Covid-19 death can be understood on one hand solely as a direct
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3.1. Covid-19 statistics

consequence of infection Covid-19, or dying while being Covid-19 positive regardless on the
cause of death or comorbids on the other. In the latter case, Covid-19 positive passenger of a
car dying in a car accident is reported in the statistics [45, 46, 47, 48].

Hospitalized Another reported number is number of hospitalized patients positive for
Covid-19. Hospitalization can be in several modes coming with raising severeness of the
infection, the data often contain additional current number of patients at intensive care unit
and with connected ventilator, although often researches uses more detailed information of
hospitalization.

Decision of hospitalization is often based on patient’s state. Many researches are per-
formed on sample of hospitalized people. Thus if asymptomatic and mild cases are elimi-
nated from the sample, measurements on such sample might be skewed.

Prevalence Prevalence is the percentage of infected in population. The number can be ei-
ther estimated real-time with molecular tests or backwards with antibody testing. The latter
allows more careful sample selection and better results. Antibody testing can be under certain
conditions performed even during active infection.

Fatality ratio Fatality ratio is a percentage of how deadly an infection is. It is derivated
from the prevalence and deaths (eq. 3.1). Dependent on how the prevalence is estimated we
distinguish case fatality ratio (CFR) and infection fatality ratio (IFR).

CFR =
Number of deaths
Confirmed by tests

IFR =
Number of deaths

Truly infected

(3.1)

Recovered Recovered is the number of confirmed patients that did undergo the disease and
on the given day received first negative test confirming their recovery.

Data sources

Czechia The official data for Czechia are published by MZ ČR1. Most statistics cover the
whole epidemic (since March 2020) and as for now contains following data attributes in daily
time slots[23]:

• Country: RT-qPCR + antigen tests

• District: deaths, tests, hospital capacities and stock states

– Per age group: incidence, prevalence, hospitalized, vaccinated

– Cases with age and gender: confirmed, deaths

• Municipality: confirmed

The fetching of the data are implemented in the Python package covid19czechia [28].
The usage is shown in the listing 3.1.

1Ministerstvo Zdravotnictví České Republiky/The Ministry of Health of the Czech Republic
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3.1. Covid-19 statistics

1 import covid19czechia as CZ
2 x = CZ.covid_deaths()

Listing 3.1: covid19czechia: usage example

Poland The responsible institution to publish the data for Poland is MZ RP2. Until Octo-
ber 10 2020, the regional data of confirmed and deaths were published via Twitter account
@MZ_GOV_PL as daily updates. Deaths were reported as cases with gender and age. Via
government webpage one could only acquire current counts in regions [49].

At the moment regional data between October 10 2020 to November 23 2020 are not pub-
lished on either of the official sources mentioned. Since November 23 2020, MZ RP started
to publish daily a CSV file on their webpage with regional counts (without gender or age
information).

Currently data between January 20 2021 to February 28 2021 (today) are missing [50].

• Country: tests, recovered, hospitalized, quarantined

• Region/municipality: confirmed, deaths

The package covid19poland contains data collected both webscraped from Twitter and
fetched from the MZ official webpages [24]. The sample code is in the list 3.2.

1 import covid19poland as PL
2 x = PL.covid_deaths()

Listing 3.2: covid19poland: usage example

In November 2020, Michał Rogalski pointed out issues with the official Polish statistics.
The statistics reported by the government (MZ RP) should perfectly aggregate the data re-
ported by the regional PSSE3, but in fact in certain period of time they differed greatly (by
22000) [51]. Whatever reason for this phenomenon might have been, the statistics were heav-
ily under-reported [4].

Additional source is a Michał Rogalski’s public data collection COVID-19 w Polsce acces-
sible on author’s Google Drive, where he manually collects the statistics [52].

Sweden Sweden’s official Covid-19 statistics are managed by FOHM4, which publishes in-
formation about the current situation on weekly basis in PDF reports. FOHM also provides
XLSX with more detailed data such as daily deaths, confirmed, intensive care unit cases and
applied vaccines, and weekly confirmed and deaths per municipality [53].

• Country: deaths, icu, confirmed

• Region: icu (weekly), vaccines, tests - antibody

• Municipality (weekly): confirmed, deaths

The package covid19sweden contains data collected from the XLSX [54].

1 import covid19sweden as SE
2 x = SE.deaths()

Listing 3.3: covid19sweden: usage example

2Ministerstwo Zdrowia Rzeczypospolitej Polskiej/Ministry of Health of the Republic of Poland
3Powiatowe Stacje Sanitarno-Epidemiologiczne, Regional Sanitary-Epidemiological Stations, also Sanepids.
4Folkhälsomyndigheten/The Public Health Agency of Sweden
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Italy In Italy, the data are published in a structured form on Github account of Dipartimento
della Protezione, Presidenza del Consiglio dei Ministri - Civile5 [55]. These data include

• Country: confirmed, deaths, recovered, tests (molecular, antigenic), quarantined, hos-
pitalized (positive, positive with symptoms), suspected, ...

• Region: Same as for country.

• Province: Same as for country.

The implementation does not read the data directly from [55], but uses Python package
covid19dh for it [30].

The dataset about the age distribution of death cases used in the plot 2.2 comes from the
ISS6.

Covid-19 Data Hub Since the Covid-19 data sources are publishing data in different
formats, there are many projects collecting and unifying the data to make the access to them
easy; Covid-19 Data Hub of Guidotti and Ardia used in this thesis for fetching Italian data is
one of them [30].

Data transformation

SIR model uses values in [0; 1], so confirmed (daily incidence) are normalized by number of
performed tests and cumulative recovered and deaths are normalized by cumulative tests.
Data are unified by source-dependent data transformations as each source yields different
format of the output.

Data visual analysis

Figure 3.1: Ratio of positive tests in Poland, Sweden, Czechia and Italy.

In the ratio of positive tests to total tests (fig. 3.1), there are two peaks, separated by the
summer 2020: in media and literature the period before July 2020 is called the first wave, while
the period after July 2020 is called the second wave [56].

5Department of Civil Protection of Presidency of the Council of Ministers of Italy
6Istituto Superiore di Sanità, Higher Institute of Health of Italy.
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The first wave is greater in Italy in March 2020 and in Sweden between April and June
2020. However the daily incidence by positive tests should not in the initial phase trusted
without taking a look on the number of tests performed (fig. 3.2). Daily tested proportion
of population is quite small before the summer (0´ 0.15%) compared to second wave, so the
numbers might not represent the true incidence.

Figure 3.2: Ratio of tests over population in Poland, Sweden, Czechia and Italy.

During the second wave, Poland still performs low number of tests, other countries raise
the test count almost 3 times.

The second wave grows first (and fastest) in September in Czechia and in October in
Poland. Sweden and Italy has the second wave milder and delayed compared to Czechia and
Poland. The curve peaks in November in Italy and Poland, then descends, in Sweden the
peak comes in December. Positive tests’ ratio stays equal over time in Czechia, but in Poland
and Italy the curve abruptly falls down after November. In Sweden and Italy the second
wave is more mild and delayed compared to Czechia and Poland.

Figure 3.3: Weekly confirmed cases per 100 000 people in Poland, Sweden, Czechia and Italy.

Confirmed cases per 100000 people (fig. 3.3) look very similar to the positive tests’ ratio.
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Figure 3.4: Weekly Covid-19 fatality per 100 000 people in Poland, Sweden, Czechia and Italy;
Data from [28, 24, 54, 30, 57].

The curves of Covid-19 deaths (fig. 3.4) remind of the confirmed cases, but there is several
interesting features. In Sweden, number of deaths goes down from May 2020, although the
cases raise and peaks at the end June 2020. This might be connected with outbreaks of disease
in retirement homes and national ban for visiting them by public in the second half of March
[58].

Figure 3.5: Daily Covid-19 fatality per 100 000 people in Poland, Czechia and Italy; Data from
[28, 24, 54, 30, 57].

The greatest magnitude of weekly seasonality in daily deaths (fig. 3.5) is without any
doubt present in Poland. According to my email correspondence with Bartosz Stawowski, a
head of Departament Analiz i Strategii7, Ministry of Health of Poland it is a result of issuing
the death certificate and reporting deaths to the Registy Office. As a consequence a certain percentage
of fatal cases from weekends are reported on working days.

7Department of Analyses and Strategy

17



3.2. Demographical Statistics

In Italy and Czechia, this seasonality is oscillating much less and according to Veronika
Hruba, the referent of the department of communication and PR of Ústav zdravotnických
informací a statistiky (ÚZIS)8, the reported deaths have the time of the actual death, not of
issuing of the death certificate, as in case of Poland. Trend in Italy reminds of the one in
Czechia. Sweden publishes only weekly data of deaths and so this trend can not be investi-
gated.

Administrative division The administrative units for regional data are based on what di-
vision is used in the data of Covid-19 statistics, published by each of the countries. All 4
countries as EU members have regions with NUTS9 codes for statistical purposes, table 3.6
specifies what level do the data have [59].

Country Division Notes
Czechia NUTS-3

Italy NUTS-2 ITH10 and ITH20 instead of ITH1 and ITH2.
Poland NUTS-2 PL91 and PL92 aggregated into PL9.

Sweden NUTS-3

Figure 3.6: Administrative divisions used in data.

Timestep size The minimal time step defined in the statistics is a day, although Sweden
publishes some data only weekly, which is why the basic simulation step is a week, only in
special cases simulation uses daily time step.

As the epidemic is changing slowly, it might be sufficient to estimate the time depen-
dent parameters with fixed-sized windows. This accelerates the computation, but brings
additional issues regarding alignment, because some changes might be on the edge of two
windows. If the window is small enough, the problem is negligible.

3.2 Demographical Statistics

The demographical data of mortality and deaths have been acquired from the Eurostat.10 The
age distributions of mortality per country and gender are shown in the figure 3.7. The plot
contains pure density over age groups of mortality, ignoring the population size in each age
group.

Poland and Czechia, two countries with similar cuisine, lifestyle and historical context
since the WWII remind each other with shape, although Poland has heavier tail towards
younger age, especially in male population, which makes Polish life expectancy per 1000
people statistically lower than the Czech. The mode for both countries is between 80 and 85
years. There is a small bubble in Poland in the age group 0 - 4 years.

Mortalities of Sweden and Italy are similar, there is no statistical evidence for them dif-
fering in variance or mean, but they significantly differ from Czechia and Poland. There
is a number of feasible explanations for the mutual similarities of the country mortalities
Sweden-Italy and Czechia-Poland, they will be listed, but not further investigated. An im-
portant aspect for difference in life expectancy is balanced food, doing actively a sport on a
regular basis, limited smoking, drugs and consumption of alcohol, mental health, positive
attitude to life but also for example air pollution or political freedom. [61, 62, 63]

In Italy, Poland and Czechia, women live significantly longer than men (α = 5%), in
Sweden there is no statistical evidence for that.

8Institute of medical information and statistics of the Czech Republic
9Nomenclature of territorial units for statistics (NUTS) is a European standard encoding of regions.

10European Statistical Office (Eurostat) is an EU institution responsible for data managing and publishing.
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Figure 3.7: Country mortality in 2020 [57, 60].

Figure 3.8: Country populations in 2020 [57, 64].

Figure 3.8 contains demographic distribution of population in year 2020. Italy has a peak
in age of 45´ 55, i.e. year of birth 1965´ 1975, most likely a consequence of il boom economico
(Italian economic boom) that transformed economy from agriculture into industrial and had
a great economical and sociological impact on Italian society, which definitely might have
caused great changes in trends of natality and immigration [65].

The effects of WWII are visible in the plot of all countries as there is much less people
in the age group 80 ´ 85, born 1940 ´ 1945. As the supply of food and basic needs were
limited during the war and the overall economy was influenced not only in the countries
directly participating in the war, but also neutral countries, such as Sweden. Italy has a great
population peak in the population born right before the WWII in age group 85+, which could
be a result of Battle of Births, Benito Mussolini’s pro-natal politics to boost the birth rate up
[66].
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Poland contains two major peaks - 60´ 65 years and 35´ 45 years, born 1955´ 1960 and
1985´ 1995. Poland was devastated after the war and population was significantly reduced.
After the war there occurred an effect of demographic compensation, that is common after wars
or other significant population reduction. Second wave is the baby boom echo of the first
wave [67].

Czechia has a great peak at age group 45 ´ 55, which is caused by family-supportive
normalization politics, which produced strong generation known as Husákovy děti. Fall of
communistic regime opened new opportunities for realizations in professional and personal
life and as a consequence even the average age of mothers grew up. The backside of this was
a lower birth rate between 1990´ 2000. This weak generation is sometimes called Havlovy
děti [68].

H0 : σ1 = σ2 (F-test) H0 : µ1 = µ2 (T-test)
CZ IT PL SE CZ IT PL SE

CZ 0.0862 0.3783 0.0504 0.0000 0.2557 0.1973
IT 0.0862 0.0033 0.2193 0.0000 0.0000 0.0000
PL 0.3783 0.0033 0.0088 0.2557 0.0000 0.3356
SE 0.0504 0.2193 0.0088 0.1973 0.0000 0.3356

Figure 3.9: Hypotheses’ tests for populations comparison (p-values), population in ten thou-
sands.

According to results of tests (table 3.9), Italian mean age differs from the rest of the coun-
tries. Population is divided by 104 as a sensitivity setting. By variance, Poland differs from
Italy and Sweden on usual level of significance (α = 0.95), using α = 0.9 Czechia differs from
Italy and Sweden too.

Mortality in age group 0-4 years

As mentioned in the visual analysis of figure 3.7, there is a small bubble in Poland in the age
group 0´ 4 years. The mortality is compared over years 2014´ 2020 with other age groups
of young age (fig. 3.10).

Figure 3.10: Mortality in Poland over age groups 0´ 4, 5´ 9, 10´ 14 and 15´ 19 in 2014´
2020.

For comparison in international context, similar plots are produced for Czechia (fig. 3.11),
Italy (fig. 3.12) and Sweden (fig. 3.13)

Polish mortality in the age group 0´ 4 years actually appears to be higher than in age
groups 5´ 9, 10´ 14 and 15´ 19. If we take only the data from 2020, mortality of the age
group 0´ 4 in Poland is significantly greater than in Czechia, Italy and Sweden (H0 : µPL ă

µX , all p-values 1). Running both-sided t-test between these three countries (H0 : µX = µY),
all of them have comparable mortalities in the age group 0´ 4 (p-values ą 0.8)
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Figure 3.11: Mortality in Czechia over age groups 0´ 4, 5´ 9, 10´ 14 and 15´ 19 in 2014´
2020.

Figure 3.12: Mortality in Italy over age groups 0´ 4, 5´ 9, 10´ 14 and 15´ 19 in 2014´ 2020.

Figure 3.13: Mortality in Sweden over age groups 0´ 4, 5´ 9, 10´ 14 and 15´ 19 in 2014´
2020.

3.3 Calendar

To stop the spread of the Covid-19, national and regional governments imposed various re-
strictions or recommendations about behavior. These could have change the parameters of
the disease and thus cause a change of progress, shown as a certain feature in the statistics.

To interpret these features in terms of possible restrictions that could have caused them,
these events were collected. Amongst items of interest are dates of imposing or releasing
of restrictions that influenced a behavior of population, but also special events, which cause
that people move, gather and meet each other, such as national holidays, elections or demon-
strations. Other important events are those related to change in statistics, such as change in
strategy of testing or statistical corrections.

Later in the thesis it is discussed, what event could have caused various peas or changes
in trend and whether it seems that a certain restriction does in general imply improvement of
the pandemic situation.
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4 Method

4.1 Model

HMM consisting of transition and emission models. Transition model connects latent states
of time step t with time step t + 1. Emission model connects latent state with observed vari-
able of time step t. Structures for both transition and emission models are shown in the
figures 4.1 and 4.2 respectively.

Figure 4.1: HMM transition structure.

Figure 4.2: HMM emission structure.

Precise constructing of the models means seeking distribution of the parameters corre-
sponding with the characteristics of the Covid-19 disease.
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Covid-19 characteristics

The characteristics of Covid-19 infection are needed to be able to model the outbreak. As
SEIDR is used, the objectives are distributions of following variables

• Duration of incubation period

• Duration of disease since symptoms

• Reproduction number R0

• Infection fatality rate (IFR) - investigated in age groups separately

There is several methods to acquire these characteristics

• Clinical measurements = (anonymized) information about hospitalized patients - incu-
bation period, duration of symptoms

• Antibody tests = presence of antibodies in organism, signs that person had the disease
- prevalence, IFR

• Tracing = reconstruction of the infection transmission graph in the population by de-
tecting contacts of positively tested - serial interval, reproduction number

Incubation period A research measuring the incubation period length cited even by WHO1

in precausion recommendation [69] estimates the median incubation to be 5.1 days, although
95% of all cases experiencing 2.2´ 11.5 days and 50% of all cases experiencing 3.8´ 6.7 days.

Figure 4.3: Estimated distributions of incubation period duration [70].

The paper also estimated several parametric distributions to the data, shown in the figure
4.3. The best one fitting to the data selected using lowest MSE of its quantiles to the data
quantiles is Γ(5.807, 0.948), the results are shown in the table 4.4 [70].

1World Health Organization
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Distribution LN(1.621, 0.418) Γ(5.807, 0.948) W(2.453, 6.258) E(6, 0.88)
MSE 0.438798 0.427651 0.666146 1.022750

Figure 4.4: Incubation period distributions’ goodness-of-fit by quantile MSE.

PXd(i) =
ż i+1

i
fX(t) dt = FX(i + 1)´ FX(i), i = 0, 1, 2, . . . (4.1)

If the distribution is to be modelled in using transition matrix, we need to discretize the
distribution to get probability of symptom onset per day since exposure. Using equation 4.1
we get distribution from the figure 4.5. The probability density function is denoted fX(t), the
distribution function FX(t).

The domain of the random variable x is limited to i P t0, 1, . . . , 20u, as less than 0.01%
of cases had incubation period longer than 20 days. The probabilities can be found in
data/distr/incubation.csv. Similarly looking distribution was reported by [71] too.

Figure 4.5: Discretized incubation period duration distribution.

Disease duration A proper description of disease is far more complicated than just its du-
ration, usually to evaluate disease dynamics, epidemiological research estimates serial inter-
val, attack rate, reproduction number, incubation period and branches the disease based on
symptomatic and asymptomatic patients into scenarios.

The model designed for this thesis will simplify the disease dynamic into disease dura-
tion, only using two scenarios:

• Symptomatic - infectiousness and symptoms occur at the same time

• Asymptomatic - symptoms do not occur, but infectiousness does. The individuals in
this scenario have lower probability to go and get themselves tested for coronavirus.
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The scenarios probabilities for a patient depends on age of the patient, symptoms are more
likely with older patients and from the literature [72] was created the table 4.6.

Age group Asymptomatic 95% CI
Total 0.308 0.077´ 0.538

0´ 15 0.6 0.4
16´ 64 0.45 0.55

65+ 0.3 0.7

Figure 4.6: Asymptomatic scenario probability per age group [72].

The dataset for the duration of symptoms (fig. 4.7) consists of 129 samples of hospitalized
patients diagnosed with COVID-19. Of those 69% were also at ICU2 and out of them 91% had
to be connected to mechanical ventilation. Immunosuppressed was 23% of the patients. The
data contains only hospitalized patients, thus the sample is biased [73].

Figure 4.7: Estimated distributions of duration of symptoms [73].

The data shows that the mean of symptoms duration is 15.5 days and 95% of all samples
lay within 4.225´ 32.775 days and 50% of all samples in 11´ 19 days. The distribution fitting
to the data the best seems to be lognormal or gamma. Using AIC from the equation 4.2
estimated for each distribution m (with likelihood Pr(x|ÝÑθm) denoted Lm(¨) and dfm degrees
of freedom) from all the distributions M it is analytically determined that the best fitting
distribution is Γ(4.545, 0.293) (table 4.8).

best model ” argmin
mPM

AIC(m)

AIC(m) = 2dfm ´ 2 ln
[

Lm(¨)
] (4.2)

2Intensive care unit
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4.1. Model

Distribution N (15.4942, 6.92722) logN (0.5142, 13.82662) Gamma(4.545, 1
3.409 )

AIC 4635.0654 4670.95 4594.3844

Figure 4.8: Goodness-of-fit of distributions for duration of symptoms by AIC.

As before, for modelling using transition matrix we discretize the distribution to get
daily probabilities using equation 4.1, the result is shown in the figure 4.5 and in the file
data/symptoms.csv. Similar to ours are also the results of [74].

Figure 4.9: Discretized duration of symptoms distribution [73].

Hospitalized cases are either risky patients or patients with severe symptoms of the dis-
ease, measuring characteristics only on hospitalized people is biased, as in the case of estimate
4.9) - different publications state duration of symptoms for patients with milder Covid-19
within 10 days [75, 76].

An estimate of the disease duration is dependent on a sample type - usually a tissue from
upper respiratory specimens is used, but it can be measured from various samples: there
are studies measuring SARS-CoV-2 presence of Covid-19 positive patients from rectal swabs,
where it turns out the viral persistence is longer (than usual nasopharyngeal swab) [77]. In
addition, symptoms negatively affecting digestive system has also occurred in some cases
[78].

Generation time / serial interval Generation period w(t) is an experimentally measured
characteristic of the disease - time between infection of two successive cases. The serial inter-
val on the other hand is the time between symptoms onset of two successive cases [79].

Paper [80] estimates serial interval to be Γ(α, β) distribution with mean µ = 4.55 and
standard deviation σ = 3.3. When using formula for expected value and variance of gamma
distributed random variable, the serial interval has distribution Γ(1.901, 0.41781), as shown
in the equation 4.3.

The distribution both continuous and per-day discretized is visualized in the figure 4.10.

Reproduction number Basic reproduction number, average count of new infection gener-
ated by single infected individual, is a tricky statistic to estimate, as it is computed from
incidence, which is also unobserved. There are several methods used in literature that ap-
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4.1. Model

Serial interval „ Γ(α, β)

E[Serial interval] =
α

β
= 4.55

V[Serial interval] =
α

β2 = 3.32 = 10.89

α = 1.901, β = 0.41781

(4.3)

Figure 4.10: Serial interval distribution [80].

proximates reproduction number, both time varying R0(t) and basic reproduction number
R0 [81].

Their strategy is estimation using clinical measurements of disease characteristics - incu-
bation period, serial interval and infectious period. Most current research papers and WHO
estimates basic reproduction number R0 of SARS-CoV-2 to be 2 - 4 [82, 83, 80, 84], simulation
result is shown in the figure 4.11. However the conditions of the environment (e.g. sufficient
precaution of people) change the R0(t) significantly.

Figure 4.11: R0 estimate using PCR incidence.

The method introduced by [85] is minimizing objective function from the equation 4.4.
Equation describes case j infected at time tj (days), number of total infected is K. Any
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4.1. Model

subsequent case i from time ti has been potentially directly infected by j, the probability
P(i is caused by j) = pij is dependent on the generation period w(t) (fig. 4.10). Marginalizing
i from pij gives the number of cases infected by j independently on time of the infection ti.
Effective reproduction number is acquired by averaging all the cases with the same symptom
onset tj, Rt = N´1 ř

tj=t Rj. This method is described in detail in [86].

pij =
w(ti ´ tj)

ři´1
k=1 w(ti ´ tk) +

řK
k=i+1 w(yi ´ tk)

R0(j) =
K

ÿ

i=1

pij

(4.4)

The above mentioned algorithm is implemented by R package EpiEstim and was used
to estimate R0(t) over the incidence confirmed by tests in the data. The result aggregated per
months is shown in the figure 4.12.

Figure 4.12: R0(t) monthly estimates using confirmed cases.

Reproduction number greater than 1 means epidemic being started. R0 estimates from the
figure 4.12 are tested by a one-sided t-test such as null hypothesis H0 : R0(t) ě 1, the results
are presented as p-values in table 4.13.

Infection fatality rate Fatality rates are estimated from prevalence and death counts. While
case fatality ratio (CFR) uses molecular test results and thus can be estimated in real time
with the disease, infection fatality ratio uses true prevalence, measured with antibody testing,
that is in case of Covid-19 mostly performed several weeks after the patient’s recovery to be
reliable. CFR estimate is dependent on the sample collected during the pandemic, which can
be biased as infected would be more likely to go and get tested that the healthy.

It was shown that AgM test can turn positive already during the infection [34, 87]. The
values estimated by [88] are shown in the table 4.14. Very similar results are presented by [89]
and [90].

As no other information of Covid-19 IFR was found except the table 4.14 from [88], IFR is
modelled by uninformative Uniform distribution over the credible interval as shown in the
equation 4.5.
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4.1. Model

Date CZ IT PL SE
Mar 2020 9.25 ¨ 10´6 0.0212 1.16 ¨ 10´9 1.25 ¨ 10´9

Apr 2020 1 1 0.1777 6.89 ¨ 10´3

May 2020 0.8404 1 0.1497 4.13 ¨ 10´3

Jun 2020 4.25 ¨ 10´4 1 0.8241 0.4894
Jul 2020 0.0639 9.71 ¨ 10´6 2.42 ¨ 10´7 0.9999

Aug 2020 3.8 ¨ 10´8 0 0.1826 0.9503
Sep 2020 0 3.41 ¨ 10´7 4.46 ¨ 10´5 0
Oct 2020 1.36 ¨ 10´8 0 0 0
Nov 2020 1 0.9305 0.9754 2.25 ¨ 10´6

Dec 2020 0 0.9986 0.9999 0.1934
Jan 2021 0.9919 0.9928 1 1

Figure 4.13: P-values of epidemic hypothesis H0 : R0(t) ď 1, HA : R0(t) ą 1.

Age group IFR estimate [%] Credible interval [%]
5´ 9 0.0016 [0; 0.019]

10´ 19 0.00032 [0; 0.0033]
20´ 49 0.0092 [0.0042; 0.016]
50´ 64 0.14 [0.096; 0.19]
ą= 65 5.6 [4.3; 7.4]

Total 0.64 [0.38; 0.98]

Figure 4.14: Infection fatality rate estimates [88].

IFR „ Uniform(0.004, 0.01) (4.5)

Figure 4.15: Simulated IFR.

Transition model

The transition model denotes the transition of latent variables between times d and d + 1.
Model parameters can be either defined as a scalar (meaning single value for given time
point) or a vector if the parameter value differ significantly for different groups - either dura-
tion of infectiousness for both symptomatic and asymptomatic progress of disease.
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4.1. Model

The disease progress is projected in the transition model using an SEIRD model. If a
Bayesian definition is used, vector parameters, e.g. incubation, infection or immunity peri-
ods, are expressed as random variables with appropriate prior distributions. The structure of
the model including the transition parameters a, c, b, d is shown in the figure 2.4.

Parameters can be also time-dependent, which takes into account that pandemic charac-
teristics change over time. To lower the computational costs, a time unit for parameter values
might differ from the data time unit, for n = 7 shown in the figure 4.16.

Figure 4.16: Illustration of parameter time slots, window size n = 7.

Priors for parameters a, b, c, d can be estimated using the clinically measured characteris-
tics of Covid-19. The formulas for parameters come from the SEIRD model.

Incubation period Parameter ct contains the information about incubation period, also rep-
resented as a probability of transition E Ñ I. Incubation period is derived from ct by the
equation 4.6.

Incubation period d
= c´1

t ùñ ct
d
= Incubation period´1 (4.6)

Samples of ct are acquired using a simulation from the incubation period distribution and
following transformation defined by the equation 4.6. The prior distribution is acquired as a
fit to the simulated draws.

For parameter c it results in in the distribution specified in the equation 4.7. The samples
and the fitted distribution are shown in the figure 4.17.

c „ Beta(3.478, 51.059) (4.7)

Duration of symptoms Parameter bt is associated to duration of individual leaving in the
state I, thus duration of symptoms. In the current definition of the compartment model, the
deceased and surviving cases are assumed to have the same symptom duration. Together
with dt, both parameters control the connections I Ñ R and I Ñ D. Distribution of bt is
related to symptom duration as defined in the equation 4.8.

Infection fatality rate Parameter dt is related to IFR, ratio of people dying in total infected
cases. This ratio is projected in number of individuals taking transition I Ñ D to those taking
transition I Ñ R. Distributions of bt and dt are related to known disease characteristics as
specified in the equation 4.9.

Similarly as before, samples of bt and dt are produced by simulation from the distributions
in the equation 4.9. Then the distribution is fitted to the draws as shown in the figures 4.18
and 4.19, the final distributions are specified by the equation 4.10.

Reproduction number Parameter at represents the infection rate, the transition S Ñ E and
is directly connected to reproduction number as specified by the equation 4.11.

Together equations 4.11 and 4.9 imply that the distribution of at defined according to
equation 4.12 and shown in the figure 4.20.
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4.1. Model

Figure 4.17: Estimate for parameter c.

Symptom duration d
= b´1

t
(4.8)

bt
d
= Symptom duration´1

dt
d
= IFR

(4.9)

b „ Beta(2.585, 1.58 ¨ 106)

d „ Uni f orm(0.004, 0.01)
(4.10)

Emission model

Active infection is measured by tests, certain percentage of whose turns out to be positive.
Simplest distribution to model percentage of positively tested individual is Bernoulli, as
shown in equation 4.13 with parameter p interpreted as ratio of positive tests, #Positive Tests

#Tests .
The monthly positive tests’ ratio per over time per each of the countries is shown in the figure
3.1.

Prior distribution for Tested (fig. 4.14) is represented with Beta distribution with parame-
ters α and β. Relevant for choice of their values is the ratio of performed tests in the popula-
tion, #Tests

#Population (fig. 3.2).

Posterior On given day t in given administrative unit with population N there are It in-
fected people. Sample of Tt perfect tests is taken, yielding (x1, . . . , xT), where xi P t0, 1u.
The tests’ results, the positive tests’ ratio |txi| @ iP1:T such that xi=1u|

T denoted as x̄. Distribution
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4.1. Model

Figure 4.18: Estimate for parameter b.

Figure 4.19: Estimate for parameter d.

R0(t)
d
=

at

bt
S(t) (4.11)
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at
d
=

R0(t)
Symptom durationt

a „ Weibull(1.836352, 0.365743)
(4.12)

Figure 4.20: Estimate for parameter a.

Infected | Tested „ Bernoulli(p)

P(Infected = xi | Tested = pi) = pxi
i (1´ pi)

1´xi
(4.13)

Tested „ Beta(α, β), α, β ą 0 (4.14)

of posterior Infected | Tested is derived using Bernoulli(p) model and conjugate Beta(α, β)
prior (eq. 4.15).

P(Tested = p | In f ected = ÝÑx )
K
9 P(Tested)

T
ź

i=1

P(In f ected = xi | Tested) =

=
Γ(α)Γ(β)

Γ(α + β)
pα´1(1´ p)β´1 p

řT
i=1 xi (1´ p)T´

řT
i=1 xi 9

9 pα´1(1´ p)β´1 pTx̄(1´ p)T(1´x̄) =

= p(α+Tx̄)´1(1´ p)(β+T´Tx̄)´1 9 Beta(α1 = α + Tx̄, β1 = β + T´ Tx̄)

(4.15)

Identical derivation is used for statistics of recovered cases and true number of people
that recovered from Covid-19, as only the confirmed cases are contained in the statistics,
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4.2. Model training

parameters α,β for the posterior distribution, defined in the equation 4.16 for recovered, can
be chosen differently from the infected.

P(Tested = p | Recovered = ÝÑx ) 9 Beta(α1 = α + Tx̄, β1 = β + T´ Tx̄) (4.16)

Deaths use same derivation as well, although the choice of prior parameters should make
the result of the simulation closer to the true numbers. For the following postulation we
assume healthy population with natural immune systems reacting to Covid-19 antigens with
usual response as symptoms mentioned in Section 2.2.

Infected individuals that die due to the disease will at some point get severe symptoms.
People with symptoms are more likely to get tested as well as being hospitalized - and in
the hospital patients with respiratory symptoms do get tested for Covid-19. There will be
generally only few cases where the person dies without being tested or hospitalized at all.
Post-mortem Covid-19 diagnostic testing is not being done.

Given this postulation, α and β parameters in the posterior Tested | Deaths (eq. 4.17)
should be set so that result of simulation is close to the reported statistics.

P(Tested = p | Deaths = ÝÑx ) 9 Beta(α1 = α + Tx̄, β1 = β + T´ Tx̄) (4.17)

4.2 Model training

Training the model means seeking the values of parameters a,c,b,d such that with specified
emission prior parameters αI, βI, αR, βR, αD, βD the HMM simulation reminds the training
data (eq. 4.18). There are several analytical methods used for HMM fitting, briefly described
in the subsection 2.4, such as forward-backward or Viterbi algorithms. However they assume
transition and emission models to be probabilistic models, while the HMM from the section
4.1 has its transition model defined as ODE3.

The training can be done numerically and the best fitting parameters found with opti-
mization. Objective function is the negative log-likelihood of confirmed, cumulative recov-
ered and cumulative deaths on I, R and D respectively,

(
ÝÑS ,ÝÑE ,ÝÑI ,ÝÑR ,ÝÑD) = simulate from SEIRD(a, c, b, d)

ÝÝÝÝÝÝÝÑ
Confirmed „ Emission model(ÝÑI ,ÝÝÝÑTests, αI, βI)
ÝÝÝÝÝÝÝÑ
Recovered „ Emission model(ÝÑR ,ÝÝÝÑTests, αR, βR)

ÝÝÝÝÑ
Deaths „ Emission model(ÝÑD ,ÝÝÝÑTests, αD, βD)

(4.18)

Alternative approach is assuming single-valued SEIRD parameters and numerically opti-
mize with negative log-likelihood from emission model used as objective value.

4.3 Implementation

Most of the program that produces the results in the chapter 5 is implemented in Python 3.
Some parts such as an estimation of R0(t) from incidence used for the figures 4.12 and 6.10 is
written in R.

3Ordinary differential equations
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4.3. Implementation

In Python except for the standard library of Python, the implementation uses external li-
braries NumPy [91], Matplotlib [92], SciPy[93], Pandas [94], Seaborn [95], Scikit-learn [96],
OpenPyXl [97], Requests [98], Statsmodels [99] and geneticalgorithm [100]. R code uses ex-
ternal packages EpiEstim [101], ggplot2 [102], mosaicCalc [103], rstan [104], bayesplot [105]
and dplyr [106].

The code for SEIRD as the execution of HMM transition model with parameters a, c, b, d
and initial values S0, E0, I0, R0, D0 as an input is shown in the listing 4.1 [107].

1 def seird(y, t, POP, a, c, b, d):
2 """SEIRD step.
3

4 Args:
5 y (tuple): Values (S,E,I,R,D) at time t.
6 t (float): Time.
7 POP (int): Population size.
8 a,c,b,d (float): Parameters.
9 Returns:

10 (tuple): Values (dS,dE,dI,dR,dD) between t and t+1.
11 """
12 S, E, I, R, D = y
13 dSdt = - a*S*I
14 dEdt = a*S*I - c*E
15 dIdt = c*E - b*I - d*I
16 dRdt = b*(1-d)*I
17 dDdt = b*d*I
18 return dSdt, dEdt, dIdt, dRdt, dDdt
19

20 # parameters
21 initial_values = np.array([POP-1,0,1,0,0]) / POP
22 D = 100 # days
23 a,c,b,d = get_params() # stochastic or constant, predefined or optimized
24 # numerical integration
25 from scipy.integrate import odeint
26 r = odeint(seird, initial_values, np.linspace(0, D, D+1), args=(POP, a, c, b, d))
27 # r is of size |D x 5|

Listing 4.1: SEIRD: usage example.

Objective function of the HMM implemented in the listing 4.2 first simulates S,E,I,R,D
values from transition model and then computes negative log likelihood of emission model
score from confirmed, recovered and deaths.

1 def posterior_objective(params, dates, pars):
2 """Score of HMM with given parameters.
3

4 Args:
5 params (tuple): Parameters (a,c,b,d) of SEIRD.
6 dates (): Dates of simulation.
7 pars (): Emission prior parameters for I, R and D.
8 """
9 # data and parameters

10 x = _posterior_data(region, dates)
11 # run transition model
12 latent = transition(params=params, D=dates.days())
13 T,Tc = x.tests,x.tests.cumsum()
14 xbarI,xbarR,xbarD = x.confirmed/T,x.recovered.cumsum()/Tc,latent.D/Tc
15 I,R,D = latent.I,latent.R,latent.D
16 # emission model score
17 score = 0
18 score += beta.logpdf(I, pars.I.alpha + T*xbarI, pars.I.beta + T*(1 - xbarI))
19 score += beta.logpdf(R, pars.R.alpha + Tc*xbarR, pars.R.beta + Tc*(1 - xbarR))
20 score += beta.logpdf(D, pars.D.alpha + Tc*xbarD, pars.D.beta + Tc*(1 - xbarD))
21 return - score / D

Listing 4.2: Objective of HMM to optimize.
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Function posterior_objective() from the listing 4.2 is minimized using optimiza-
tion. Local search does not perform well, so search with mutation (genetic algorithm) is used
for optimization, as shown in the listing 4.3. The variable boundaries are the domains of the
parameters, but they can be more specific (e.g. [[0,.25],[0,.25],[0,.1],[0,.1]]),
so that the optimization converges faster.

1 # objective function
2 dates = ("2020-08-01","2021-03-13")
3 emissionParameters = {"I": [1,10], "R": [1,10], "D": [1,1]}
4 def objective(pars):
5 return posterior_objective(pars, dates, emissionParameters)
6 # optimize
7 from geneticalgorithm import geneticalgorithm as ga
8 model = ga(objective, dimension=4, variable_type=’real’,
9 variable_boundaries=[[0,1],[0,1],[0,1],[0,1]])

10 model.run()
11 # best params
12 return model.output_dict[’variable’]

Listing 4.3: Optimization of HMM.
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5 Results

5.1 Transition model

Transition model is based on compartment model SEIRD. Formally the SIR* models are in-
troduced in the subsection 2.3 and how the SIR* models are used in the HMM presented by
this thesis is described in the subsection 4.1. To demonstrate the functionality of the model by
segments, a sample epidemic was generated with parameters from the table 5.1 and shown
in the figure 5.2.

Parameters
From To a c b d R0

1 March 2020 14 April 2020 0.4 0.4 0.2 0.05 2
15 April 2020 31 May 2020 0.15 0.4 0.2 0.05 0.75
1 June 2020 31 August 2020 0.6 0.4 0.2 0.05 3

Figure 5.1: Parameters for transition model example.

The model does reflect the changes of the parameters, but it still follows the property, that
the population is getting closer to the herd immunity effect, when compartment models flat-
ten in I. In the example epidemic from the figure 5.2, the first segment contains epidemic with
R0 2 and the third segment contains more aggresive epidemic with R0 3. The second segment
represents e.g. restrictions, so that R0 gets less than 1 (in this case 0.75). At the beginning of
the epidemic segments, there is a slow period and at sudden point, the epidemic goes faster.
The second segment contains mild slowdown in susceptibles’ descent and recovered’ ascent,
but abrupt fall in infected and exposed.

Finally, the epidemic starts to slowing down in the third segment at the end of July as a
result of herd immunity effect and at the end of August there are almost no cases of active
infection in the population.

Segments are connected, because the last value is used as the initial value for the next
segment in the implementation, but the linkage is not smooth as the derivation of the first
order is different in the edge point for each of the segments.
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Figure 5.2: Transition model example.

5.2 Emission model

Emission model is introduced in the subsection 4.1. It does transformation of latent unob-
served series z[t] into observation x[t], ergo z[t] Ñ x[t]. Its behavior is demonstrated in the
figure 5.3, where series z[t] is produced by moving average process (denoted MA), defined
by equation 5.1.

z[t] =
[
MA[t] + 3 sin

2πt
T

]
[0,1] normalized

(5.1)

The parameters for the plot 5.3 are (α, β) = (1, 50), number of iterations is N = 1000 and
constant daily number of tests T[t] = 100. The time axis t P t0, . . . , Tu uses T = 365.

Figure 5.3: Emission model example.
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5.3 Results of simulations

This section contains sample of various results yielded by the model. They are analysed later
in the chapter 6.

Parameters from Covid-19 characteristics

Parameter priors of parameters specified in subsection 4.1 are used to produce results in the
figures 5.4 (confirmed) and 5.5 (recovered and deaths). Simulation is ran on Polish country
data between March and the end of September 2020.

Figure 5.4: PL (Poland country), daily incidence, parameters from literature.

Figure 5.5: PL (Poland country), daily recovered and deaths, parameters from literature.
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Optimized parameters

Daily data Figures 5.6 and 5.7 show incidence, recovered and deaths’ predictions produced
by the model with optimized parameters and data with daily time step. The simulation time
range goes from 1 August 2020 (as preceding data are not published) till the end of March
2021.

Figure 5.6: CZ020 (Central Bohemian region), daily incidence, optimized parameters.

Figure 5.7: CZ020 (Central Bohemian region), daily recovered and deaths, optimized parame-
ters.
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Weekly data Result with optimized parameters using data aggregated per week is shown
in the figures 5.8 and 5.7. The time range goes from the beginning of March 2020 to the end of
September 2020. Swedish authorities do not publish recovered, so the optimization is done
only using confirmed and deaths, so the recovered are predicted based on the other statistics.

Figure 5.8: SE224 (Skåne region), weekly incidence, optimized parameters.

Figure 5.9: SE224 (Skåne region), weekly deaths, optimized parameters.

Changing the prior All the results has used prior parameters α = β = 1. With greater β
we believe that there is more infected, than what was reported in the statistics (fig. 5.10).
In the beginning before the curve drops down, the prediction zt is actually greater than the
prediction xt as intended.
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Figure 5.10: SE (Sweden country), weekly incidence, optimized parameters, prior Beta(α =
1, β = 105).

5.4 Restrictions

The discussed countries had following development of restrictions during the Covid-19 pan-
demic up to week 11, 2021. All the events mentioned below are cited from the calendar, a
supplementary material to this thesis, where all the events contain references to newspaper
articles, government decrees or other relevant sources.

• Czechia

National lockdown with closed schools and businesses (hotels, restaurants, etc.) was im-
posed after a few first people tested positive in week 10, 2020. Obligatory mask wearing,
compulsory quarantine for citizens/residents and ban for entering the country was intro-
duced in week 11, 2020. This state lasted over Easter holidays, which are typically connected
with visiting of family and friends as part of pomlázka tradition.

Gradual releasing started at the end of April, from the end of April, during May more and
more types of businesses were allowed to reopen, mostly with a certain degree of restrictions
and public events up to 500 and later 1000 people were allowed in June, from weeks 23 and 25
respectively. From the July, 1, all the remaining restrictions were released including covering
of face with mask. At the end of July, a statistical correction was done.

At the end of August, the restrictions were regionalized (set using a score for each region
separately). Pupils returned to school only for September, as second wave of the epidemic
raised, government imposed new series of measures centrally, including closed schools, busi-
nesses and night lockdown. On October 2-3, the regional elections took place with turnout of
almost 38%.
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Figure 5.11: Restrictions in Czechia vs. the daily positive confirmed cases.

At the beginning of November, the situation got better and restrictions got relaxed, even
schools reopened for 3 weeks from November 25 to December 15, 2020. During Christmas,
the Czech government imposed restrictions on all the businesses. As the situation was not im-
proving for some time, the national lockdown for all municipalities was imposed on February
26 and stayed until April.

• Italy

Italy was the first European epicenter of the disease and Covid-19 struck it hard in the
first wave. Regions fought with the situation by issuing various regional restrictions about
gathering and mobility. Government reacted with a full national lockdown in week 10, ban of
gatherings of all kind (#IoRestoaCasa decree) and leaving home without reason. All schools
were closed as well.

During Easter the restrictions stayed in force and the first relaxations started coming after
week 18 at the beginning of May. At the end of May and in June sports (week 21) and cultural
activities (week 24) were allowed and a mobile app Immuni was introduced for easier tracing.

Although situation got better, Italy stayed alerted and started reintroducing restrictions
on sport, culture (week 28) and masks (week 32) again during July and August already, while
e.g. Czechia or Poland did so 2 months later. September 20-21, Italy held a public referendum
with turnout over 51%.

Second Italian lockdown with closed businesses and public areas was ordered in the sec-
ond half of October and stays in effect when this thesis is written as of April 2021.

• Poland

Restrictions in Poland were being gradually tightened from week 10 to 13, amongst intro-
duced measures were closing of all schools and businesses, closing of borders with quaran-
tine for arriving citizens and ban for non-residents to enter, ban for entering public areas and
mobility limitations, i.e. through limiting of public transport connections. There restrictions
were also in place over Easter, which in Poland is usually connected with visiting of family
and friends and attending of religious services.

First releasing of the restrictions started after Easter in week 16 by reopening of public
places and churches. After that hotels, museums, libraries and restaurants reopened as well.
From week 21, gatherings for up to 150 people could take place, including weddings, theaters
and gyms.
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Figure 5.12: Restrictions in Italy vs. the daily positive confirmed cases.

During the summer, two rounds of presidential elections were held, on June 28 and July
12. At the end of August, regional restrictions were used instead of the central ones and
schools reopened with the new school year. First centralized restrictions came in the middle
of October, closing most of the businesses. On October 22 the Constitutional Tribunal passed
an anti-abortion verdict, which immediately caused demonstrations all over the Poland,
where the Varsovian being by far the largest one with more than 100000 participants [108]. On
11 November the annual March of Independence was held despite being explicitly banned
and turned into riots in the streets.

Before All-Hallows Eve on November 1, all cemeteries got closed. All the remaining
opened businesses and schools were shut down in weeks 44 and 45. Restrictions stayed ac-
tive over the Christmas and got partially released after the new year. Later in March, Polish
government reacted on the third wave with new restrictions closing all the businesses.

Figure 5.13: Restrictions in Poland vs. the daily positive confirmed cases.

• Sweden

From the beginning Sweden chose very different approach from most of other countries,
as the authorities only published recommendations and limited gatherings, but never im-
posed a full lockdown as in other countries. People were recommended to keep social dis-
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tancing and schools were closed based on decision of the directors, not government, so some
schools kept open. From week 10, gatherings were limited to 500 people and from week 12
to 50 people.

There was no releasing during spring or summer and so the second wave in October did
not mean any significant change from the government. Gatherings were eased to 300 people
on November 1.

Government imposed restrictions during Christmas to avoid gatherings such as serving
of alcohol is limited by time in restaurants. The recommendations stayed pretty much the
same even after the New Year.

Figure 5.14: Restrictions in Sweden vs. the weekly positive confirmed cases.
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6 Discussion

6.1 Results

Equilibria of differential equations

Differential equation can have equilibria, an unchanging state of the model. Equation of a
form dx

dt = f (x) has asymptotic equilibria in zero points dx
dt

tÑ8
ÝÑ 0, i.e. f (x) tÑ8

ÝÑ 0. These
can be either stable or unstable, After a small change the state always goes towards the stable
equilibrium, or always away from the unstable equilibrium.

SIR* models without feedback connections generate a single peak of the epidemic and
then converges into a stable equilibrium, as shown in the figures 2.5, 2.6 and 2.7.

Analysis of results

Parameters from Covid-19 characteristics Figure 5.4 shows model with parameter priors
from literature used. In the first month the prediction x[t] follows the data, but at the be-
ginning of April 2020 the model reaches herd immunity threshold and incidence starts to
descend. The credible interval is very wide, especially for the latent infection z[t]. From Au-
gust 2020, the observed infections x[t] overgrow the latent infections z[t] as latent incidence
z[t] descends too low and emission model’s Beta(α, β) prior becomes dominant over the in-
sufficient number of confirmed discovered by tests in the data.

Deaths and recovered for the same simulation are shown in the figure 5.5. Predicted
recovered are high above the reported statistics, while predicted deaths follow the reported
deaths much closer and they also have wider credible interval.

Model output with latent infections z[t] below observed infections x[t] is invalid. It could
be surmounted by detecting z[t] ă x[t] and either producing NA or 0 on both x[t] and z[t].

Optimized parameters If an SEIRD spline is used, such as in the figures 5.6 and 5.7, similar
behavior is still present, but the latent predicted infections fits the reported cases much better
in the initial phase and for longer time before it starts to descend, which is in October 2020.

At the same moment, predictions of deaths becomes lower than the reported deaths. The
predicted recovered overestimates the recovered from the statistics until October 2020, from
November 2020 it follows the trend as the lines go parallelly.
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Weekly time step in the figures 5.8 and 5.9 causes that the compartment model will not
reach the herd immunity at all and thus the predicted latent infections follow the reported
cases pretty well and the same do the deaths. Recovered is not reported in statistics pub-
lished by Folkhälsomyndigheten, so the objective function contains only sum of negative
log-likelihood of confirmed cases and deaths, but recovered are produced by the model too.

Possible explanation for the predictions per week performing better is that too many steps
makes the model saturate too soon. It is likely that even weekly steps will get saturated at
some point and thus the model is not suitable for long-term epidemics with multiple waves
or seasonal diseases, but rather for single peak outbreaks.

Comparison of results and the reported statistics Figures 6.1, 6.2 show the distribution
of correlation of predicted latent mean z[t] with the reported statistics in regions of all four
countries for infected (I) and deaths (D). For the figure 6.1, only the first 60 days of simulation
are used (August 1, 2020 to September 30, 2020), i.e. the days before the prediction drops and
flattens, the figure 6.2 shows the results of the simulation in its whole length (August 1, 2020
to March 13, 2021).

Figure 6.1: Correlation of prediction of infected to reported confirmed cases (left) and deaths
to reported deaths (right), August 1 to September 30, 2020.

Regarding accuracy of infected in the first 60 days, visualized in the figure 6.1, the most
accurate are the regions of Czechia, which all except 1 have correlation close to 1.. Poland
has 3 regions with low positive or negative correlations. Sweden has 7 regions with negative
correlation and about 8 with correlation positive but less than 0.5. Italy has 4 regions of
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negative correlation, most of the regions has correlation above 0.3. The correlation of deaths
with the predicted number is the highest for Czechia. Poland and Italy perform comparably,
where each has about 1 region of negative correlation and some more regions of low positive
correlation. Sweden has most of the regions negatively correlated. On the first 60 days,
prediction seems to be the most accurate for Czechia and the least accurate for Sweden.

Now we shall compare the prediction vs. reported statistics on the whole modelled period
from August 1, 2020 to March 13, 2021. The distributions of correlation for both infected vs.
reported confirmed cases and deaths vs. reported deaths are presented in the figure 6.2.

Figure 6.2: Correlation of prediction of infected to reported confirmed cases (left) and deaths
to reported deaths (right), August 1, 2020 to March 13, 2021.

In the figure 6.2 the highest correlation seem to have Italy, as for all but two regions it
is greater than 0.5. The lowest overall correlation is of Czechia this time. Poland has all
the regions with positive correlation, but Sweden seems to be a bit more correlated with
the statistics, despite the fact that it has one region with correlation lower than ´0.25. In
predictions of deaths, Czechia seems to perform the highest in similarity to statistics. Sweden
and Italy have the correlation about 0.5. Poland’s prediction of deaths on the whole period is
for all regions but one anti-correlated.

In general the method does not produce prediction that would be very similar to the
training set, especially not for long-term modelling.
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Covid-19 characteristics’ estimates Parameters optimized per week a, c, b, d are used to es-
timate characteristics of Covid-19 characteristics - reproduction number R0, infection fatality
ratio IFR and infectiousness duration, their relations are defined by the equation 2.5. Experi-
mentally acquired estimates should in the best case remind of the parameter estimates’ from
other literature, defined in the subsection 4.1.

Figure 6.3: Boxplot series of IFR regional estimates per country.

IFR estimate from literature is shown in the table 4.14, the experimentally measured IFR
from the SEIRD model is shown in the figure 6.3. As shown in the results of the modelling,
later in the modelling the curve falls down and does not follow the data curve well.

IFR estimates [%] Mean of regional Country-wise
Month CZ IT PL SE CZ IT PL SE

Aug 2020 0.351 5.777 3.516 2.311 0.700 6.581 0.300 0.986
Sep 2020 0.301 2.548 3.328 3.928 0.139 0.581 0.192 0.224
Oct 2020 0.058 3.324 0.412 2.257 0.029 1.243 0.124 0.406
Nov 2020 0.217 3.909 0.078 1.407 0.066 1.287 0.132 1.097
Dec 2020 0.221 2.787 0.085 2.279 0.268 2.252 0.056 3.203
Jan 2021 0.316 2.526 0.100 2.428 0.268 2.400 0.132 3.124
Feb 2021 0.376 2.237 0.108 1.671 0.383 2.075 0.132 1.398
Mar 2021 0.227 2.106 0.109 1.148 0.383 1.823 0.043 0.995

Figure 6.4: IFR estimates of the model.

The table 6.4 presents the estimates of IFR on country-level data as well as the mean es-
timates over regions of the country from the figure 6.3. The estimates on data from Italy,
Sweden and the two first months in Poland are higher (2´ 3.5%) than the respective estimate
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from the table 4.14. Czechia estimates the IFR lower, around 0.2%´ 0.3%. Given that the esti-
mate in the table 4.14 is correct, Sweden, Italy and Poland are not testing sufficiently, however
this is not supported by the ratio of performed test in the figure 3.2.

Another hypothesis for this is wrong initial value for deaths. Both E and I are initialized
with 0.01 ¨ #Tests, D and R are 0, which makes difference as they are used as cumulative, this
explains IFR in Italy around 5% in August 2020. September IFR could be more trusted. Drop
in Polish IFR is explained by missing deaths’ statistics after October 10, 2020.

To sum up, using the simulation results I estimate the IFR of Covid-19 for 2´ 3%.

Figure 6.5: Boxplot series of R0(t) regional estimates per country.

The basic reproduction number R0 of Covid-19 from the literature can be found in the
subsection 4.1. According to WHO it is about 2´ 4.

R0 estimates Mean over regional Country-wise
Month CZ IT PL SE CZ IT PL SE

Aug 2020 2.921 34.541 14.109 65.224 5.936 32.631 5.794 3.866
Sep 2020 2.819 18.736 105.372 220.478 6.014 6.286 2.090 1.822
Oct 2020 0.372 42.699 284.019 179.284 0.389 19.297 1.037 4.879
Nov 2020 0.005 10.989 136.721 25.842 0.029 3.994 0.134 3.431
Dec 2020 0.004 0.438 2.653 4.155 0.026 0.028 0.101 0.303
Jan 2021 0.004 0.248 0.002 1.127 0.019 0.007 0.099 0.055
Feb 2021 0.005 0.258 0.000 0.321 0.027 0.006 0.098 0.017
Mar 2021 0.006 0.284 0.000 0.144 0.033 0.008 0.104 0.019

Figure 6.6: R0 estimates of the model.

The figure 6.5 shows the box plot of R0(t) estimated over all the regions and aggregated
as a month. These mean values as well as the estimates on the country data are presented in
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the table 6.6. Italy, Poland and Sweden specify numbers far away from what reproduction
number should be according to WHO. Mean regional estimates for Czechia are within the
range for the first two months. Country R0(t) estimates are lower than the mean estimates
over regions.

R0(t) estimates visibly show the observation that the simulation flattens after some time.
This is property of SIR* models.

Given the results it is hard to say, what the reproduction number of the Covid-19 could
be. According to only the results on regions of the Czech Republic, the WHO estimate 2´ 4
seems reasonable.

Figure 6.7: Symptoms’ duration boxplot series per country.

In the subsection 4.1 symptoms duration is estimated for 15.5 days, while 50% of all cases
encounter symptoms for 11´ 19 days and 95% of all cases for 4.225´ 32.775 days.

If parameter b is optimized over [0; .25], this effectively means that symptoms’ duration
has a domain [4;8]. Optimization yields the country-wise estimates (tab. 6.8) of Poland to be
within this range, although as described before, only the first few months (Aug-Oct 2020) are
taken, as in the later months the prediction of the model flattens. Considering the symptoms’
duration estimate being the mean over predictions of the models of all the regions, Poland is
yielding very high and unrealistic prediction, the results most closest to the literature estimate
are the ones for the Czech Republic.

Bands for estimates for Poland and Sweden are very wide during the August and Septem-
ber and then get narrower. Italian estimates are the highest at first. Polish estimates later raise
in value, while Swedish and Italian descend and are fairly similar for most of the time series.

The closest to the literature are Poland country-wise estimate and the Czech mean over
regions in the first 3 months. These two yield symptoms’ duration to be in interval 12´ 24
days.

51



6.1. Results

Mean over regional Country-wise
Month CZ IT PL SE CZ IT PL SE

Aug 2020 17.748 688.366 324.689 857.886 62.580 408.194 23.724 76.063
Sep 2020 24.848 282.625 519.648 1881.616 47.320 57.401 12.362 23.770
Oct 2020 19.482 251.896 1726.343 1931.998 22.601 125.195 17.176 63.248
Nov 2020 12.797 93.907 5726.890 217.930 15.864 88.769 10.404 46.238
Dec 2020 13.170 42.462 5254.635 69.959 16.704 44.332 10.186 89.646
Jan 2021 11.475 35.002 8900.052 70.362 12.364 40.814 10.083 83.504
Feb 2021 16.507 51.721 8952.778 97.350 17.526 54.466 10.292 71.867
Mar 2021 20.808 69.062 1727.617 136.657 21.761 67.907 10.565 96.878

Figure 6.8: Symptoms’ duration estimates of the model.

Regional comparison

Regional data can be clustered and thus find regions with similar epidemiological progress.
Figure 6.9 shows the weekly incidence (from tests) in Czechia, Italy, Poland and Sweden,
normalized by the region population. The histogram is seriated using hierarchical cluster-
ing, which is shown on the left side with a dendrogram. Distance matrix was constructed
using cosine metric, which assumes each week as an orthogonal dimension, and thus time
lag makes a great difference in the comparison.

Figure 6.9: Clustering of regions based on weekly confirmed cases per 1000 people.

By countries, the second wave starts in Czechia (week 36), then in Poland and Italy (week
40) and latest it came to Sweden (week 42). There is an outlier ITH10 (South Tyrol). The
normalized incidence is by far the highest in the regions of Czechia.

Clustering (fig. 6.9) follows the countries quite well, which is most likely a result of coun-
try lockdowns and closed borders, reducing the international mobility, and restrictions on
national level, which caused different environments for the virus to spread. Present are fol-
lowing clusters The histogram shows several clusters of the regions shows several groups of
regions, where the epidemic developed differently or had different timing.
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• Sweden + ITH3 (Veneto)

– Cluster 1: SE214 (Gotland), SE321 (Västernorrland), ITH3 (Veneto), SE312 (Dalarna),
SE125 (Västmanland), SE110 (Stockholm), SE121 (Uppsala) SE211 (Jönköping)

Cluster 1 mostly consists of several Swedish regions, especially Stockholm area and
Italian region Veneto around Venezia city. These regions have increase in incidence
from week 44, 2020 and decrease in week 2, 2021, after which the incidence stays low.
These regions are densely populated, rather urban or even metropolitan, with a strong
industry.

– Cluster 2: SE212 (Kronoberg), SE221 (Blekinge), SE224 (Skåne)

Cluster 2 covers regions at the most southern part of Sweden. They had similar epi-
demic development as cluster 3 with slightly delayed raise of the second wave against
the cluster 1, but after the January 2021, there is no raise in incidence, as do have the
regions of cluster 3. South of the Sweden is densely populated with mild climate and
the virus might have similar conditions for spreading in the regions and due to the
geographical closeness there is a room for intensive infection interchange between the
regions.

– Cluster 3: SE331 (Västerbotten), SE332 (Norrbotten), SE123 (Östergötland), SE231
(Halland), SE313 (Gävleborg), SE213 (Kalmar), SE232 (Västra Götaland), SE322 (Jämt-
land), SE311 (Värmland), SE122 (Södermanland), SE211 (Jönköping)

Cluster 3 contains all other regions of Sweden, namely most of Norrland, the west coast
and Götaland without the regions from cluster 2. These regions differ greatly in density
of population, lifestyle and intensity of mobility within and between regions, as there
are densely populated regions from Stockholm metropolitan area, such as Söderman-
land as well as the sparsely populated Norrbotten or Västerbotten.

The incidence raise comes a week or two later than for regions in cluster 1. After Christ-
mas the incidence starts to descend, but in February, the numbers start slightly raising
again.

• Czechia

– Cluster 4: CZ041 (Karlovarský), CZ052 (Královehradecký)

Cluster 4 contains two regions of Czechia, where Covid-19 struck harder than in the
other regions of Czechia. These two regions had a problem with lack of capacities in
hospital and were locked down from the rest of the Czechia. In the peak between week
41-46, cluster 4 does not differ from the cluster 5. During the second peak after Christ-
mas, the incidence raises and does not fall back as in other regions, but stays high until
March.

– Cluster 5: CZ072 (Zlínský), CZ080 (Moravskoslezský), CZ063 (Vysočina), CZ031
(Jihočeský), CZ064 (Jihomoravský), CZ071 (Olomoucký), CZ010 (Praha), CZ032
(Plzeňský), CZ042 (Ústecký), CZ020 (Středočeský), CZ051 (Královehradecký), CZ053
(Pardubický)

Cluster 5 are all the regions of Czechia except the two from cluster 4. After summer
2020, there are 3 peaks of Covid-19, in October 2020, January and February/March
2021.

• Italy and Poland + SE124 (Örebrö)
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– Cluster 6: ITC2 (Valle d’Aosta), ITC3 (Liguria), ITI2 (Umbria), ITC4 (Lombardia),
ITI1 (Toscana), ITF3 (Campania), PL84 (Podlaskie), PL52 (Opolskie), PL81 (Lubelskie),
PL71 (Łódzskie), PL41 (Wielkopolskie), PL22 (Śląskie), PL51 (Dolnośląskie), PL82 (Pod-
karpackie), PL72 (Świętokrzyskie), PL21 (Małopolskie)

Cluster 6 are most of Polish regions without the coast, some of the northern Italian
regions and Campania (Napoli region). These had a peak in October, then a long flat
region with low incidence. In the March 2021 at the edge of the date range of the data,
there is another raise of the numbers.

– Cluster 7: ITG1 (Sicilia), ITG2 (Sardegna), PL9 (Mazowieckie), ITF5 (Basilicata), ITF1
(Abruzzo), ITF2 (Molise), ITF4 (Puglia), ITH4 (Friuli-Venezia Giulia), ITH5 (Emilia-
Romagna), PL62 (Warmińsko-Mazurskie), PL43 (Lubuskie), PL63 (Pomorskie), ITH20
(Trento), ITI3 (Marche), ITI4 (Lazio), PL61 (Kujawsko-pomorskie), ITF6 (Calabria),
SE124 (Örebrö), PL42 (Zachodniopomorskie)

Regions of cluster 7 are the Polish coast and the regions of Italy, mostly southern and
central Italy, the islands and alpine regions of Trento and Fruili-Venezia Giulia. It also
contains a Swedish region of Örebrö. All of these regions had a mild raise in October
2020, which lasted till January 2021, in Feburary the incidence was low and in March it
went up again.

Calendar The section 5.4 describes the time series of events influencing the pandemic, es-
pecially the introduced and released restrictions, including plots over time together with in-
cidence to visualize their potential effect on the curve for each of the countries, Czechia (fig.
5.11), Italy (fig. 5.12), Poland (fig. 5.13) and Sweden (fig. 5.14)

• Czechia

March restrictions preceded the raise of the incidence and so the peak was low and flat-
tened fast. Incidence went up a few weeks after public events are allowed in June. Masks
stopped being required July 1, but was not followed by any raise in the incidence on country
level. This could be a partial evidence of masks’ required not being an influential factor for
the disease spreading, however one must take into consideration that during summer when
the temperature is higher, the disease might have different conditions for spread, as it is in
the case of influenza.

First round of the presidential election was held when the incidence had been already rais-
ing for more than a month, two weeks after the second round the numbers stopped to grow.
Hence, it does not seem that the election would cause the virus to spread more. Restriction
to wear a mask was reintroduced at the beginning of September, but the raise in incidence
continued for more than a month after that. Two weeks after ban of leaving homes during
night there happened an abrupt fall in incidence present in statistics.

Reopening of schools was followed by the incidence growing again up. The incidence
raised and during Christmas, a full lockdown was ordered again. Two weeks after that, at
the beginning of January, the numbers fell abruptly again. In February incidence raised and
restrictions, such as municipalities’ lockdown and compulsory FFP2 masks came in effect in
February.

• Italy

The top peak of the first wave in Italy was preceded by closing of schools, a ban of gather-
ing and a regional lockdown. Curve flattened just a few days after the lockdown restricting
leaving home was introduced on March 22. As restrictions seem to make an effect about 2
weeks after they were imposed, the lockdown on March 22 might have caused the descend
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in April, but the flattening at the second half of March had to have a had its impulse in early
March.

Easter and releasing of the restrictions in May and July does not show to cause any change
in the progress of the epidemic. In late August incidence raised, although slowly than expo-
nential, certainly affected by a restrictions such as masks, as in other countries the curve
appears to be much steeper.

However a steep raise came after the public referendum was held. Lockdown and closing
of businesses imposed in the late October were followed by 2 more weeks of raise and then
the raise flattens.

Incidence was descending in December, the peak after Christmas is most likely its effect.
In March positively tested cases raised again.

• Poland

The first wave in Poland does not fade out and the numbers are the same from April to
July. Elections do not seem to make an effect on the incidence. Masks stayed compulsory in
the interiors and since August regionalization, some regions introduced masks everywhere.
When the incidence grew in October, there was a series of country-wise measures: masks
inside and outside, limitation of gatherings, closing of businesses and cemeteries, and the
peak eventually drops, but it is hard to postulate which one of the restrictions had the main
effect.

During the December the incidence abruptly drops and then it stays the same and at the
beginning of January 2021 even raises, most likely as a result of Christmas and New Year. In
January schools are reopened, which does not have any immediate effect, but at the end on
February numbers starts to raise again anyway.

• Sweden

The Swedish response to the first wave might have prevent the incidence from the expo-
nential growth, however the incidence does not drop and the main peak came in early July
and then drops.

Moving the limit for gathering up is imposed during a rapid growth of incidence in Oc-
tober and November and the turnabout comes right after Christmas, during which certain
restrictions were in force in fact. From January the incidence declines till late February, when
it raises again.

Sweden is a rare example of a country with low pandemic restrictions (and hence quite
natural development of the disease) and well reported data.

Czechia, Italy and Poland made wearing of masks compulsory, but the incidence was
raising even after that, so the effect of the restriction to wear a mask do not seem to be as sig-
nificant from the curves. On the other hand gathering seems to be the key factor for the pace
of the spread and lockdown or limiting of people to meet and gather the key mechanism to
control the disease. In Czechia after releasing of gatherings in June 2020 number of confirmed
cases grew, in Poland and Italy after the Christmas, that are connected with higher mobility
and gatherings, we also observe a peak in incidence.

Poland reopened schools in September 2020 and in January 2021, which did not cause any
immediate raise of incidence, it does not seem that opened schools would make a significant
difference in spreading, however after opening of schools in Czechia at the end of November,
the numbers went quickly up.

6.2 Method

Estimation of reproduction number

Figure 4.12 contains boxplots of incidence reproduction number, aggregated over months and
shown as a time series. Table 4.13 tests, whether the monthly R0(t) are greater or lower than
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1, i.e. epidemic or not. As for Czechia, Italy and Poland, the reproduction number is less than
1 from April to June (with exception of Czechia in June). Sweden is delayed against the other
three countries and the epidemic is active until May, during the summer the reproduction
number is significantly lower than 1. From November, the epidemic is inactive in Italy and
Poland and from December in Sweden. In Czechia, November and January the reproduction
number is less than 1, but greater in December.

Figure 6.10: R0(t) estimated on tests (treated as incidence).

Ratio of positive tests in test sample as already said does not reflect the true prevalence of
the infection of the population, as it depends on the number of performed tests and testing
strategy. To evaluate the reliability of the R0(t) estimated, we might use the same method to
estimate R0(t) using daily performed tests treated as incidence input. A simple correlation of
the output with the R0(t) estimate gives a good picture about dependence of the estimate on
the number of tests. The reproduction number of tests is shown in the figure 6.10.

Comparing the R0(t) estimated using a performed tests (fig. 6.10) to the R0(t) estimated
using incidence from confirmed tests (fig. 4.12), the boxes are much more narrow and closer
to 1 in most of the months - this means that the number of tests do not raise abruptly. The
estimates of the first month are very high, which reminds of the situation in the March 2020.

Reference EpiEstim HMM
Period CZ SE CZ SE CZ SE

Before Mar 7 2.64 1´ 7 3.73 3.26 ă 1 ă 1
Mar 7 - Mar 12 1.84 ă 1 2.57 1.64 ă 1 ă 1

Mar 12 - Mar 16 1.28 ă 1 2.18 1.10 ă 1 ă 1
Mar 16 - Apr 1 1.00 1´ 2 1.34 1.39 ă 1 „ 15
Apr 1 - May 1 0.72 „ 1 0.80 1.04 0.1´ 1.6 „ 30
After May 1 1.08 „ 1 0.98 1.01 ă 1 „ 10

Figure 6.11: R0(t) estimates together with reference from official sources [109, 110].

Folkhälsomyndigheten (Sweden) published plot of R0(t) estimates between Feb 17 and
Jul 9, 2020 [110], Ministerstvo zdravotnictví (Czechia) published R0(t) for March - May 2020
[109], both are shown in the table above (fig. 6.11). For Poland and Italy, official estimates of
R0(t) in this period together were not found.
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The table in the figure 6.11 also shows the estimates of described HMM and method from
R package EpiEstim, described in the equation 4.4. While official R0(t) is to some extent
similar to the EpiEstim estimates, HMM estimates are a way off, mostly not making sense
and being outside of meaningful domain for R0.

Parameter priors

Figure 5.4 presents results of simulation using data of Poland. The parameters of model
have priors described in the subsection 4.1 that were created using relevant clinical research.
Model uses total number of performed tests, but not the number of positive cases. Curves
of recovered and deaths remind of the true data, although both are higher, which means that
some recoveries and deaths were not captured by the tests. Infected curve does follow well
the first wave from March to May, but then stops following the infected curve and stays close
to 0.

Emission prior parameters are all (1, 1), in all three cases the mean latent and observed
curves for all three attributes are overlapping, however their credible intervals differ a lot.

Transition model can have the parameters either constant or stochastic, as used in the fig-
ure 5.4. Emission model is always stochastic. If transition parameters are stochastic, i.e. have
prior distribution, the HMM simulation’s results’ credible intervals are wider and dependent
on informativeness (width) of the prior distribution. With constant parameters the SIR* equa-
tions are ODE1, with random parameters SDE2. Another option for the transition component
are discrete models from SARIMA3 families, such as AR, MA, ARMA, etc.

Alternative modelling

Another possible solution how to apply analytical HMM fitting algorithms such as forward-
backward or Viterbi is to approximate the SIR-based transition model with probabilistic
model [111].

One of classical ecological systems is environment with populations of predators and
preys, where predators reduce the population of prey and are naturally reduced when there is
too few prey for too many of predators. A common model for such systems is Lotka-Volterra,
sometimes called as predator-prey, defined in the equation 6.1.

S1 = ´ aSI + bS

I1 = aSI ´ bS
(6.1)

With certain changes, Lotka-Volterra can be used for epidemiological modelling, so that
susceptibles are prey and infected are predators. Such model does not have Exposed state from
SEIRD used in this thesis, but automatically contains non-permanent immunity, as Lotka-
Volterra does reduction of both prey and predators and with appropriate parameters one can
achieve periodicity [112].

Unlike compartment models, basic Lotka-Volterra does not assume constant population
size, but it depends on parameters a,b. Figure 6.12 shows the dynamics of the model with
parameters a = b = 0.1.

Different alternative for transitional part is using spatial models, such as cellular automa-
ton (CA). They separate the environment, population in this case, into homogenous grid of
cells. Each cell has a simple dynamics based on a state and affecting and being affected by

1Ordinary differential equation
2Stochastic differential equation
3Seasonal auto-regressive integrated moving average
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Figure 6.12: Lotka-Volterra dynamics, a = b = 0.1.

the adjacent cells. CA can be used for wide variety of problems, e.g. biology, fluid dynamics,
but also epidemiology to model the infection in population [113].

Potential extensions for the model

Non-permanent immunity Used compartment model assumes permanent immunity. Non-
permanent immunity can be introduced to the model with additional connection from
Recovered and Susceptible with parameter e, connected with immunity period, such as

e d
= (Immunity period)´1. Formally this model is defined by the equation 6.2.

S1 = ´ aSI + eR

E1 = aSI ´ cE

I1 = cE´ bI

R1 = b(1´ d)I ´ eR

D1 = bdD

(6.2)

Behavior of such model is shown in the figure 6.13, identical to the figure 2.5 only with
non-permanent immunity and parameter e = 0.03, which stands for immunity period of 30
days. In the plot there are two peaks visible, around days 50 and 120 and it is notable to say,
that here the number of susceptibles can grow and recovered can descend. After day 120 the
epidemic slowly dies out, because population is reduced as number of deceased is quite high
already then.

Vaccination Pandemic of Covid-19 is going on for over a year and many people are hopeless
about the situation. Vaccination is thus often the last hope people look up to [114]. Some
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6.2. Method

Figure 6.13: SEIRD dynamics for (a, c, b, d) = (0.8, 0.3, 0.3, 0.05), e = 0.03, I = 1.

countries have already vaccinated a great portion of population [115] and report a decrease
in epidemic [116]. However the demand for the vaccines is high and so the vaccination goes
slow [114]. In case of the SEIRD, vaccination can be implemented as an additional state
V (vaccinated) connected from the susceptibles with time dependent parameter vt = V[t]

N ,
where V[t] is number of people vaccinated at day t (in discrete time) and N stands for the
population size. SEIRD with vaccination is defined in the equation 6.3.

S1 = ´ aSI ´
(
1´ vt

)
N

E1 = aSI ´ cE

I1 = cE´ bI

R1 = b(1´ d)I

D1 = bdD

V1 =
(
1´ vt

)
S

(6.3)

Using SEIRD with parameters (a, c, b, d) = (0.8, 0.3, 0.3, 0.05) and no vaccination, after 100
days and population of size 10000, there is 456 deaths. Vaccination requires 1 dose and gives
perfect immunity once applied, every day 0.25 % of population (i.e. 25 people) is vaccinated.
As an effect after 100 days there are only 367 deaths. The effect of the vaccination is shown in
the plots 6.14 (without vaccination) and 6.15 (with vaccination).

Temperature Although Covid-19 pandemic lasts for over a year, with stronger transmission
activity during colder months there is a partial evidence that Covid-19 is capable to become
a seasonal disease [117], similarly to influenza or malaria4 [118]. Even though various feed-

4Malaria is seasonal because its vector, mosquito of genus Anopheles, is in the adult phase only at certain time of
year to bite humans and transmit the malaria-causing parasite Plasmodium falciparum.
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6.2. Method

Figure 6.14: SEIRD dynamics for (a, c, b, d) = (0.8, 0.3, 0.3, 0.05), v = 0, I = 1.

Figure 6.15: SEIRD dynamics for (a, c, b, d) = (0.8, 0.3, 0.3, 0.05), v = 0.0025, I = 1.

back connections might cause oscillation in SIR* models as shown in the figure 6.15, yearly
seasonality can be projected onto model by adding an input with meteorological information,
such as data of temperature, precipitation and humidity [119].

Asymptomatic cases There have occurred cases of Covid-19 that were asymptomatic, that
is no or very mild symptoms during the period of infection, [72] suggests 30.8% on sample
of 565 positive cases. Asymptotic cases might differ from the infections with symptoms by
time of recovery (or quarantine/isolation as the infected does not generate new infections
anymore) and less careful behavior - fever causes that infected rather stays at home and have
fewer contacts to transmit disease.

SIR* model can be extended with a new state A to capture asymptomatic cases, the struc-
ture including the transitions is shown in the figure 6.16 and defined formally by the equation
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6.2. Method

Figure 6.16: SEIARD model schema.

6.4. Longer infectious period is represented by lower parameter c value. Less careful behavior
producing more infections is represented by greater parameter a value.

S1 = ´ a1SI ´ a2SA

E1 = a1SI + a2SA´ c1E´ c2E

I1 = c1E´ b1 I ´ d1 I

A1 = c2E´ b2 A´ d2 A

R1 = b1 I + b2 A

D1 = d1 I + d2 A

(6.4)

SEIARD behavior is shown using simulation with parameters c1 = c2 = 0.3, d1 = d2 =
0.05 and parameters specific for asymptotic behavior a1 = 0.5, a2 = 0.8, b1 = 0.5, b2 = 0.2 in
the figure 6.17. In the plot, I and A do behave the same, although there is more asymptotic
cases, because they have longer infectious period and so symptomatic cases sooner become
R or D.

Figure 6.17: SEIARD dynamics for (a, c, b, d) = ((0.5, 0.8), 0.3, (0.5, 0.2), 0.05), I = 1.

Period of symptoms and infectiousness do not necessarily overlap and one can be delayed
or hastened to the other, or symptoms might not occur at all. These cases can be solved by
scenarios [120].
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6.3. The work in a wider context

Test errors One of the limitations of the method is assumption of perfect clinical tests. How-
ever in reality, PCR, antigen and antibody tests are not flawless and their accuracy is specified
as sensitivity (true positive rate) and specificity (true negative rate) in the table 2.3. Dropping
this assumption is possible by adding noise to the result.

Mobility Compartment models assume fixed-sized population that is homogeneously
shuffled with regard to model parameters, e.g. no clusters of retired in retirement homes,
children in schools etc. In the thesis, each region is modelled in a mode of hard lockdown
when no people are moving between the regions.

Mobility between the regions can be modelled, so that each region has its separate SIR
model and there are connections between there regions, or using spacial models, such as
cellular automaton, for the mobility. Behavior of the model could remind of fluid dynamics.

Evaluation of the method

The model performs well until the SIR starts flattening, then the prediction descends to 0
and is a lot off from the data. If the model works with daily time steps, it also reaches herd
immunity sooner. Model with weekly time steps performs the same, but it takes longer to
reach the herd immunity.

Observations above imply that the model might perform well for a single peak short-term
outbreaks, such as local outbreaks of measles or dengue.

For long-term epidemics with multiple waves or seasonal diseases it saturates and de-
scends after some time. This could be overcome by restarting the model for each peak, such
as single season of influenza (autumn, winter and spring).

6.3 The work in a wider context

Reported statistics became a political topic in some countries. There are voices suggesting that
some countries might be over-reporting or on the other hand under-reporting their Covid-19
deaths and cases for various reasons [121, 122]. Whether these claims are true or not is far
beyond the extent of this thesis, however their presence itself brings a question, whether some
political representations would be capable of changing the image of pandemic state in their
country.

If so, the extent of their influence on the statistics would be a matter of local political cul-
ture as well as presence of power control mechanisms, such as independence of the authority
responsible for collecting and publishing the data or freedom of press. Except of direct statis-
tics’ fabricating, politicians could change the strategy of testing, such as making Covid-19
testing free of charge, which would raise a number of performed tests and thus number of
confirmed cases. Less testing has the opposite effect. Other ways would be post-mortem
testing to raise number of deaths.

Although political representations might have various motivation for statistics’ fabrica-
tion, there seems to be ways to influence the Covid-19 statistics even in the countries with
separation of power and system of checks and balances.
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7 Conclusion

• What are the distributions of characteristics of Covid-19 - the incubation period, reproduction
number, infection fatality ratio and duration of disease?

Literature suggests incubation period 5.1 days (CI 95% 2.2´11.5 days and CI 50% 3.8´6.7
days), reproduction number 2 ´ 4 and infection fatality ratio 0.0064 (credible interval 95%
0.0038´ 0.0098). The latter depends on age, where age group 20´ 49 years has an IFR esti-
mate of 0.000092, while for 65+ it is 0.056. Mean duration of disease (infectiousness duration,
excluding incubation period) has been estimated from data of hospitalized patients as 15.5,
with 95% band 4.225´ 32.775.

Experimentally IFR estimate is 2´ 3%, duration of symptoms 12´ 24 days and the ba-
sic reproduction number 2 ´ 3, although estimated on the cases confirmed by tests using
EpiEstim package, the R0 was mostly less than 2. Simulation sometimes yielded unrealistic
estimates of the characteristics, which have been removed.

• To what extent are the collected data used to fit the model reliable?

During the first wave of Covid-19 (first half of 2020) lower number of tests was performed
in all four countries. Since August 2020, the ratio of tests starts growing and the sample is
more reliable, it is about 0.2%´ 0.5% of population tested daily.

Data have defects, such as significantly lower deaths in Poland connected with wrong
method of reporting the time of deaths. In Poland, Michał Rogalski has indicated that the
statistics published by the government have been under-reported [4]. In addition, there is
still an ongoing discussion about when to label a death with cause Covid-19, i.e. to die on
Covid-19 or with Covid-19 if the patient has a serious comorbidity [45].

• How much are the reported statistics projected in the results of simulation?

The model fits well to the first few samples and follows them closely. After some time,
the prediction deflects from the data, drops down and flattens to 0. It is possible to derive
the disease characteristics from the model parameters, but experiments have shown, that in
some cases they were a lot off compared to the estimates in other research.

• Are there visible patterns or similarities between regions?
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Similarities between all the regions strongly correspond with the countries regions belong
to. There is not a lot of outlying regions, although countries do differ from each other quite a
lot in time of the outbreak, intensity or duration of the high incidence.

Assuming the data from the second and the incomplete third wave, i.e. between August
2020 and March 2021, Italy and Poland have a very similar pandemic development during
the second and the third wave. Sweden had a delayed start and Czechia encountered the
greatest intensity regarding per-population normalized incidence.

• Do the introduced restrictions influence the numbers?

Effect of restrictions comes delayed caused by the serial interval. Although it is impossible
to infer a direct causality just from the incidence, some events seem to cause a changes in
numbers such as peaks during Christmas in Italy and Poland.

Regarding potential power of the restrictions, full lockdown is very often followed by
a descend of the incidence and thus seems to be the most efficient for slowing the spread
down. Example is Czechia, where lockdowns were repeatedly imposed and released (fig.
7.1, 7.2 and 7.3).

Figure 7.1: Second lockdown in Czechia, 28 Oct 2020.

Figure 7.2: Third (nightly) lockdown in Czechia, 27 Dec 2020.
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Figure 7.3: Fourth (district) lockdown in Czechia, 26 Feb 2021.

For compulsory mask wearing there has been no observation where imposing the restric-
tion would precede a drop in incidence. For closing the schools there is not clear evidence as
the data contains examples of both reopening of schools without any change afterwards and
with an abrupt turn.

• To what extent do the results show that the drafted model of the disease is correct?

Compartment models are able to fit to a certain segment of the data, but they do not seem
to be appropriate for modelling outbreaks with a long duration (lasting months or years) as
they flatten after some time.
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Appendices

Github code repository

The code implementing the model and producing the results, including the plots in this thesis
is publicly accessible at https://github.com/martinbenes1996/732A64.

Calendar

The calendar is a collected list of events, potentially influential on the pandemic situation in
the analyzed countries. It is a supplement material of the thesis in a file calendar.csv or it
can be found in the code repository as a file data/calendar.csv.

i

https://github.com/martinbenes1996/732A64
https://raw.githubusercontent.com/martinbenes1996/732A64/main/data/calendar.csv
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