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Background
Knowledge Graphs are a basis for modeling real world facts within a computa-
tional setting. Here, nodes represent entities and relations are how those entities
are connected. For example, consider one fact as two entities 𝑢 = “Sweden” and
𝑣 = “Carl XVI Gustaf” with the relation 𝑟 = king-of. The goal is to find
embeddings for 𝑢, 𝑣 and learn a function for the relation, such that 𝑟(𝑢) ≈ 𝑣 for a
large list of facts. This is known as knowledge graph embedding (Sun et al., 2019;
Nayyeri et al., 2021). Common strategies to model this as a machine learning
problem is to learn functions that represent the relationships, where these take a
vector representing an entity as input and output another vector representing
another entity. Those functions are then trained to mimic the relations seen in the
data, that is, if the entity 𝑢 is connected to the entity 𝑣, then the learned function
takes 𝑢 as input and outputs a vector very close to 𝑣. The goal of this project is to
learn graph embeddings on publicly available data and explore invertible neural
networks (INNs, see, e.g., Papamakarios et al. (2021)) as the relation functions.

Research questions
Due to their invertibility properties, INNs are able to naturally model symmetric
relations, as the opposite direction is simply given by the inverse function.

• What are appropriate INN architectures for this setting?
• How to model relations which do not admit a symmetric property?
• For relations which admit multiple inverses, can this be modelled stochasti-
cally, i.e., the output is randomly one entity or potentially others?
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Eligibility requirements
• Sound knowledge ofmachine learning (very good grades in relevant courses)
• Very good programming skills
• Knowledge of Graph Neural Networks is beneficial
• Knowledge of frameworks such as PyTorch/JAX is beneficial

Please attach your CV and transcripts when applying.
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