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1 Background

The problem of weather forecasting is a great scientific challenge with high relevance for society,
industry and individuals. This problem is curretly tackled using Numerical Weather Prediction (NWP)
systems, which combine vast amounts of physics knowledge with powerful computational resources in
order to accurately model the atmosphere. Performing these computations is however time-consuming,
limiting the possibility to model finer resolutions and detect rare events (Astitha et al., [2023).

Recent years have shown great progress in using machine learning models, in particular deep neural
networks, for weather forecasting (Ben-Bouallegue et al.| 2023)). These data-driven models can match
or even outperform existing NWP systems, while producing forecasts in a fraction of the time (Lam
et al.l 2022 Bi et al., |2023; Pathak et al., |2022]). This is possible by training these machine learning
models on forecasts from existing NWP systems. By training on reanalysis datasets, in which forecasts
have been “corrected” using measurements (from weather stations, satellites, etc.), it is possible for
the models to outperform the original NWP system.

While much work has focused on global weather forecasting, an equally interesting research direction
is how to apply these machine learning methods for regional forecasting, building so called Limited
Area Models (LAMs). This has been the focus of ongoing research conducted in collaboration between
LiU and the Swedish Meteorological and Hydrological Institute (SMHI). See |Oskarsson et al.| (2023])
for an overview of our work so far. We are now offering a number of thesis projects in this exciting
and very active research area.

2 Projects

We offer several projects related to Machine Learning for Weather Forecasting, as detailed below.
Our ambition is to find suitable candidates for multiple projects. We envision to then set up a
collaborative environment for the involved students, to encourage collaboration on generic questions
related to working with the data (see below) and getting familiar with the application area.

Note that you can apply to multiple projects at the same time.



2.1 Deep Generative Models for Weather States

As the atmosphere is a chaotic system, there is a great deal of uncertainty in a weather forecast.
Because of this it is not enough to just produce a single deterministic forecast, but we are interested
in the probability distribution over likely future weather states. Modeling this distribution is however
challenging, due to its high dimensionality and spatio-temporal dependencies.

The goal of this project is to investigate the use of generative machine learning models for modeling
the distribution of possible weather states. Methods like Generative Adversarial Networks (GANs)
(Goodfellow et al.l2014)), Normalizing Flows (Dinh et al., [2017) and Diffusion Models (Ho et al., |2020)
have proven to be useful for modeling other types of high-dimensional data. Some initial attempts
do also exist for utilizing these methods for weather data (Bihlo, [2021; |Li et al.| 2023). The project
can start by training generative models for a single atmospheric variable, continue by adding on more
variables and also including conditional generation based on previous states.

Possible research questions

e How can generative machine learning models be used for modeling the distribution of weather
states on a limited area?

e What is a suitable way to evaluate the realism and usefulness of generated samples, from a
meteorological perspective?

e What are the trade-offs in terms of training time, memory requirements, sample diversity and
sample quality?

e How can conditioning on previous weather states be incorporated in such a generative model?

Prerequisites

e Experience with implementing and training deep learning models in relevant software frame-
works.

— Preferably experience with GPU training of such models.
e Sufficient background in statistics and statistical machine learning.

— Preferably experience with deep generative models.



2.2 Exploring Model Families for Limited Area Modeling

In our existing research we have utilized graph-based machine learning models for LAM forecasting
(Oskarsson et al., |2023]). For global weather forecasting, the graph-based approach is far from the only
one and a diverse set of models and architectures have been successfully applied. It is of large interest
to investigate also how other types of machine learning models can be used in the LAM setting. Some
architectures worth investigating are Convolutional Neural Networks (CNNs), Transformers (Bi et al.,
2023} |Chen et al.l 2023} [Lessig et al., [2023)) and Neural Operators (Pathak et al., [2022; Bonev et al.,
2023). The intention is mainly to choose one of these to investigate closer (which one depends on the
interest of the student). A possible goal of this project is to implement such models as part of our
existing open-source code base for LAM machine learning model&ﬂ

Possible research questions

e How can (CNNs/Transformers/Neural Operators) be used for the LAM weather forecasting
task?

e How does the model compare to the existing graph-based ones in terms of forecast accuracy?

e Are there benefits to this type of model in terms of training time, inference time or memory
requirements?

Prerequisites

e Experience with implementing and training deep learning models in relevant software frame-
works.

e Solid programming skills, in particular in python.

e Knowledge of and experience with good software engineering practices is beneficial.

Thttps://github.com/joeloskarsson/neural-lam


https://github.com/joeloskarsson/neural-lam

2.3

Utilizing Global Models for Limited Area Forecasting

A few of the machine learning models for global weather forecasting have been framed as foundation
models, with the premise that they can be fine-tuned to many different tasks (Lessig et al., [2023;
Nguyen et al 2023]). One such task is regional LAM forecasting. Still, there are many crucial details
in how such fine-tuning can be performed given a large LAM dataset.

The goal of this project is to investigate how global foundation models best can be fine-tuned for
LAM forecasting. To investigate this, a global model should be fine-tuned on our existing data for
the Nordic region. A possible next step of the project would be to investigate methods for integrating
information from (fine-tuned) global models into local models.

Possible research questions

How can global foundation models be fine-tuned for weather forecasting in the LAM setting?

How can LAM data on a local grid be used for fine-tuning global models defined on a different
spatial grid?

How does the amount of data used for fine-tuning a global foundation model impact its fore-
casting performance?

How does fine-tuned global models compare to pure LAM models (Oskarsson et al., 2023) in
terms of forecasting performance and computational time (for training and inference)?

How can representations or predictions from global foundation models be used to improve LAM
machine learning models?

Prerequisites

A solid understanding of deep learning models and experience with training such models in
practice.

— Experience with GPU training is beneficial.

Experience in working with large datasets on Linux systems is beneficial.



2.4 Learning the Data Assimilation Process

Data assimilation is the process of estimating a system state (the state of the atmosphere) by combining
known (or learned) dynamics with real-world observations. In weather forecasting this means com-
bining a forecast from an NWP system or machine learning model with measurements from weather
stations and satellites, in order to get a more accurate estimate of the state of the atmosphere (Kalnay,
2002). Such estimates of the atmospheric state are important both for analysis of past weather-events
and for use as initial conditions for new forecasts. Even more valuable are probabilistic estimates,
capturing the distribution of the state.

Just as with NWP forecasting, the data assimilation process is computationally expensive and rely
on approximations in the relationships between the state and observations (Coiffier, |2011)). This begs
the question, can we utilize machine learning methods also for the data assimilation process? The
goal of this project would be to investigate how we can use existing data to train machine learning
models to efficiently approximate this complex state estimation process. The problem could either be
framed as just approximating a mapping (forecast + observations — state) using e.g. deep learning or
viewed as a more probabilistic Bayesian inference problem. As an extensions it could be investigated
if it is possible to surpass the performance of existing data assimilation methods by utilizing machine
learning forecasting models.

Possible research questions

e How should the data assimilation problem be framed as a machine learning / Bayesian inference
problem?

e How does machine learning based data assimilation compare to traditional methods in terms of
accuracy of estimation and computational cost?

e What are the benefits in using machine learning forecasting models over traditional NWP fore-
casting models in the data assimilation process?

Prerequisites
e A good understanding of machine learning methods and problem formulations.

e A solid mathematical background, in particular in optimization and linear algebra.

e If following the probabilistic route: A solid background in statistics and knowledge of Bayesian
statistics.



2.5 Time-Continuous Weather Forecasting

While the physical weather system is continuous in both space and time, we need to perform discretiza-
tions in order to build numerical models. The coarseness of such discretizations have a large impact
on the computational cost of weather forecasting models. Still, the underlying equations dictating
NWP are time-continuous Partial Differential Equations (PDEs) and Ordinary Differential Equations
(ODEs).

Existing machine learning models for weather forecasting use discrete time steps of > 1 h (Lam et al.,
2022; [Pathak et al.l 2022} [Bi et al., 2023} |Oskarsson et al.; 2023)). It would be valuable to get more
fine-grained temporal resolution, with forecasts available also at intermediate time points. One way to
achieve this would be to explicitly frame such a model as a discretization of a time-continuous system.
Existing graph-based models (Keisler, |2022; [Lam et al., [2022; |(Oskarsson et al.| [2023) feature residual
connections between the layers of the model and between predictions. Such residual connections can
be interpreted as a discretization of an ODE solved through the Euler method Behrmann et al.| (2019).
This leads the way to a possible approach for building time-continuous weather forecasting models
where the weather state can be evaluated for arbitrary future time points.

The goal of this project is to investigate time-continuous formulations of machine learning models for
weather forecasting. Starting from existing models, a first step is to explicitly show how these can be
formulated as ODE discretizations. With insight from this, we can start to take smaller time steps and
evaluate if also these intermediate steps yield useful predictions of the weather state. In extensions it is
possible to fully combine existing models with Neural ODE components (Chen et al., 2018; |Rubanova,
et al., |2019)) and investigate methods for integrating these with the graph architectures (Poli et al.,
2021)).

Possible research questions

e How can existing machine learning models for weather forecasting explicitly be formulated as
discretized solutions to ODEs?

e Are there benefits to a finer temporal discretization, taking many smaller time steps when
producing a weather forecast?

e Does intermediate time steps still represent useful weather states? Does the solution yield a
meteorologically feasible sequence of states?

e How can time-continuous components be combined with latent graph architectures (Lam et al.|
2022}, |Oskarsson et al., [2023)?

e What are the trade-offs in terms of computational time and memory requirements for choosing
the lenght of time steps and ODE solver?

Prerequisites

e A solid mathematical background, preferably including some experience with numerical ODE
solving.

e An interest in mathematical modeling and numerical analysis.

e Experience with deep learning models.



3 Data

The main dataset, that can be used for all these projects, comes from the MetCoOp Ensemble Pre-
diction System (MEPS) (Miiller et al.l [2017)). MEPS is a LAM NWP system producing forecasts for
the nordic region. This dataset contains roughly 10 weather forecasts per day from a two year period.
Each such forecast is a 66 h time series of weather states with 1 h time steps. The weather states
contain values for 17 different variables, all on a 238 x 268 grid (corresponding to a spatial resolution
of 10 km). This is the same dataset used in |Oskarsson et al.| (2023).

The project described in section [2.4] will make use of additional data containing real-world measure-
ments. Such data exists archived at SMHI and will be provided to the student working on this
project.

Apart from this data there is also the possibility to use the WeatherBench dataset (Rasp et al., [2020)),
which contains 40 years of global weather states but at a much coarser spatial resolution. Generally,
the details of the dataset format used will be tailored to the specific project and methodology, for
example by choosing only a subset of the variables, spatially sub-sampling the weather states or using
longer time steps.

4 How to apply
Apply by sending

o CV

e A transcript with grades

Which project(s) you are interested in

A brief motivation on why you are interested in the project(s)

e Pointers to any past experience that makes you a particularly suitable candidate (e.g. in relation
to the prerequisites of each project)

to joel.oskarsson@liu.se. Write “Thesis Project Application: ML for Weather Forecasting” in the
subject line. The last date to apply is November 15. If you have any questions about the projects or
application feel free to reach out.
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