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Abstract

Functional neuroimaging (NI) technologies like Positron Emission Tomography and functional Magnetic Resonance Imaging (fMRI) have revolutionized neuroscience, and provide crucial tools to link cognitive psychology and traditional neuroscientific models. A growing discipline of ‘neurophilosophy’ brings fMRI evidence to bear on traditional philosophical issues such as weakness of will, moral psychology, rational choice, social interaction, free will, and consciousness. NI has also attracted critical attention from psychologists and from philosophers of science. I review debates over the evidential status of fMRI, including the differences between brain scans and ordinary images, the legitimacy of forward inference and reverse inference, and deductive versus probabilistic accounts of NI evidence. I conclude with a discussion of fMRI as exploratory rather than confirmatory evidence, linking this debate to the growing literature on cognitive ontology.

1. Introduction

1.1. THE TECHNOLOGY OF NEUROIMAGING

Thinking depends on brain activity, but not all parts of the brain are on an equal footing. When we think about different things, different parts of our brains are active. This functional specialization of brain regions has profound consequences for both cognitive psychology and neuroscience. In principle, it should allow us to use psychological theories to learn something about the organization of the brain, and vice versa. Until relatively recently, though, it was hard for scientists to exploit functional specialization. Observation of brain-damaged patients and recordings from single neurons provided some useful evidence, but these techniques have obvious limitations.

Neuroimaging (NI) has changed that. ‘Neuroimaging’ refers to a collection of techniques that allow scientists to look at the whole brain as it works by detecting metabolic changes caused by increased neural activity. The two most popular NI techniques are Positron Emission Tomography (PET) and functional Magnetic Resonance Imaging (fMRI). PET is sensitive to the uptake of radioactively labeled tracers in the brain; fMRI is sensitive to the small magnetic differences between oxygenated and deoxygenated blood (see Savoy 2001 and Raichle 2009 for more detail).

By constantly measuring changes in metabolic responses as subjects perform cognitive tasks, NI can provide a fast, safe, non-invasive, high-resolution look at the working brain. This combination of features has revolutionized cognitive neuroscience. Many philosophers have become interested in NI as well, as it promises to shed light on traditional philosophical issues like moral deliberation (Greene et al. 2001, 2004; Sinnott-Armstrong 2008), rational choice (Sanfey et al. 2003, 2006; Camerer et al. 2005), ethical and social interaction (Farah 2002; Adolphs 2003; Lieberman 2007), free will (Roskies 2006), weakness of will (Hare et al. 2009), and consciousness (Lloyd 2002; Hohwy 2007).
Despite its popularity, NI is controversial. This paper will review some of the methodological issues surrounding NI. In particular, I’ll be interested in the question ‘What kind of evidence does NI provide, and how does it provide it?’ Though NI is widely used, neither question has an obvious answer.

1.2. THE PROBLEM WITH PICTURES

Neuroimaging’s evidential status may seem unproblematic. By now, most people are familiar with neuroimages: the striking colorized pictures that accompany fMRI studies. The fact that it’s called ‘neuroimaging’ implies that the ‘imaging’ part is particularly important.

This suggests a simple answer to our question: the evidence of NI is just the pictures of the working brain that it produces. Popular accounts of imaging data reinforce this pictorial view (McCabe and Castel 2008). Some authors describe fMRI as being ‘to brain science what Galileo’s telescope was to astronomy’ (Jacobs 2009, 121); others talk of opening up the ‘black box’ of the mind to direct observation (Camerer et al. 2005).

The evidence of NI cannot be like ordinary pictures, however. Neuroimages differ from ordinary images at least two important ways.

First, as Savoy notes, particular neuroimages are laden with theoretical assumptions (2005; Roskies 2007, 867). Many fMRI experiments use what is known as a ‘subtractive’ design. Subtractive designs look for differences in brain activity between two tasks, to highlight brain areas that show activation specific to one of the tasks performed.

So, e.g., if I want to find the part of the brain responsible for thinking about money, I might scan subjects as they balance their checkbook and while performing equivalently difficult (but not money-related) arithmetic problems. The resulting image would show areas that were active only in the checkbook task. I might interpret this as showing the money-deliberation part of the brain. However, this image will be inherently theory-laden: it cannot be interpreted without knowing the specific tasks performed and the assumptions about cognition that the experimental design embodies. Further, if you deny that balancing your checkbook requires deliberating about money, then you have no reason to think that the image shows money-deliberation brain areas. But the image does not tell you any of these things.

Second, neuroimages do not present raw data on brain activity. The collected signal is small, noisy, and temporally complex. Neuroimages show the results of statistical tests performed on this noisy signal. In practice, this means that neuroimages do not show brain activity per se: rather, they show areas where one can confidently assert that some activity happened. Similarly, the color intensities in a neuroimage do not show strength of activity, but rather a statistical measure of just how strong our confidence in the presence of activity should be. This is a very different sort of information than we are used to receiving from pictures. For example, the statistical nature of a neuroimage means that one cannot infer the lack of activation from a dark region, or even that a brightly lit ‘active’ region was more active than a dark ‘inactive’ region (Huettel et al. 2004, 246). Contrast this with ordinary pictures and maps, where the absence of a marker allows one to infer the absence of the property that the map depicts (Rescorla 2009).

For these reasons (and several others), Roskies concludes that neuroimages lack the kind of causal and counterfactual connection to their source that paradigmatic observational tools like photographs possess (2007 §3). Whether these differences are enough to cause problems is an open question – many of the same complaints could be made about anatomical MRIs, which provoke little skepticism (though see Joyce 2008). Nevertheless, it is clear that neuroimages have a more complicated status than pictures.
1.3. TWO PROBLEMS

In the remainder of the article, I will review two issues concerning the evidential status of neuroimages. First, I will look at the use of NI to infer brain function given a cognitive theory. Second, I will look at the (more controversial) use of fMRI data to confirm or disconfirm cognitive theories themselves. These two kinds of inference are often referred to as forward and reverse inference, respectively (Poldrack 2006, 59). This terminology should be taken with a grain of salt – the two processes are often intertwined in practice, and reverse inference is only one way to test cognitive theories.

I will argue in Section 2 that ‘forward’ inference is relatively unproblematic in principle (thought tricky in practice), whereas in Section 3, I will argue that ‘reverse’ inference is both weak and conceptually fraught. I will conclude in Section 4, by suggesting an alternative way in which NI data might be relevant to psychological theories.

2. From Psychology to Brain

2.1. WHAT SORT OF EVIDENCE IS REQUIRED?

Suppose we have a well-supported cognitive theory, and we want to know how the brain works to instantiate the processes our theory studies. Neuroimages often show facts about differential activation: that a region was more active in one condition than another. Is this the only, or the best, evidence about the organization of the brain?

Perhaps not. Consider the following case, outlined by Friston et al. A PET study showed that a particular region \( R \) of inferotemporal cortex was more active when subjects had to detect objects rather than shapes, but was not further activated when subjects had to additionally name shapes along with detecting them (1996, 99). One might interpret this to show that \( R \) is important for object detection but not object naming. A closer look at the data, however, showed a statistically significant interaction between the tasks. The amount of activity because of object recognition was greater when object recognition was required (1996, 102). It would thus be a mistake to conclude that naming is irrelevant to what \( R \) does. In technical terms, this shows a violation of the pure insertion hypothesis, which claims that activity attributable to a task remains unchanged when we add additional distinct cognitive tasks. The pure insertion hypothesis must be true for subtractive methods to work properly; as Friston et al. show, its truth is not guaranteed in any particular case.

This shows that simple subtractive designs might overlook important facts about functional organization. Although brain regions are functionally specialized, they also interact extensively, and rely on that interaction for proper functioning. How to tease out functional relationships in specific cases is thus an area of open research. Subtraction, interaction, and conjunction (Price and Friston 1997) have all been proposed as keys to functional organization. It is likely that complex combinations of conditions will be required to confidently assert the functional importance of an area (Henson 2005, 2006, figure 1f).

A second important debate concerns the relative importance of quantitative data. Facts about differential activity are qualitative facts: they tell you that a difference in activity occurred, but do not give you any indication of the magnitude of that change. Quantitative facts are important in science, however, (Tukey 1969, 86; Meehl 1978; Klein, forthcoming §5). If my theory correctly predicts that the stock market will rise next year, you should be a little impressed; far more impressive (and useful) though would be a theory that told you how much it will rise.
Though often reported, quantitative magnitudes in NI are difficult to interpret on their own. While there is a rough mapping between the BOLD response and the underlying vigor of neural activity, there is no mapping between the amount of metabolic activity of a brain area and the functional importance of the area (Buxton 2002, 423; Nair 2005, 236; Logothetis 2008, 873). Some researchers avoid this problem by looking at the functional form of responses instead. If a brain region not only responds during a cognitive task, but responds more strongly the more difficult the task is (say), then there is better evidence that the region is specially associated with performance of that task. Again, sophisticated statistical techniques have been developed to reason about these functional response patterns. (Landini et al. 2005, Chs 16–18; Sarty 2007).

However, with more advanced techniques come new controversies. In a provocative recent paper, Vul et al. argue that many studies overestimate correlation strength by a large margin (2009). The resulting debate has re-emphasized the importance of accurate quantitative estimates in NI.

2.2. WHAT IS SHOWN?

Neuroimaging shows which brain areas are associated with cognitive processes, but I have been canny about what ‘associated with’ really means. This is also a source of debate.

Some think that NI shows the neural correlates of mental modules, in the sense advocated by Fodor (1983). If true, this implies something stronger than the weak thesis of functional specialization. It would mean that many brain regions perform simple, informationally encapsulated, special-purpose computations. This picture is encouraged by NI studies that show small, intense foci of brain activation associated with simple cognitive capacities.

As modularity is a controversial thesis, many have objected to this characterization of NI results. First, the mere fact of localization does not imply modularity: as Woodward and Cowie note, the different features of modularity can also occur in non-modular systems (Woodward and Cowie 2004). Early critics of fMRI also noted that the appearance of modules was a product of data processing techniques: small foci of activation would be present whether or not the brain was actually modular (Uttal 2001, 185ff; Savoy 2001). Some took this as evidence that forward inference was simply impossible; Hardcastle and Stewart, e.g., argued that the distributed architecture of the brain precludes localization altogether, leaving nothing for NI to do.

However, more sensitive processing techniques allow fMRI to avoid the charge of bias. For example, a debate between modular and distributed views of facial processing (Ishai et al. 1999; Haxby et al. 2000; Kanwisher 2000; Yovel and Kanwisher 2004) spurred the development of alternative data analyses sensitive to distributed representations (Haxby et al. 2001; O’Toole et al. 2005). In particular cases, intense debates rage over whether activation foci represent modules or simply the most active parts of a distributed system. Rather than prejudging the question, however, NI is now an important source of evidence in these debates.

Another source of controversy concerns the interpretation of ‘activation’. It is common to interpret brain activation as evidence that a region performs a particular process: object recognition, say. This fits well with functionalism about mental states, which characterizes mental states in terms of their causal connections to one another (Armstrong 1999).

However, this is not the only possible interpretation of increased activity. Activity might signal that a region specializes in processing specific types of information, rather than performing specific types of processing. It might also signal regions that represent information relevant to a task, rather than performing specialized processing. This debate is par-
particularly vigorous in discussions of the ‘higher’ functioning performed by prefrontal cortex; processing (Enger 2009), information-theoretic (Koechlin and Summerfield 2007), and representational (Wood and Grafman 2003) theories of prefrontal cortex have all been proposed. It is not obvious that these possibilities are mutually exclusive. As NI itself appears to be neutral among these interpretations,1 however, care is required in interpreting the nature of localized brain activity.

2.3. COGNITIVE ONTOLOGY

A final issue surrounding forward inference should be of special interest to philosophers. Many NI studies are relatively non-specific, in the sense that different experiments attribute different functions to the same brain region. Price and Friston note that a region of the left posterior lateral fusiform (PLF) has been associated with a number of functions: processing visual word forms, detecting the visual attributes of animals, naming colors, decoding Braille, imagining objects, and making action decisions about familiar objects (2005, 265–7). What function, then, should we attribute to PLF? Saying that the function is to name colors or animals is misleading: it does more than that. Saying that it does all of these things is unilluminating: a good theory should unify our observations, not just list them.

Of course, these descriptions do not necessarily conflict. Activities may form a nested abstract hierarchy. Balancing a checkbook, making change, and reading a timetable are all be a way of doing the same thing: subtraction, which is in turn a way of doing mathematics, and so on. Similarly, each of the functions that PLF performs might be a way of doing a more general activity, the specific nature of which depends on the context in which it is performed. In philosophical terms, each might be a determinate performance of the same determinable function (Yablo 1992).

This is what Friston and Price conclude about PLF. They argue that all of the functions attributed to PLF are versions of integrating sensory cues with motor output—one process, but with multiple ways it can matter (2005, 268). Friston and Price conclude that there is an increasing need for a ‘cognitive ontology’ that makes sense of NI findings by describing them at the right level of abstraction.

This position fits well with the growing consensus among philosophers of science that the best explanations are those pitched at the right level of abstraction (Craver 2007, Ch. 6). Both Finding is the right level of abstraction for neural processes both an empirical and a philosophical task. Philosophers have spent a long-time thinking about how cognitive functions might be related to each other and to actions; these philosophical positions may have an important role to play in the integration of NI results.

3. From Brain to Psychology

3.1. ON THE VERY IDEA

The previous section focused on forward inference from psychology to brain function. This section will focus on the far more controversial use of NI: the testing of psychological theories themselves.

Consider an example. In a study on moral decision-making, Borg et al. note that:

Imaging data suggest that moral consideration of the action-vs.-inaction distinction is mediated primarily by areas of the brain that are traditionally associated with cognition rather than with emotion (813).
This looks to be evidence that favors certain psychological theories about moral reasoning. Theories that claim the action-vs.-inaction distinction is reasoned about via cognitive judgments (whatever that might mean) gain support, whereas those that claim the opposite have a strike against them. This is inference from NI data back to a psychological theory, rather than to a theory about how the brain is organized.

Some have argued that this direction of inference is always illegitimate. A well-known proponent of this position is Fodor, who argues that NI cannot tell cognitive psychologists anything of use (Fodor 1999). This is just a special case of Fodor’s commitment to the autonomy of the special sciences. Fodor thinks, on philosophical grounds, that cognitive science is methodologically independent from neuroscience (Fodor 1997). This position, known as nonreductive physicalism, is still popular among philosophers of mind.

Other psychologists are also skeptical of NI on principled grounds. For example, Harley argues that that brain data is irrelevant to cognitive psychology until we have a complete psychological theory – at which point NI would have nothing of interest to contribute to psychology (Harley 2004a, 11; Coltheart 2004, 22).

Early philosophical defenders of NI tried to address skepticism directly (Bechtel 2002; Landreth and Richardson 2004). However, I suspect that these debates really go far beyond fMRI. Fodor’s position extends far beyond issues in NI: at stake are general issues about the relationship between cognitive psychology and neuroscience. Philosophers of science have taken on these issues in recent years, with a eye on the unique status of neuroscience (Bechtel and Mundale 1999; Bickle 2003; Craver 2007). Shallice further notes that theory-building is often a boot-strapping process that moves back and forth between abstract theories and implementation-level details and reverse inference; if so, intertheoretic scientific work can be done without completed theories on either side. (2003, S149; see also Wimsatt 1976). Finally, many of the complaints from psychologists really stem from a feeling that fMRI has shown very little so far (Coltheart 2006). The best response to this criticism lies in the details of particular experiments.

So suppose, at least provisionally, that NI evidence might bear on theories in cognitive psychology. The question remains: how does it do so? The literature offers three answers: a deductive position based on reverse inference, a deductive position based on fasificationism, and an inductive answer based on probabilistic models of theory confirmation. I will consider each in turn.

3.2. REVERSE INFERENCE

One way that theories might be tested by fMRI is by so-called ‘reverse inference’. Reverse inferences contain two premises: one about the function of a brain region, and another about observed activation in an NI study. From these, a statement about cognitive psychology is deduced. In my toy inference about Borg et al. above, I reasoned this way:

(P1) If a subject judges cognitively, there is activity in region R.
(P2) Task T (contemplating action-vs.-inaction) cases causes activity in region R.

Therefore, task T is done via cognitive judgment.

Theories that claim that T is based on unconscious processes are disconfirmed by our observation, while theories that claim that T is based on cognitive processes are (partially) confirmed.
Unfortunately, this argument is invalid; as Poldrack notes, it commits the fallacy of affirming the consequent (2006, 60). To make it valid, we need a stronger premise:

(P1*) Region \( R \) is activated if and only if a subject is engaged in conscious reasoning.

Given this premise, the conclusion follows. P1* is an unreasonably strong premise, however, it is equivalent to the claim that the relationship between reasoning and \( R \) is a psychophysical invariant (Cacioppo et al. 2007, 13–14) – in technical terms, that there is a one–one context-independent mapping between cognitive function and brain structure.

True psychophysical invariants are extremely rare. In Section 2.3, I reviewed evidence that the same brain region can perform a variety of functions, and in Section 2.1, I noted that activity of brain regions is often context-dependent, as it can be modulated by the performance of other cognitive tasks. Price and Friston conclude that this makes reverse inference largely impossible, because ‘To infer functional specificity requires a demonstration that an area is activated only by tasks that engage its function and not others’ (2005, 265). As this is rarely the case, reverse inference is a poor way to use NI to test psychological theories.

3.3. CONSISTENCY ACCOUNTS

A second way to use NI evidence is to evaluate it against the predictions of competing theories, with an eye to favor one or the other. On the deductive view of NI, facts about neuroimages do not function as premises in an argument. Instead, cognitive theories are taken to imply conclusions about brain functioning. These conclusions are then tested against observed brain function revealed by NI results. A mismatch indicates that the original theory was wrong; consistency with observation gives some support to the original theory.

I believe that many neuroimagers are committed a consistency account. Some are explicit about this commitment (Henson 2005, 197ff), and many more show a tacit commitment by arguing that NI results are consistent with this or that cognitive theory.

The consistency account works best when cognitive theories make straightforward predictions about brain function. Debates between single-process and dual-process cognitive theories might be a case where this is so. Henson, e.g., reviews evidence that there are distinct brain regions active when subjects make different types of memory judgments about previously seen items (Henson 2006). This evidence would seem to support dual-process cognitive theories, which claim that there are two distinct types of memory (recollection and familiarity memory) rather than one single process.

Unfortunately, few cognitive theories make straightforward predictions about brain function (Mole and Klein, forthcoming). Further, it is not obvious how to get predictions out of many theories: the principles that would link psychological theories with claims about the brain are obscure at best (Coltheart 2006). When this is the case, it is not obvious how NI can help confirm or disconfirm a theory: any evidence about neural activity is consistent with theories that make no prediction about brain function.

This not an idle concern. Consider, e.g., recent debates over the role of ventromedial prefrontal cortex (vmPFC) in moral reasoning. Some argue that vmPFC generates emotional judgments in response to personal moral dilemmas, and that these judgments conflict with other, more ‘utilitarian’ judgment processes (Greene et al. 2001; Greene 2007; Koenigs et al. 2007; Young and Koenigs 2007). Others argue that vmPFC is responsible for generating ‘prosocial moral sentiments’ that are integrated in moral reasoning and an
essential part of correct moral decision-making (Moll et al. 2005, 2007). Both sides claim – convincingly, in my opinion – that the imaging data is consistent with their theory (Greene 2007; Moll and de Oliveira-Souza 2007a, b). These are clearly distinct theories. As far as the NI data goes, therefore, a consistency account must say that we are at an impasse.

This impasse is not a coincidence. The consistency account of NI is a falsificationist view of theory-testing (Popper 1959). On a falsificationist account, theories consistent with the data get to remain in play, while theories that are inconsistent with the data must be abandoned. Falsificationism does not allow one to decide between unfalsified theories, however. And as philosophers have long noted, most theories can be made consistent with apparently recalcitrant evidence simply by adopting appropriate auxiliary hypotheses (Klee 1996, Ch. 4; Harley 2004b, 50). Finally, recall that neuroimages are theory-laden: the very same theories that are being tested are also the source of the contrasts that generate the neuroimages themselves. The effect of this dependency is poorly understood. Consistency accounts, while widely held, thus do not seem to provide a strong basis for inference about cognitive functioning.

3.4. PROBABILISTIC ACCOUNTS

A final approach to NI data is a probabilistic one. In a probabilistic, Bayesian framework, NI data D supports a hypothesis H just in case it raises the likelihood of that hypothesis being true. That is, H is supported just in case it would be more likely that we would see some NI data D if H was true than it would be if H was false (Mole et al. 2007).

The probabilistic account has a number of clear advantages over the deductive account. Intuitively, we want NI data to be informative: that is, we want it to weigh in favor of some hypotheses rather than others. Evidence might be consistent with two hypotheses, but make it much more likely that one hypothesis is true than another. The paper says that the Cubs lost. This is consistent with the hypothesis that the Cubs won and the hypothesis that they lost (there might have been a misprint, after all, or the reporter might have made a mistake, or…). However, this report surely favors the hypothesis that the Cubs won: as the paper is generally reliable, it is much more likely to read that they won if they actually won. Similarly, we should want imaging data that increases the likelihood of a theory relative to its competitor theories (Mole et al. 2007) Keeping this in mind reminds us that theories are rarely tested in a vacuum: we are usually interested in how they fare against other, competing theories.

A probabilistic account also avoids other problems that plague deductive accounts. NI is sensitive to any change in brain activity, whether or not that change is functionally important. If cognitive state A (say, reasoning about moral dilemmas that involve one’s family members) reliably gives rise to a functionally unimportant cognitive state B (say, anxiety), an NI experiment will likely show brain areas that are associated with both A and B. But B-related activity is a functional byproduct of A: something we are likely to see no matter which theory of A is true. (Compare: the throbbing noise made by your heart is a functional byproduct of the heart’s true function of pumping blood. As such, the observation that the heart does not favor any particular functional theory about hearts, even if those theories predict throbbing.) Functional byproducts are consistent with every theory, but favor none of them: a probabilistic account correctly rules them out as evidence.

Finally, a probabilistic account makes possible a weaker version of reverse inference: that is, given some brain activation, we can infer the likelihood that a particular cognitive
process occurred. This would get around some of the problems noted with a strictly deductive version of reverse inference.

A probabilistic account thus allows NI data to test psychological theories, and does so in a philosophically defensible way. However, it is not clear how close it comes to answering the practical skeptics about fMRI. In many cases it is difficult to assign relative probabilities, and when one can, the evidence presented by NI often seems relatively weak. Probabilistic reverse inference is similarly shaky. For example, Poldrack used existing studies to estimate the Bayes factor of reverse inferences about language processing. He found that reverse inference could provide a ‘positive but relatively weak increase in confidence’ in cognitive hypotheses (2006, p. 62).

Probabilistic inference often provides only a suggestive, inconclusive test of many cognitive hypotheses. Probabilistic accounts are most favorable to studies of simple sensory processing, where the relevant alternatives are clearly delineated and evidence from other disciplines gives some rough estimate of the conditional probabilities in question (Mole and Klein, forthcoming). This is not the case for more complex cognitive tasks.

4. Confirmation vs Exploration

The discussion so far has assumed that the job of NI is to confirm or disconfirm hypotheses. An alternative view of NI is that it provides exploratory, rather than confirmatory, data (Rapoport 1991, A142; McKeown et al. 2006). Confirmatory data analysis is meant to raise or lower our confidence in a particular hypothesis. Exploratory data analysis, by contrast, simply looks for patterns in the data and suggests interpretations of them (Tukey 1977; Good 1983). In the imaging literature, exploratory data analysis is sometimes called data-driven analysis (as opposed to hypothesis-driven confirmatory analysis).

The hypotheses that result from data-driven analyses are not (necessarily) supported by the data, and should not be taken as such. Exploratory analysis accepts a much greater risk of false positives than confirmatory analysis, and makes no attempt to rule out all plausible competing hypotheses. Exploratory data analysis is useful, however, when the basic organizing principles of a domain aren’t well-known. Cognitive neuroscience is surely in this position: it is not obvious that our cognitive theories carve the mental world in the correct way, and it is not obvious that the brain will mirror any such carving we come up with. This is another way to emphasize the need for a proper ‘cognitive ontology’ in Price and Friston’s sense. The debate over PLF in Section 2.3 is less a debate about what PLF does than a debate about what mental processes there are (Poldrack 2008, 224). The use of fMRI to build these cognitive ontologies is an exploratory rather than confirmatory use of the data.

Building a data-driven cognitive ontology is partly an empirical task, of course, and interesting advances have already been made. A meta-analysis by Kober et al. showed six functional groupings of brain areas engaged in emotional processing, none of which correspond in a straightforward way to ordinary concepts of emotion (2008). Michael Anderson has used a data-driven fMRI meta-analysis to support his ‘massive redeployment hypothesis’ of cognitive architecture, and so to suggest a new relationship between perception and action (2007a, b). On a smaller scale, data-driven analyses of fMRI data have revealed novel information processing strategies in the brain (O’Toole et al. 2005).

Interpreting these results can also involve a philosophical component. Consider again the debate between Greene et al. and Moll et al. on moral decision-making. This debate is as much a problem of philosophical interpretation as an empirical dispute. Must emotion and reason necessarily conflict in judgment? Or are the ‘moral sentiments’ crucial to
our ordinary moral understanding? Greene seems to believe that the emotional responses are necessarily indifferent to the agent’s considered reasons. Moll, in contrast, believes that emotions can track reasons. This is a philosophical debate as much as an empirical one (Arpaly 2000), and philosophical positions can influence the interpretations of the resulting NI data.

A focus on confirmatory data analysis might suggest that the impact of philosophers is destined to be relatively limited: aside from sorting out big-picture methodological debates, it looks like philosophers should simply sit back and let their favorite hypotheses be tested. Emphasis on exploratory analysis, on the other hand, suggests the possibility of dynamic interdisciplinary collaboration between neuroimagers and philosophers. As Harrison notes, ‘it is clear that we have conceptual work to do before we fire up the scanner’ (2008, 321). That conceptual work ensures that philosophers can help the nascent science of NI as much as they can learn from it.
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1 Though recent work suggests that fMRI might be more sensitive to relative synaptic activity than action potentials, which might have some bearing on the question (Viswanathan and Freeman; Logothetis 873ff). For an example of a study where this makes a difference to localization, see Rilling et al. 2004.

2 This reading is not uncontroversial; see Harman, forthcoming, for an alternative perspective.
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