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Detailed information  
about the course logistics and examination  

is available on the course website:

TDDE09

https://www.ida.liu.se/~TDDE09/


Evaluation of the previous session

• The Spring 2022 session had 58 registered students. Out of these, 
16 submitted a course evaluation. (Response rate: 28%) 

• The respondents were generally very positive about the course 
(overall evaluation: 4.94 out of 5). 

• In contrast to the previous evaluation, most (15 out of 16) 
respondents stated that the course work matched the credit value.



Changes from the previous session

• This year we changed the order of the units so that Unit 5 (large 
language models) comes earlier than last year. We believe that 
this will increase the number of self-proposed projects. 

• Our statistics from last year showed that relatively few students 
watched the video lectures, which had the effect that the labs had 
a steep learning curve. This year we are introducing quizzes.


