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o Sequence labelling
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'l only want to live in peace, plant potatoes, and dream!"— Moomin



e Dependency parsing
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Search and learning

predicted output input
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y = argmax score(x, y;0)
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Eisenstein (2019), § 1.2.2



Search and learning Fisenstein (2019), § 122

e Search module

The search module is responsible for finding the candidate

output y with the highest score relative to the input x.

requires efficient algorithms

* Learning module

The learning module is responsible for finding the model

parameters 0 that maximize the predictive performance.

for example, using supervised machine learning



Language |S SpECIa| Eisenstein (2019), § 1.1

 Unlike images or audio, text data is fundamentally discrete, with

meaning created by combinatorial arrangement.

- Even though text appears as a sequence, machine learning
methods must account for its implicit hierarchical structure.

o The distribution of linguistic elements follows a power law —

algorithms must be robust to unobserved events.



Frequency

10°

— — —
(@] o (e]
) [ ™~

[—
<

11 nnl

Zipt's law and Heaps' law

Lol

0

I
5000

I I
10000 15000

Rank

Zipf's law

I
20000

I
25000

I
30000

Vocabulary size (thousands of tokens)

30 -

25

20

15

10

I
0.00

T
0.25

T
0.50

T T T
0.75 1.00 1.25

Text length (millions of tokens)

Heaps' law




