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What is natural language processing?

• Natural language processing develops methods for making 
human language accessible to computers. 

• Some well-known example applications are intelligent search 
engines, machine translation, and chatbots. 

• These diverse applications are based on a common set of ideas 
from algorithms, machine learning, and other disciplines.

Eisenstein (2019), § 1
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This Stanford University alumna co-founded  
educational technology company Coursera.

SELECT DISTINCT ?x WHERE {  
  ?x dbp:education dbr:Stanford_University.  
  dbr:Coursera dbp:founder ?x. 
}

SPARQL query against DBPedia

https://commons.wikimedia.org/wiki/File:Daphne_Koller_2019.jpg
https://dbpedia.org/sparql


General-purpose linguistic representations

Koller co-founded Coursera

subject object

dbr:Coursera dbo:founder dbr:Daphne_Koller
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‘Natural language processing from scratch’
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Tenney et al. (2019)
Figure 1: The Transformer - model architecture.

wise fully connected feed-forward network. We employ a residual connection [10] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3.2.1 Scaled Dot-Product Attention

We call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of
queries and keys of dimension dk, and values of dimension dv . We compute the dot products of the
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Vaswani et al. (2017)

https://www.aclweb.org/anthology/P19-1452/
https://papers.nips.cc/paper/7181-attention-is-all-you-need.html


Two paradigms

• Linguistic knowledge 

Build pipelines of modular components that produce general-
purpose representations grounded in linguistic knowledge. 
morphemes, parts-of-speech, dependency trees, meaning representations 

• Deep learning 

Train end-to-end neural networks that directly transmute raw 
text into whatever structure the desired application requires.

Eisenstein (2019), § 1.2.1


