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Abstract

This paper presents two novel methods aimed at extracting comprehensible synonyms to regular words, as a step towards auto-
matic text simplification. The methods are inspired by previous work on synonym extraction and make use of bilingual dictio-
naries, as well as distributional semantic similarity between words. Human layman knowledge was used to evaluate the synonym
candidates extracted by the methods, which proved to be perceived as synonymous to a high degree. Both methods showed
promising results and qualities, and have potential to be used to further improve automatic text simplification.

1. Introduction

The need for simplified texts increases with the amount of
information, and public authorities need effective ways of
simplifying texts in order increase digital inclusion. This,
in turn, motivates the need to automate the process of sim-
plifying texts. One part of the problem in this process is
to develop a method for substituting words that are difficult
to comprehend with easier synonyms, a process known as
lexical simplification.

While the difficulty of a text depends partly on the words
it consists of, the difficulty of a word depends mainly on
how familiar it is to the reader (Anderson and Freebody,
1979). Lexical simplification has shown to improve both
the ability to read and understand texts for people with
dyslexia (Rello et al., 2013) and for second language learn-
ers (Gardner and Hansen, 2007). However, to lexically sim-
plify a text is a difficult task, as the substitutions need to
preserve the original words’ semantic meaning and gram-
matical form. Words may also be synonymous only in spe-
cific contexts, which further increases the difficulty of the
task.

Some methods used to extract semantically related words
are based on the distributional hypothesis. That is, words
that appear in similar contexts often have similar meanings
(Harris, 1970). This group of models are known as dis-
tributional semantic models (DSMs). While the original
DSMs built vectors based on values derived from event fre-
quencies, another type of DSMs has later been developed,
tackling vector estimation as a supervised task, aiming to
predict a term given a context or a context given a term (Ba-
roni et al., 2014). One group of such DSMs is word2vec,
with its two approaches CBOW and skip-gram (Mikolov
et al., 2013b; Mikolov et al., 2013a). Like other DSMs,
word2vec models are not perfect when it comes to differ-
entiating between distributional similarities (e.g. antonyms
and synonyms). To refine the models, additional methods,
such as bilingual dictionaries, parallell corpora, semantic
mirroring, and crowdsourcing, can be used (Lin et al., 2003;
Kann and Rosell, 2005).

To evaluate the synonymy of word pairs, several meth-
ods have been developed. Some are computational evalua-
tion methods (van der Plas and Tiedemann, 2006; Wu and

Zhou, 2003), while other use crowdsourcing to make use of
human layman knowledge (Kann and Rosell, 2005).

Several studies have presented methods that can be used
to extract synonyms, or to choose a synonym to a word
given a few candidates (as in the TOEFL test). Previous
work on lexical simplification for Swedish (Keskisärkkä
and Jönsson, 2013) and for Swedish medical texts (Abra-
hamsson et al., 2014) present methods for synonym re-
placement. However, to the authors’ best knowledge, none
of them have been aimed at extracting comprehensible syn-
onyms using DSMs and bilingual resources.

In this paper, we present results from using two novel
methods to automatically extract Swedish synonyms from
a corpus of easy-to-read texts.

2. Method

The two methods made use of DSMs that were trained us-
ing the word2vec toolkit1. Only the CBOW approach of
Mikolov et al. (2013a) was used, as CBOW models have
shown to achieve the best results in previous studies and to
be robust regarding parameter settings (Baroni et al., 2014;
Mandera et al., 2017). Semantic similarity between words
was measured using the cosine value of their vectors. The
training data consisted of the three corpora LäSBarT (Müh-
lenbock, 2013), the Stockholm-Umeå-Corpus (SUC) (Ejer-
hed et al., 2006), and the Swedish Wikipedia Corpus (De-
noyer and Gallinari, 2006). All words contained in LäS-
BarT were, in this study, considered easy to comprehend,
as the corpus consists only of easy-to-read texts. The other
two corpora represent regular written Swedish. The freely
available Swedish-English version of the online dictionary
bab.la2 was used in both methods. For more details on the
methods, see Fornander et al. (2016).

Figure 1 depicts an overview of Method 1. The method
aimed to find the most semantically similar, comprehensi-
ble, word to the input word that also shared at least one
English translation with the input word. Method 1 was in-
spired by Lin et al. (2003), who showed that one way to
handle semantic relations other than synonymy is to com-
pare the translations of words. Words with overlapping

1https://code.google.com/p/word2vec/
2http://bab.la/
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Figure 1: A simplified flowchart over Method 1.

translations are likely to be synonyms. Method 1 started by
finding the 40 most semantically similar words to the input
word that also occur in the LäSBarT corpus (leaving only
comprehensible words). They were then translated to En-
glish, and words that did not share any translation with the
input word were filtered out. Finally, the most semantically
similar word of the remaining words was selected.
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Figure 2: A simplified flowchart over Method 2.

An overview of Method 2 is displayed in Figure 2. The
method aimed to find the most semantically similar, com-
prehensible, word to the input word out of a list of synonym
candidates. Method 2 took inspiration from the methods
used to extract synonyms by Kann and Rosell (2005). By
translating the input word to English, and all of the English
translations of the input word back to Swedish, synonym
candidates were gathered. Candidates not occurring in the
LäSBarT corpus were discarded, again leaving only com-
prehensible words. Candidates that were the same word as
the input word were discarded as well. Finally, the most
semantically similar word to the input word out of the re-
maining candidates was selected.

The word pairs extracted by Method 1 and 2 were eval-
uated using an online survey. The question posed to the
participants was: “Is the word X a synonym to the word
Y?” and the possible answers were “I do not understand the
word/words” (0) , “Disagree” (1), “Doubtful” (2), “Some-
times” (3), and “Totally agree” (4), similar to the ones used
by Kann and Rosell (2005). The survey comprised 45 in-
put words, paired with synonym candidates extracted using
the methods. 30 candidates were extracted using Method
1 and 30 using Method 2. However, to 15 of the input
words used in the evaluation, both methods proposed the
same synonym candidate. That is, there was an intersec-
tion of the methods, which gives a total of 45 unique word
pairs (and thus 45 questions). Data were gathered from 99

participants.

3. Results

Figure 3: Frequencies of grades for word pairs extracted
by Method 1 and Method 2, with 95% confidence intervals.
Frequencies for word pairs contained in the intersection of
the methods are included in the results.

Figure 3 shows frequencies of grades, ranging from
“Disagree” (1) to “Totally agree” (4), for word pairs ex-
tracted by Method 1 and Method 2. Word pairs contained
in the intersection of the methods are included in the results
for both methods in the chart. Participants answered “Dis-
agree” (1) and “Doubtful” (2) more frequently for word
pairs extracted by Method 2 than for word pairs extracted
by Method 1. “Sometimes” (3) and “Totally agree” (4)
were more frequent for word pairs extracted by Method 1
than Method 2. The grade “Sometimes” (3) was most com-
mon for both methods.

On average, Method 1 (M = 2.58, SE = .04) performed
better than Method 2 (M = 2.41, SE = .04), t(98) =
10.90, p < .001, r = .90.

Figure 4: Frequencies of grades of word pairs extracted by
Method 1 and Method 2, with 95% confidence intervals.
Frequencies for word pairs contained in the intersection of
the methods are shown separately.

In some cases, the same synonym candidate was gener-
ated by both methods. To better compare the methods, only
word pairs containing input words to which both methods
suggested a synonym candidate were evaluated. In Fig-
ure 4, the intersection is excluded from both Method 1
and Method 2 and is shown separately. The most common



grade was “Sometimes” (3) for Method 1 and the intersec-
tion, but “Disagree” (1) for Method 2.

In order to further compare the methods, the intersection
was treated as a separate method in a repeated measures
ANOVA. The statistical analysis determined that the meth-
ods differed significantly in performance, F (2, 196) =
197.41, p < .001. Post hoc tests using the Bonferroni cor-
rection, presented in Table 1, revealed that Method 1 per-
formed significantly better than Method 2, and that the in-
tersection between Method 1 and Method 2 performed sig-
nificantly better than both Method 1 and Method 2.

Table 1: Pairwise comparisons from the Bonferroni post-
hoc test.

Pairwise Comparisons M. Diff. Sig.
Method 1 Method 2 .166 .000

Method 1 \ Method 2 -.136 .000
Method 2 Method 1 -.166 .000

Method 1 \ Method 2 -.302 .000
Method 1 \ Method 2 Method 1 .136 .000

Method 2 .302 .000

The grade “I do not understand the word/words” (0) was
excluded from the figures and the data analysis, as it made
up a very small part of the grades (0.61-2.42%) and did
not contribute to the understanding of to what degree word
pairs are perceived as synonymous.

4. Discussion

The goal of this paper was to describe and evaluate two dif-
ferent methods to extract comprehensible synonyms. The
results showed that “Sometimes” (3) was the most frequent
grade for both methods, as shown in Figure 3. Considering
that words are often synonymous in some contexts and not
all contexts, this should be considered a good result.

There was a positive significant difference between the
frequencies of grades when word pairs extracted by Method
1 were compared to those extracted by Method 2. There
was, however, a big overlap between the synonyms pro-
duced by the two methods, and this intersection proved to
score significantly higher than both Method 1 and Method
2. This indicates that it could be beneficial to combine
methods for synonym extraction in order to achieve good
synonyms.

Method 1 was more often the method that determined
whether an input word was to be discarded or not. The in-
tersection comprises words generated by both methods, but
the input words in the other word pairs might have been
were better suited for Method 1 than Method 2. Thus, it
is possible that the methods extract synonym candidates
equally well, but that they are better suited for different in-
put words.

As previously mentioned, only input words to which
both methods suggested a synonym candidate were evalu-
ated. One of the first steps in Method 1 was to select the 40
most semantically similar words to the input word, which in
many cases resulted in few words that occur in the LäSBarT

corpus and hence decreased the method’s ability to fulfill its
process. In cases where Method 1 could not find a synonym
candidate, words that had been extracted by Method 2 were
discarded. This indicates that the process inspired by Kann
and Rosell (2005), to first translate the input word in order
to find synonym candidates, was better suited when a large
number of words are to be filtered out. On the other hand,
the results showed that word pairs extracted by Method 2
received significantly lower grades than those extracted by
either Method 1 or both methods (the intersection). This
indicates that the process inspired by Lin et al. (2003), in
which semantically similar words were found before they
were translated, resulted in better synonym candidates.

To be able to find synonym candidates to a larger num-
ber of input words is a valuable characteristic of Method
2. It could be used to extract and present synonym sugges-
tions to users, who can filter out any erroneous suggestions
themselves. It could also be used as a back-up method for
when the primary method does not manage to find a syn-
onym candidate. However, synonym suggestions to a larger
number of input words are not helpful unless they are good
enough.

If a threshold for cosine values would be set, Method 2
would likely benefit from it the most. Fewer words would
be accepted as synonym candidates by the method, but
fewer erroneous synonym suggestions would also be made.
This would affect the selection of word pairs to be included
in the evaluation, which, in turn, could have an effect on
the results. Assuming that fewer erroneous synonym sug-
gestions would be made, lower grades become less frequent
and the results for the method would be better.

To examine this assumption, it would be interesting to
make some improvements of the methods and evaluate
them again, but on a larger number of input words and with-
out the criterion that both methods have to find candidates
to the same input words. Possibly, Method 2 would still
find synonym candidates to more input words than Method
1, due to its process of first translating and then filtering,
but many of the erroneous synonym candidates could be fil-
tered out. If so, Method 2 is the most useful method, with
the ability to find synonym candidates to more words and a
performance equal to or better than that of Method 1.

Additional to the inclusion of a threshold cosine value,
other changes might also improve the methods’ results fur-
ther. A larger set of corpora, especially containing easy-to-
read texts, as training data would probably result in better
vector representations of words and fewer discarded input
words. Furthermore, the word pairs that received the most
“Disagree” (1) grades were words that differed in part of
speech or grammatical form, which probably caused confu-
sion among the participants. Lemmatization of the training
and input data is an easy way to exclude such word pairs in
the future. With these small changes made, many of the er-
roneous synonym suggestions could easily be avoided. This
would, most likely, improve the results for both methods.

One possible application for the methods is to give sug-
gestions on comprehensible synonyms. It would be helpful
not only for readers, but also for text producers who want
to be able to reach a wider public. With the suggested im-
provements, a combination of the methods could be used



for automatic lexical simplification. This would be an im-
portant step in automatic text simplification, as it makes the
process of simplifying texts more effective and, thus, in-
creases the amount of information that can be made easy to
read.

5. Conclusions

In this paper, the development and evaluation of two novel
methods to extract comprehensible synonyms were pre-
sented. The two methods were inspired by previous work
on synonym extraction and made use of distributional se-
mantic models and a bilingual dictionary. The methods
were evaluated using an online survey, in which the per-
ceived synonymy of word pairs, extracted by the methods,
was graded from “Disagree” (1) to “Totally agree” (4). The
results were promising and showed, for example, that the
most common grade was “Sometimes” (3) for both meth-
ods, indicating that the methods found useful synonyms.
Method 1 generated synonyms that were rated significantly
higher than Method 2, and the synonyms generated by both
methods had, not surprisingly, significantly higher rating
than both Method 1 and Method 2, indicating that word
pairs generated by a combination of methods are perceived
as more synonymous. The results could easily be further
improved with some small changes of the methods.

Future research on the methods include evaluation of the
methods with the suggested improvements. Also, it is left
to examine to what degree the extracted synonyms are per-
ceived as more comprehensible.
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