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ABSTRACT
Analyzing the resource adequacy of complex cyber-physical sys-
tems at concept development stage can be a challenging task since
there are a lot of uncertainties about the system at this stage. In
Integrated Modular Avionics (IMA) systems, with a life-cycle over
several decades and potential functionality changes, we need to
estimate resource needs at the early stage but leave capacity to
absorb future modifications. Given an envisaged set of functions
and a mapping to a candidate platform, one needs to assure that
the selected network configuration will provide adequate resources
to meet communication timeliness. In particular, whether the set
of switches, the topology, and the available bandwidth are suffi-
cient to meet the envisaged needs. In this paper, timeliness require-
ments are expressed as constraints on the freshness of data and a
strict bounding of end-to-end latency. We support generation of
UML/MARTE-based specifications by creating a domain-specific
meta-model for IMA systems and a resource modelling approach for
the study of time-critical systems. The instances of this model then
specify the application requirements and various network configu-
rations that can be formally analyzed. We present a tool, M2NC, for
automatic derivation of a network calculus model through model
transformation, and use the state-of-art NC tools for deriving the
bounds for end-to-end timeliness. The approach is illustrated on an
example avionics case study, consisting of 91 computational pro-
cesses that exchange 629 different types of messages. The results
of the analysis show that our approach can efficiently provide feed-
back on configurations that are compliant with the requirements
imposed by the application and the toolchain provides a systematic
mechanism to quickly identify potential future bottlenecks.

CCS CONCEPTS
• Networks → Network performance modeling; • Computer sys-
tems organization → Real-time system architecture; • Com-
puting methodologies → Model verification and validation;
Modeling methodologies.
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1 INTRODUCTION
Modelling complex cyber-physical systems (CPS) [11] for analysis
of resource adequacy can be a challenging task. In the concept phase,
there are a lot of uncertainties concerning the partial specification
of the software functions and the hardware platform the software
system will run on. Notwithstanding such uncertainties, hardware
components must be decided and the platform as a whole needs
to be analyzed to ensure that processing and network resources
are adequate to fulfill the timeliness requirement of the system.
This requires efficient methods that help to create a clear idea
about the adequacy of platform resources in the initial concept
level architecture. Integrated Modular Avionics (IMA) Systems [21],
which are networked systems whose life-cycle spans over several
decades, require a flexible and efficient means to consider or plan
for future functionality extensions.

In this work, we address the problem of analyzing the resource
adequacy in networked systems under timeliness constraints, to
provide this support in the early concept phase of the IMA systems
life-cycle. In particular, to meet the timeliness constraints, the com-
munication delay between processing nodes of such systems must
be strictly bounded. The input to this analysis is a set of computa-
tional processes mapped to computing elements. The interaction
patterns between processes create a virtual network topology on
a networking platform. The combination of the two ideally helps
to estimate exact worst-case end-to-end delays. However, since
IMA systems are composed of dozens of communication devices
and hundreds of message flows, obtaining the exact delays may be
combinatorially unfeasible. Therefore several approaches, such as
network calculus (NC) [6, 7] and trajectory approach [12, 15], have
been proposed that enable computing bounds for the worst-case
delay in a networked system.

In this paper, we start from a UML-based representation in the
form of UML-MARTE [17] deployment and communication dia-
grams and propose a transformation scheme from these models to
a corresponding network calculus representation. The idea is to
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support flexible evaluation of candidate platform configurations
in terms of the applications and functions that they must support,
abstracting away complex network and computational component
models. For each model, we aim to verify whether the network
resources of a candidate platform configuration are sufficient to
support a set of applications that constitute potential avionics func-
tions in an airborne system.

With modularity in mind, the notation we propose suits the
evaluation of alternative platform resource levels and reusability
in future configurations. Although we illustrate our approach on
an IMA concept model, the proposed approach is not restricted to
these types of systems, but any system model that exhibits peri-
odic computation and communication patterns. In fact, we believe
that our approach is general enough so that complex CPS system
architects can find it beneficial for creating their models.

The main contributions of this paper are as follows:
• A Meta-model for IMA domain-specific modelling and a
UML-MARTE resource modelling approach for the study of
time-critical networked systems at a concept stage

• Aworkflow and supporting tool (CLASSICS-M2NC) for trans-
lation of UMLmodels into network calculus models, bridging
the gap between the modelling and the analysis of complex
systems with real-world dimensions.

• Definition of a method for extraction of message freshness
requirements, and application of the proposed workflow to
an avionics use-case to demonstrate the scalability of the
approach.

The remainder of this paper is organized as follows: Section 2
presents the related works and Section 3 introduces the problem
statement. Section 4 presents the background in UML-MARTE and
network calculus. Readers familiar with those can skip the section.
In Section 5 the modelling and analysis workflow is presented.
Section 6 presents the application of the workflow to an industrial
use-case. Finally, conclusions are drawn in Section 7.

2 RELATEDWORKS
Wang and Niu [20] discuss the characteristics of Distributed In-
tegrated Modular Avionics Systems (DIMA) and highlight three
key techniques that can help in the development process: mixed
critical task scheduling, real-time fault-tolerant scheduling, and
real-time communication network delay analysis. The first two are
concerned with how to schedule tasks to meet timeliness and de-
pendability. The latter aims at ensuring the real-time performance
of the distributed system. Similarly, Badache et al. [1] focus on the
importance of a careful and thorough study of the temporal model
of the system at the early development stage. In particular, they
consider end-to-end delays, which are decomposed into 3 parts, the
delay at the source node, the delay at the destination node, and the
network traversing delay.

All these works identify a dual problem in the verification of
complex real-time systems: mutual dependency of timely computa-
tion and timely arrival of messages. The second part of the problem
is especially challenging when it comes to IMA and other complex
CPS. To deal with this challenge, network calculus [6, 7] and trajec-
tory approaches [12, 15] have been proposed to compute theoretical
upper bounds for the worst-case communication delay.

Due to its versatility, network calculus (NC) has seen multiple
applications in the analysis of IMA and other time-critical systems.
Zhao et al. [22] applied NC to Time-Triggered Ethernet (TTEther-
net) networks, obtaining bounds that are on average 23% higher
than those provided by the state-of-the-art trajectory approach at
the time. Such precision is, however, achieved 97% faster, giving NC
an edge when rough estimates are acceptable and time-effective
analyses are needed.

The application of NC to the context of IMA systems is also
studied by Soni et al. [19] who perform an investigation on the
pessimism introduced by NC when applied to Avionic Full-Duplex
Switched Ethernet (AFDX) networks. They estimate the average
upper bound of pessimism to be around 10% for an industrial-sized
network implementing a FIFO message queuing policy. Note, how-
ever, that their solution does not take advantage of the latest NC
techniques, such as TMA analysis [2], and their upper bound on
the pessimism is based on a comparison to an optimistic approach.
In this sense, we expect the delays obtained by the NC analysis in
our work to be comparable to or lower than the 10% obtained by
these authors.

Even though these results show that network calculus usually
provides pessimistic bounds, the overestimation can be overlooked
during the conceptual phase, where a trade-off between repeated
fast analysis and a certain degree of overestimation may be feasible.
Furthermore, network calculus provides a framework that is suit-
able for abstracting large-scale systems. It is important to note that
the level of pessimism introduced by NC is highly dependent on
both the analysis algorithm [2] and the traffic modelling technique
[4]. Boyer et al. [4] studied the influence of the modelling technique
on the verification time and the quality of the bounds. Their study
suggests that a discrete approach to traffic modelling, as opposed to
a continuous traffic model, can reduce the pessimism on the bounds
by a factor of 18% (on average) at the cost of increasing the time
taken for verification.

While exact analysis with model checking is possible, our expe-
rience with timed automata [8, 9] has shown that a similar level
of abstraction for systems of the sizes we are considering does
not scale for analysis with model checking. In fact, Charara et
al. [5] establish a comparison between simulations, network calcu-
lus, and formal methods to evaluate end-to-end delay on Avionics
Full-Duplex Switched Ethernet (AFDX) networks. According to
their findings, network calculus is the only scalable method able
to provide guaranteed upper bounds on end-to-end delays. The
simulation approach provides experimental bounds that might be
easily exceeded as simulation can miss rare events, and the model
checking approach is prone to state-explosion issues.

Besides the analysis challenge, another challenge is the concep-
tual modelling of CPS for verification purposes. Indeed, the mod-
elling language used by the system engineers is often semi-formal
and the model usually consists of multiple views that represent
different aspects of the system. To use model checkers or NC de-
scriptions for answering their questions, the system engineers need
to have a deep understanding of the formal models and their prop-
erties. To bridge that gap Robati et al. [18], extend the Architecture
Analysis and Design Language (AADL) to model TTEthernet-based
distributed systems. They define model transformations to enable
the verification of the AADL models using Discrete Event System
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Specification (DEVS) based simulations. The approach is applied
for the verification of small-size IMA systems and the model trans-
formation is partially automated.

In this paper, we consider UML-MARTE as modelling language.
Similarly, Louati et al. [13], Ge and Pantel [10], and Mahfoudhi and
Karamti [14] propose different UML-MARTE-based modelling and
verification frameworks for real-time systems. In particular, they
propose different translations from the UML-MARTE models to
timed Petri nets, which are used to verify temporal properties de-
fined in temporal logics. Wang et al. [20] extract information from
UML-MARTEmodels to construct a series of theorems that describe
properties of IMA systems, such as time constraints, spatial isola-
tion, and health monitoring. While these works tackle important
aspects of the verification of timeliness in real-time systems, our
work is orthogonal to those since we address resource adequacy in
terms of network-related properties.

To sum up, the mentioned works combine modelling and ver-
ification frameworks to provide guarantees with tighter bounds,
provide exact estimations for small systems, or to analyze other
identified properties. Our work, on the other hand, aims to provide
the needed support so that our reusable models are populated by
engineers, and fast and scalable analysis of multiple instances of
future platforms can be provided efficiently with some sacrifice of
exactness in the end-to-end delays.

3 COMMUNICATION MODELLING IN
NETWORKED SYSTEMS

This work focuses on the development of a generic networked
platform representation and translation approach to be used while
considering candidate platform configurations. We aim to verify
whether the resources of a candidate configuration are sufficient to
support an Application Model (AM). The AM captures the resource
requirements that the configuration needs to satisfy. The model can
be adapted to enable the evaluation of alternative configurations
(e.g., network topologies).

3.1 Modelling Networked Systems
As most computer-based systems, IMA networked systems can be
modelled in terms of two perspectives: the software applications
and the hardware platform on which the applications are deployed.
Figure 1 shows the domain model of a generic IMA system with
these two perspectives.

On the software side, an application model describes the relevant
computation and communication characteristics of a set of com-
municating computational processes. Each application in the AM
is composed of multiple periodic processes, which communicate
with each other through periodic messages. From a network-centric
point of view, each process is characterized by its period, which
also defines the frequency at which it will send its (output) message
types. In turn, each message type is characterized by its size in
bytes.

A process, with rare exceptions, is both a producer and consumer
of messages. In a general model, sending-receiving process pairs
can produce and consume messages at the same rate or different
rates. The modelling approach should be able to capture all the
cases.

Figure 1: IMA domain model.

Platform configurations represent the different architectures that
can be used to support a given AM in terms of physical resources.
In this work, we are concerned with networking issues, thus a plat-
form configuration is described in terms of process mappings to
nodes and network characteristics (i.e. topology and performance
metrics of network elements). In the domain model, processes are
run in core processing modules (CPMs), which stand for any hard-
ware device capable of computation, representing, among others,
devices such as specific purpose circuit boards, system-on-a-chip
boards, microprocessors, microcontrollers, video processors, and
traditional processors. CPMs communicate through a network us-
ing network interfaces, hereby called end-systems (ESs). The net-
work itself is described in terms of its topology (how different
end-systems are connected and through which routes messages
can flow). End-systems and network devices are characterized by
performance metrics, such as the introduced latency and bandwidth.
Also, network devices (e.g., switches, hubs, buses, routers, bridges)
are characterized by their number of ports.

Figure 2 shows a high level representation of a generic IMA
system with𝑚 processes and 𝑛 CPMs.

Figure 2: High level representation of an IMA system with
𝑚 processes and 𝑛 CPMs.

It is important to note that, since we address modeling at a con-
ceptual stage, some characteristics of the system such as bandwidth
allocations and scheduling of individual messages are typically
not yet available. Thus, we propose a high-level abstraction model
that can be used to verify the resource adequacy and to identify
architectural issues before detailed design choices are made.
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3.2 AM Communication Timeliness
Requirements

Our goal is to verify whether a platform configuration is capable of
guaranteeing the timeliness requirements of the application model.
In this work, we assume processes have a periodic behavior. Every
period, a process will start by reading the messages received from
other processes. The process then executes its internal activity,
and finally sends out its own set of messages. From a network-
centric perspective, the time taken read the received messages
and to prepare and place the outgoing messages at the outgoing
communication interface are considered negligible in comparison
to the time a message spends in the network. However, adding ES
overhead to the model can be later accommodated with assuming
a fixed bound.

In principle, we consider that processes communicate in sending-
receiving pairs subject to one of 3 communication patterns: sending
(producer) and receiving (consumer) process share the same period;
producer is faster than consumer; or producer is slower than con-
sumer. The third case can lead to a situation in which a receiving
process has to either wait for incoming messages, or to work with
old data. To avoid problems with processes waiting for data, one
can resort to specifying freshness requirements. The freshness of
the data contained in a message relates to how old that data can be
so that it is still relevant to be consumed by a process. This means
that some discrepancy between producing and consuming rate is
allowed, but the network should not make the delays longer than
an acceptable limit represented by freshness requirements.

In this work, we express freshness requirements in terms of the
communication latency accepted by a given process, which is the
maximum time it takes for all messages destined to that process to
be received. Formally, it can be defined as follows:

Definition [Communication Latency]. Let 𝑃 be the set of
processes of an application and 𝑀𝑝 the set of message types to be
received by process 𝑝 . The communication latency of process 𝑝 can be
defined as:

𝐶𝑜𝑚𝑚𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑝 = 𝑀𝑎𝑥𝑚∈𝑀𝑝
𝑑𝑒𝑙𝑎𝑦𝑚 (1)

where 𝑑𝑒𝑙𝑎𝑦𝑚 is the maximum time process 𝑝 has to wait to receive
any message of type𝑚 ∈ 𝑀𝑝 after it was sent.

In other words, such delay corresponds to the maximum time
any message of type𝑚 spends in the network before reaching its
destination. Given our previous assumptions, the communication
timeliness of a process can be formulated as follows:

Definition [Timeliness Reqirement]. Let 𝑝𝑒𝑟𝑖𝑜𝑑𝑝 be the pe-
riod of process 𝑝 . The timeliness of communication for each process
can be defined by:

∀𝑝 ∈ 𝑃 : 𝐶𝑜𝑚𝑚𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑝 ≤ 𝑝𝑒𝑟𝑖𝑜𝑑𝑝 . (2)

In practice, this means that the delay experienced by a message
on its way to the destination should not be bigger than the period
of the receiving process. This condition ensures that, if new data
exists, a process will never work with old data for more than one
execution cycle.

4 BASIC CONCEPTS
In the following, we provide the background on UML-MARTE (sub-
Section 4.1) and network calculus (sub-Section 4.2).

4.1 UML - MARTE
Unified Modelling Language (UML) [16] is the de-facto industry
standard for software modelling. It enables specifying the structure
and the behavior of a software system employing different views.

UML also allows defining domain-specific extensions utilizing
profiling. The basic profiling mechanism is the stereotype that ex-
tends one or more UML meta-classes with new properties (i.e.,
attributes). Thus, when considering a UML model of an applica-
tion, the stereotype can be applied to the model elements that are
instances of the meta-classes extended by the stereotype.

The UML profile MARTE (Modelling and Analysis of Real-Time
and Embedded Systems) [17] is an Object Management Group
(OMG) standard that defines domain-specific concepts related to
the architecture and the performance of real-time systems (RTS).
In particular, MARTE enables expressing non-functional properties
(e.g., end-to-end delays), resource allocation, scheduling primitives,
etc., then providing support to the engineer for the specification
and analysis of the schedulability and performance of RTS.

In this work, we consider two types of UML diagrams for the
specification of a system: deployment and communication diagrams.
Concretely, deployment diagrams are used to represent the platform,
(i.e., the physical allocation of processes to CPMs, the end-systems,
and the communication network), whereas the communication
diagrams are used to model the exchange of messages.

4.1.1 Deployment Diagrams. A UML deployment diagram is a
structural diagram used to model the architecture of a software
system in terms of the mapping of software components to deploy-
ment targets. Software components are stereotyped as ≪artifact≫
since they are product of a software development process (like
𝑃0, . . . , 𝑃3 in Figure 5). Deployment targets can be nodes, devices,
or execution environments. Nodes represent processing resources.
Devices and execution environments, in turn, are specializations
of a node. In particular, devices represent hardware with physical
computational capabilities for software execution, whereas execu-
tion environments represent software containers that implement
services required by artifacts at execution time. An association
between two different deployment targets represents a communi-
cation path through which they exchange signals and messages.

4.1.2 Communication Diagrams. A UML Communication diagram
is a behavioral diagram used to represent interactions between ob-
jects. The basic elements of a communication diagram are lifelines
and messages. Lifelines represent the objects or individual partici-
pants in the interaction (like 𝑃0, . . . , 𝑃3 in Figure 4). Messages flows,
in turn, are depicted as labeled arrows between lifelines. These ar-
rows indicate the content or type of the messages and the direction
of the communication.

4.1.3 MARTE Stereotypes. The MARTE profile [17] addresses two
concerns: modelling the features of real-time and embedded sys-
tems (RTES), and the specification of non-functional properties
for schedulability and performance. Our approach uses a subset
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of stereotypes of MARTE that are defined in two different pack-
ages, that is HwCommunication and Schedulability Analysis Mod-
elling packages. TheHwCommunication package addresses the mod-
elling of the communication in RTES. In particular, we will use
the ≪HwMedia≫ stereotype to specify generic communication
resources with the properties described in Table 1.

Table 1: Attributes of the ≪HwMedia≫ stereotype

Attribute Description

packetSize size in bits of the message packets that can
be transmitted in the communication media

bandwidth: capacity of the communication element
blockT time the communication media is blocked

and cannot transmit
transmMode transmission mode: simplex, half-duplex or

full-duplex
resMult multiplicity of the modelled element

We use two stereotypes from the Schedulability Analysis Mod-
elling package, that is≪SaStep≫ and≪SaCommStep≫. The SaStep
stereotype represents a software execution step in the analysis,
whereas the SaCommStep stereotype represents the usage of a
communication medium to send a message. Table 2 presents the
attributes of the two stereotypes that are relevant in the context of
this work.

Table 2: Relevant attributes of the ≪SaStep≫ and
≪SaCommStep≫ stereotypes

Stereotype Attribute Description

SaStep interOccT inter-occurrence time interval between
successive executions

SaCommStep msgSize size of the message to be sent

4.2 Network Calculus
Network calculus [6, 7] is a theory of deterministic queuing sys-
tems useful for analysing delays and buffer backlogs in computer
networks. More specifically, it provides a mathematical framework
to compute deterministic bounds on delays, backlogs, and other
quality-of-service parameters of a network.

In order to compute worst-case performance bounds for flows in
a network, network calculus requires flows and the network to be
modelled in terms of functions. A data flow is usually represented by
a cumulative function that represents the amount of data observed
in the flow and the flow behavior during a given time interval,
namely the arrival curve 𝛼 (𝑡). Similarly, the handling of data by a
node or sub-network is modelled by a service curve 𝛽 (𝑡). A service
curve quantifies the service provided by a given node of the network,
which in network calculus is called a server, regulating the rate at
which data are forwarded by this node and the delay introduced
by the node in the path of the data flow. Network calculus enables
deriving the arrival curve 𝛼 ′ of the output flow by convolution of
the arrival and service curves, using a (min,+) algebra (see [6, 7]).

Using algebra, the arrival and service functions can be combined
and propagated through the path of a given data flow. This tech-
nique allows for the computation of local performance bounds for
a data flow that interacts with other flows sharing the same nodes
on its path.

The propagation of the results through the network, however,
is not a straightforward process. Multiple data flows can share
subpaths and compete for the services provided by the nodes that
compose these subpaths. The existence of common subpaths can
lead to overly-pessimistic performance bounds. As an example, if
a group of flows shares a common path composed of more than
one node, the delay introduced when multiplexing these flows on a
server should be considered just once along this path.

Over the years, two different categories of algorithms have
emerged to deal with the problems introduced by the propagation
and obtain tighter (and less pessimistic) bounds: algebraic algo-
rithms and optimization-based algorithms. Algebraic algorithms
rely on heuristics to aggregate sequences of servers into tandems
and combine them to obtain a singular representation for each tan-
dem before propagating the results to the next tandem. Optimization-
based algorithms transform the entire network into a set of linear
programs to be solved to find the optimal combination of servers
into tandems before propagating the results.

Unfortunately, most algebraic analysis methods are not able
to derive tight bounds. Optimization-based methods, instead, can
derive very tight bounds, but the number of linear programs to
solve grows exponentially with the network size.

To the best of our knowledge, the Tandem Match Analysis al-
gorithm (TMA) [2] is one of the techniques that provides the least
pessimistic bounds. TMA is an algebraic method that uses a set of
heuristics derived from the observation of patterns emerging in the
optimization-based methods. TMA can compute results comparable
(less than 2% of relative error) to those of the optimization-based
methods while being several orders of magnitude faster. In this
work, we use an implementation of the TMA algorithm provided
with the DiscoDNC analysis tool [3].

5 MODELLING AND ANALYSIS APPROACH
Our approach to model and analyze a platform configuration in
presence of a given application model (AM) can be represented
as a workflow, shown in Figure 3, consisting of 4 actionable steps.
The first step is the modelling of the application and the platform
configuration with UML andMARTE. The second step is carried out
using our tool, which we call CLASSICS-M2NC1, that translates the
UML-MARTE model to a network calculus model. The third step is
carried out using a network calculus analysis library, that analyses
the network model and calculates the end-to-end delay bound for
eachmessage flow (in this paper, DiscoDNC). Finally, in the last step,
based on the results produced by the network calculus analysis tool,
our tool verifies whether the platform configuration under analysis
meets the network timeliness requirements extracted from the AM.
The tool presents the results of the verification to the developer,
who can then make an informed decision about the suitability of the
platform and, possibly, refine or change the platform, e.g. deploy a

1The acronym CLASSICS stands for Conceptual Analysis of Safety- and Security-
Critical Systems and is the acronym for our current project.
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different number or type of switches, or modify the allocation of
processes to CPMs, and start a new verification round.

Figure 3: The proposed workflow: the rounded rectangles
represent the workflow steps, whereas the rectangles stereo-
typed ≪artifact≫ are the results produced by the steps.

In the following, we describe the first two steps of our approach:
themodelling of the architecture and applicationwith UML-MARTE
(sub-Section 5.1); the translation of the UML-MARTE model to a
network calculus model (sub-Section 5.2).

5.1 Modelling of the IMA system
The developer starts the workflow by carrying out the first step,
which is the modelling of the architecture configuration with UML-
MARTE. Let us consider, as a running example, a simple AM (with
four processes and seven types of messages) and an arbitrary plat-
form configuration (with 2 CPMs, 2 ESs, and a Switch). The model
consists of two views:

• A behavioral view, concretely a UML communication dia-
gram, that represents the application communication model,
and

• A structural view, a UML Deployment diagram, that repre-
sents the platform configuration.

Application Model. The AM consists of a set of processes that
communicate by exchanging messages. Figure 4 shows the com-
munication diagram of the running example, where each lifeline
represents a process. The messages exchanged between processes,
with the direction of the communication, are also shown in the
figure. Since the message transmission time, and thus the com-
munication delays between processes, depends on the size of the
message, this parameter needs to be specified. The specification can
be carried out by stereotyping the message with ≪SaCommStep≫,
from the MARTE profile (see Table 2), and by setting the msgSize
attribute to a value (e.g., in Figure 4, the annotation to messagem4).
Given that AMs can have substantial sizes when it comes to the
number of messages and processes, the communication diagram

can be divided into parts to facilitate the visualization and mod-
elling process. In that case, the same process can be associated with
multiple lifelines in different communication diagrams.

Figure 4: UML-MARTE communication diagram of an AM
composed of 4 processes and 7 messages.

Platform Configuration Model. The platform configuration encom-
passes: 1) the allocation of the processes to the CPMs, and 2) the
characterization of the end-systems, the network topology, and the
network elements.

Figure 5 shows the deployment diagram that models the platform
configuration of the running example. In this structural view, the
processes of the AM are modeled by the ≪artifact≫ components:
each component represents a process in the communication model
(see Figure 4). The CPMs are modeled as≪device≫ nodes and, thus,
the modelling processes allocation on CPMs is straightforward: an
artifact inside a node represents the allocation of a process to a
CPM. The processes are stereotyped ≪SaStep≫, from the MARTE
profile (see Table 2), to specify their period (interOccT attribute).

Each end system is represented as a package containing two UML
nodes, stereotyped as ≪HwMedia≫, that model the sending and
receiving parts of the end system (SES and RES, respectively). From
the ≪HwMedia≫ the bandwith attribute is used to represent the
bandwidth supported by that interface, and the blockT attribute is
used to represent the delay introduced on the communication by the
internal operations (route processing, cryptography, framing, etc)
performed by the interface (see Table 1). The choice of using two
different elements to represent the sending and receiving parts of
the end-system is based on the assumption that different operations
occur when sending or receivingmessages, which implies that these
operations can introduce very different delays.

The network is also represented as a package that contains differ-
ent network elements (switches, hubs, buses, etc.) communicating
with each other and with the ESs. In general, each of these network
components is represented as a node stereotyped as ≪HwMedia≫.

6
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Figure 5: UML-MARTE platform configuration deployment diagram.

As in the end-system case, the bandwith and blockT attributes of
≪HwMedia≫ are used to characterize the bandwidth supported by
the network element and the delay it introduces in the communi-
cation. In addition, the number of ports of each network element
can be represented by deploying another node inside the network
element node to represent the ports, and using the resMult attribute
to specify their multiplicity. The same idea is valid for representing
the internal structures of the network elements if needed.

5.2 CLASSICS-M2NC
The translation process from the UML-MARTE representation to
the NC domain-specific model consists of building two different
sub-models, the network model and the data flow model. The first
describes the topology and characteristics of the network in terms
of the network calculus server model. The second, in turn, translates
the messages sent by the processes into flows of data, modelling
their data rates, directions, sinks, and sources.

In particular, the CLASSICS-M2NC tool 2 receives the input
model and builds the sub-models in 3 steps. First, the tool parses
the input file and extracts information from the elements of the
model (processes, messages, CPMs, ESs...). On a second pass, once
the elements that compose the model are known, the parser ex-
tracts information about the topology of the network configuration,
identifying how the hardware elements are connected and to which
CPM each process is allocated. During the third and final step, our
tool uses the information collected in the two previous steps to
build the network model and the data flow model. The process of

2The tool and the use-case are available at https://gitlab.liu.se/ida-rtslab/2020-classics-
m2nc

building these models from the data extracted from the model is
described in the remainder of this subsection.

5.2.1 Building the Network Model. The network models are ex-
tracted from the UML deployment diagram by translating the
≪hwMedia≫ nodes into graphs of one or more servers and their
respective connections to each other.

In the case of an end-system, two servers are created, one for
the sending and one for the receiving part of the ES. Each of these
servers connects to the respective ingoing or outgoing servers on
the edge of the network and receives/forwards data flows from/to
the CPM it is associated with. The service curve 𝛽 of each server
is constructed as a rate-latency curve using the blockT and band-
width parameters of the ≪hwMedia≫ stereotyped node, SES or
RES. Figure 6 shows the network model of an end-system. In the
figure, the circles represent servers, the shaded ones depict the end-
system and the dashed ones illustrate the servers on the edge of the
network to which the ES connects to. The figure also represents
the interaction with the CPM. The service curve of a server and its
associated attributes is shown in Figure 7.

The structure of the switches and other network elements are
constructed by creating two servers, one representing the incoming
channel and the other the outgoing channel, per port. The servers
representing the ports are then connected according to the internal
structure of the element as defined in the UML deployment dia-
gram. The service curves for the input and output ports of network
elements are also constructed based on the blockT and bandwidth
parameters of the ≪hwMedia≫ stereotyped nodes based on the
expected behavior of the element in question. In the case of fully-
connected switches, for example, every ingoing port connects to

7
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Figure 6: Network model of an end-system.

Figure 7: Service curve of a server and its associated at-
tributes from the ≪hwMedia≫ stereotyped element.

an outgoing port and all the servers have the same characteristics.
Note that in the case of network elements, the value of the blockT
attribute represents the delay introduced by the whole device and
has to be distributed among all the servers a flow has to go through
to cross the device. The network model of a 4-port fully-connected
switch is shown in Figure 8. The figure also depicts how switches
connect to other switches and ESs through their SES and RES parts.

Figure 8: Network model of a fully-connected 4-port switch
connecting to 2 ESs and another switch.

5.2.2 Building the Flow Model. Once the network model is built,
the flow model is constructed from the UML model by extracting
information about the source and destination servers associated
with each ES and, consequently, to each message sent or received

by the processes allocated to the CPM associated with that ES.
Once the servers are identified, the arrival curve of the flow is
created as a token-bucket curve based on themsgSize and interOccT
parameters of the ≪SaCommStep≫ and ≪SaStep≫ stereotypes
applied to themessages and processes, respectively. Figures 9 and 10
depict, respectively, a data flow going from a process allocated on
CPM𝑖 to a process allocated on CPM𝑗 and the arrival curve of a
message data flow and its associated UML-MARTE attributes.

To avoid unnecessary complexity at this stage of the translation,
messages that are exchanged between two processes inside the
same CPM are not modeled as flows. Instead, we assume the com-
munication inside the CPM is done through shared memory. Thus,
these messages do not contribute to the delay bounds observed
in the network and can be overlooked during the verification of
resource adequacy from a network perspective.

Figure 9: Flow model of a message going from a process al-
located on CPM𝑖 to a process allocated on CPM𝑗 .

Figure 10: Arrival curve of a message data flow and its asso-
ciated attributes.

6 INDUSTRIAL USE-CASE APPLICATION
As part of the assessment of the proposed workflow, the represen-
tation and translation schemes were applied to a synthetic example
use-case provided by the industrial partner Saab. The use-case con-
sists of an avionics AM constructed to mimic the properties of real
concepts studied in the company and reflects the type of analy-
sis and information that is of interest to the partner during the
early concept stages. It is divided into two independent parts, a
mission-oriented part (MOP) and a flight-critical part (FCP). The
mission-oriented part contains 8 processes and 31 message types,
and the FCP consists of 91 processes that exchange 629 messages
types.

Figure 11 depicts a possible platform configuration for the MOP
part, with four CPMs, four ESs, and two 4-port switches. Figure 12
shows the deployment diagram that represents this configuration (a
larger version of this diagram is left out due to space issues). Tables
3 and 4 show the characteristics of the processes and message types
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respectively. The bandwidth requirement of each message type (in
bits per second) can be derived from Tables 3 and 4 by multiplying
the size of themessage type (msgSize) by the frequency of the source
process (i.e., 1 / interOccT ). Note that, in Table 4, the size of the
message type is given in bytes so the additional step of multiplying
this number by 8 is necessary. The bandwidth requirements per
message type, which range from 5.580Kbps to 5630.145Kbps, are
omitted from Table 4 due to space restrictions. In this example,
the network bandwidth and the delay introduced by the network
interfaces (both in ESs and switches) have been set to 100Mbps and
125𝜇s, respectively. Due to readability and diagram size issues, the
communication diagram was left out of the paper (it can be built
from the info in Table 4).

Table 3: Characteristics of the processes.

Process interOccT Process interOccT
Identifier Identifier

0 16.666ms 4 133.333ms
1 33.333ms 5 1066.666ms
2 16.666ms 6 66.666ms
3 66.666ms 7 33.333ms

Table 4: Characteristics of the message types (size in bytes).

Src Dst msgSize Src Dst msgSize

0 1 4956 1 0 3608
2 3 1449 3 2 8519
6 7 1519 7 4 145
5 7 10585 4 7 550
7 6 1196 5 6 7032
4 6 10245 7 5 9631
5 4 11468 4 5 1044
6 5 3783 6 4 8758
0 3 11729 0 7 258
7 3 7384 5 1 775
7 2 11416 6 3 10553
6 2 10624 5 3 9423
5 2 744 4 3 11910
4 2 6739 2 0 6275
2 1 824 3 0 2482
3 1 1558

The network calculus network model extracted from the deploy-
ment diagram of the MOP can be seen in Figure 13. The resulting
network model is composed of 24 servers and 42 links between
them.

For readability, the models and tables representing the much
larger FCP part of the use-case are left out of the paper due to their
size and complexity.

6.1 Comparing Platform Configurations
In order to assess the usability of the proposed workflow to com-
pare different platform configurations, the large FCP part of the

use-case has been analysed under 6 different platform configura-
tions. The platform configurations were divided into two different
topologies with 11 CPMs communicating over 3 or 4 switches, each
of them with 3 different bandwidth parameters3. A summary of the
configurations and the respective verification results can be found
in Table 5, and a graphical representation of the network model for
a 3 switch configuration can be seen in Figure 14.

The results in Table 5 show that for both topologies only the
platform configurations with 1000Mbps interfaces (configurations 3
and 6) comply with the application requirements. Some slower net-
works, namely configurations 2 and 5, are not able to comply with
the application timeliness requirements and are not guaranteed to
deliver messages on time. In other cases, namely configurations
1 and 4 the network calculus tool is able to verify already in the
very first steps of the analysis that, in those configurations, some
message flows will never reach their destination since there is not
enough bandwidth on the network to support the traffic, causing
infinite delays. In such cases, the analysis tool signals that some
server in our NC model lacks resources to service the incoming
message flows, and the verification is terminated manually. The ver-
ification time for these configurations is presented as approximately
zero in the table.

At this stage, it is not possible to assess if the non-compliance
of configurations 2 and 5 is due to the pessimism introduced by
network calculus, or whether it is inherent to the platform configu-
ration and application characteristics. However, it should be noted
that the network calculus analysis algorithm used in the verification
(TMA algorithm [2]) significantly outperforms the algorithms used
by Soni et al. [19], in terms of tightness of bounds, with an esti-
mated 10% pessimism overhead. Hence, we expect the pessimism
overhead introduced by NC in our analysis to be restricted to a
single digit, in which case such a configuration should be avoided
since there is a big chance it will not support functionality changes
during the system’s life-cycle.

7 CONCLUSION
In this work, we have presented a model-based workflow and tool
chain for the verification of networking resource adequacy in IMA-
oriented networked platforms. In order to validate the proposed
workflow, we applied the proposed techniques to an example case
study from an avionics context. The workflow and its application to
the use case has been presented and discussed with the industrial
partners, who saw the use of UML-based and analysis workflow
as a useful complement to their current practices. Through this
evaluation, we show that the proposed approach is useful to support
the development team during the early phases of the conceptual
development of systems with novel architectures.

The proposed UML-based representation of IMA systems pro-
vides a vehicle for engineers to communicate and document the
early conceptual decisions in an organized manner. Furthermore,
the possibility to separate the representations of the platform and
the application-induced communication pattern in several indepen-
dent elements was found to help the development teams with an

3Note that these are examples of platform configurations to illustrate both success and
failure cases.
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Figure 11: High level diagram representation of the mission-oriented part of the use-case on a platform with 4 CPMs and 2
switches.

Table 5: Results of the comparative verification for the FCP part.

Platform CPMs Switches Bandwidth Verification Verification
Configuration Time Result

1 11 3 10Mbps ≈ 0𝑠 non-compliant
2 11 3 100Mbps 135.18s non-compliant
3 11 3 1000Mbps 140.65s compliant
4 11 4 10Mbps ≈ 0𝑠 non-compliant
5 11 4 100Mbps 135.14s non-compliant
6 11 4 1000Mbps 629.35s compliant

Figure 12: Deployment diagram for the mission-oriented
part of the use-case on a platform configuration with 4
CPMs and 2 switches.

Figure 13: Server graph model extracted from the MOP de-
ployment diagram.

easy way to visualize their models, avoiding unnecessarily big and
complex diagrams.

Figure 14: Network model extracted from the FCP deploy-
ment diagram, 3 switch configuration.

Even though it is known that techniques such as network cal-
culus usually provide pessimistic bounds, the over-estimation can
be overlooked during the conceptual development phase, in which
the interest is to obtain a rough estimate of the platform resource
adequacy. If needed, the model can, in a second round of analysis
be further refined and exact methods, such as timed-automata, can
be used to investigate specific subnetworks or specific nodes of
interest in the network (those close to being a bottleneck) during
the design phase.

Ongoing work on the presented framework includes the exten-
sion of the modelling and the translation scheme to verify and
analyse other non-functional properties of the IMA systems at the
same concept stage. Examples of such properties are safety, security,
and energy efficiency.
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