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Abstract

The Traveling Salesman Problem (TSP) is an important problem in computer science which consists in finding a path linking a set of cities so that each of them can be visited once, before the traveler comes back to the starting point. This is highly relevant because several real world problems can be mapped to it. A special case of TSP is the one in which the cities (the points to be visited) are not static as the cities, but mobile, changing their positions as the time passes. This variation is known as Moving Target TSP (MT-TSP). Emerging systems for crowd monitoring and control based on unmanned aerial vehicles (UAVs) can be mapped to this variation of the TSP problem, as a number of persons (targets) in the crowd can be assigned to be monitored by a given number of UAVs, which by their turn divide the targets among them. These target persons have to be visited from time to time, in a similar way to the cities in the traditional TSP. Aiming at finding a suitable solution for this type of crowd monitoring application, and considering the fact that exact solutions are too complex to perform in a reasonable time, this work explores and compares different heuristic methods for the intended solution. The performed experiments showed that the Genetic Algorithms present the best performance in finding acceptable solutions for the problem in restricted time and processing power situations, performing better compared to Ant Colony Optimization and Simulated Annealing Algorithms.
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1. Introduction

The well-known Traveling Salesman Problem (TSP) consists in finding the shortest path to visit a set of cities exactly once and return to the initial point (first visited city). Its specializations and generalizations have been a common and important topic of study for both mathematicians and computer scientists along the years, as many problems can be reduced to the TSP (Rajesh Matai & Mittal, 2010). With its first mentions in literature dating back to the nineteenth century, this routing problem has evolved with the technology around it. Nowadays TSP’s are found as sub-problems of several other more general applications such as transportation infrastructure planning, logistics, PCI (Printed Circuit Board) projects, DNA sequencing, communication routing and even military intervention planning (Rajesh Matai & Mittal, 2010). These are just a small enumeration of the problems that are mapped to and need to deal with TSP in their solutions.

A great number of different approaches for solving the TSP has been proposed during recent decades (Osaba et al., 2016; Saenphon et al., 2014; Xing et al., 2008). Most of these methods can be divided into heuristic and exact methods. Exact methods search for the optimal solution and can only optimally solve small problems since their approaches result in exponential computational complexities for large problems. Heuristic methods, however, trade optimality for speed, being satisfied by local optimal solutions presenting good results in solving large problems.

Recently, the usage of new technological assets such as Unmanned Aerial Vehicles (UAVs) and autonomous agents such as robots or autonomous vehicles (including autonomous UAVs) has exponentially increased since cheaper and more complete autonomous platforms have appeared on the market (Keller, 2015). This trend, allied to other technological developments in both software and hardware fields has originated a great number of new applications, some of which need to deal with TSP-like problems. Autonomous cars, for example, need to calculate the best route to drive to their destination given traffic conditions, a common example of a TSP usage in this new scenario.

Among other usages, autonomous agents have become an important tool to law enforcement forces, allowing them to track and follow targets or survey areas or buildings quietly, safely and almost undetectably. Amidst these uses, crowd control and monitoring applications for law enforcement present a set of interesting and complex characteristics that represents a special case of the TSP, Moving Target Traveling Salesman Problem (MT-TSP) (Helvig et al., 2003) or Time Dependant Traveling Salesman Problem (TD-TSP).

The MT-TSP is a generalization of the Traveling Salesman Problem (TSP) in which the cost to travel from each city to the next depends on the time spent since the tour has started, or the position of these cities on the tour. An even more special case, and the one that appears constantly in law enforcement applications is the one in which not only the cost to travel between cities changes with the time, but the cities, or targets, in this case, move with a given speed as time passes. An example of such a scenario would be the interception of
multiple evading targets on a crowd. Imagining that an electrical autonomous law-enforcement UAV has to intercept each evading target to identify it and do that as to minimize battery consumption, it is easy to recognize that this is a hard task as it is to find the best route to accomplish this multi-target interception mission. This special case of both TSP and TD-TSP is especially challenging because the position of each city (in this case a target) must be recalculated each time a new target is reached on a tour considered as a potential solution for the problem. Moreover, it must be done to all the tours considered as potential solutions, considerably increasing the computational cost to find such solutions.

Considering the presented scenario, this work investigates different heuristic and artificial intelligence methods’ performances on solving the MT-TSP. Moreover, a second contribution presented here is the development of a movement prediction module to be associated with the investigated heuristics, to compose a complete solution. The work reported here is part of a research on law-enforcement usage of autonomous vehicles for crowd control scenarios, and thus focuses its efforts on solving the MT-TSP for a small number of targets that move considerably slower than the traveler or interceptor.

The work is organized as follows: Section 2 presents a deeper discussion on Time Dependant and Moving Target Traveling Salesman Problems and the related works that served as inspiration for this research; Section 3 presents an overview of the meta-heuristic models implemented to solve the MT-TSP; Section 4 explains how the solution and the algorithms were implemented to solve the MT-TSP problem; in Section 5 the results of this proposed solution is presented, the different methods are compared and evaluated; Section 6 provides a detailed discussion on the results presented in the previous section and their possible application; Section 7, in turn, closes the paper presenting the conclusions and future work directions.

2. Moving-Target TSP

The Moving Target Traveling Salesman Problem (MT-TSP) is a generalization of the traditional Traveling Salesman Problem in which the targets can move with a given speed, including zero which represents the traditional or stationary case. The MT-TSP can be described as a problem in which, given a set \( S = \{s_1, ..., s_n\} \) of \( n \) targets, each moving at a given speed \( v_i \) and a pursuer starting at the origin, and having maximum speed \( v \gg v_i \forall i \in \{1, ..., n\} \), find a tour which intercepts all targets (Helvig et al., 1998, 2003). The approximation complexity of MT-TSP was studied by Hammar & Nilsson (1999), where it was shown that it cannot be approximated better than by a factor of two by a polynomial time algorithm unless \( P = NP \), even if there are only two moving points in the instance.

Figure 1 shows a graphical representation of an example of this problem. On the static case of the TSP the traveler, who is initially in city 1, calculates in instant \( t_0 \) the best path to solve the static problem (Figure 1a). The problem with MTTSP is, however, that in instant \( t_1 \), after the traveler leaves departing
city (node 1), all nodes have moved and changed their positions. This fact requires a new tour to enable the traveler to intercept the nodes after these movements, where they have moved to (Figure 1b). As the nodes keep moving, each time the traveler leaves one node to next, this process must be repeated until it returns to node 1, which is in a new position (completely different from the departing one) at the end of the tour.

In order to solve this particularly complex problem, multiple heuristic-based approaches have been proposed in the literature. For instance, Choubey (2013) present a Genetic Algorithm approach to solve a set of TD-TSP problems. The results showed that the Genetic Algorithm implemented by the authors is more effective than solving the problem using a similarly modified greedy method, proving the advantages of the heuristic method to solve this kind of problem.

Abeledo et al. (2013) proposes a polyhedral basis Branch-Cut-and-Price (BCP) Algorithm that suggests polyhedral theory can play an important role in improving algorithms for the MT-TSP and TD-TSP. Performing studies on the TD-TSP polytopes, their method proposes polyhedral cuts that can be used to modify the BCP approach allowing the solution of 22 TSP instances with up to 107 vertices.

A repetitive heuristic solution of the traveling salesman problem is used by Englot et al. (2013) to solve a TSP in which a large number of moving targets must be intercepted by a single agent as quickly as possible. The author’s work compares the Lin-Kernighan heuristic (LKH) to a greedy heuristic over different problem parameterizations showing that the benefits of a non-greedy solution depend on the speed of the targets relative to the agent. The work proves that LKH is superior to greedy heuristics when the targets are moving at low speeds, and that its relative performance to greedy algorithms improves as sensor noise worsens.

Figure 1: An example of the Moving Target Traveling Salesman Problem
3. Heuristic Methods to solve TSP

3.1. Genetic Algorithm Methods

Genetic Algorithms (GAs) (Holland, 1992) are a kind of evolutionary algorithms that try to simulate the concepts of natural Darwinian evolution to solve complex optimization problems. The concept behind these methods is to evolve an initial population of candidate solutions until one of the solutions on this pool or population is considered good enough to solve the desired problem.

The idea behind Genetic Algorithms is the application of a Survival of the Fittest principle on a population of individuals representing potential solutions to the problem being solved. By using this principle it is granted that only the fittest individuals are able to survive and mate. Such behavior leads the candidate solutions to evolve and become better, ultimately leading them towards the optimal solution to the problem, achieving very good results without performing an extensive brute force search in the solution space. As in real life, each individual on the algorithm has a unique genetic code that rules the characteristics of the specific candidate solution represented by each individual. Through a series of operations such as selection, crossover and mutation, the genetic code of the population is evolved for a certain number of generations, or iterations, until the algorithm decides to stop and selects the best solution from the pool of solutions it has created.

This process of selecting and evolving a solution starts by selecting a representation of the problem as to make sure that each candidate solution has its own representation. An initial population of candidate solutions is then created, usually at random even though heuristics can be used for that. Each candidate of the population is analyzed, it’s fitness, or how well the candidate solves the problem, calculated and the generation sorted according to fitness values. The Survival of the Fitness principle is then applied, meaning that most fit solutions have more chance of breeding generating offspring to be part the next generation. According to this principle, two parents among the candidates are then chosen, it’s genetic material combined into a new genetic code, and an offspring created. Next, mutation occurs. Some of these offspring are randomly selected to suffer mutations on its genetic code, creating new unique patterns on the population genetic pool. This process is repeated until a new generation is completely created. After that, the algorithm applies the Survival of the Fitness principle again on this new generation and all the crossover and mutation process repeats itself. The whole algorithm is iterated over and over until either a stop condition is found or the maximum number of generations exceeded. By the end of the whole process, the best solution to the problem is chosen amongst the pool of individuals created during the execution of the algorithm.

One of the most important characteristic of this kind of algorithm is its ability to avoid presenting poor local optima candidate solutions as definitive solutions until the algorithm is finished. It is very important that worst fit individuals still have a chance to mate, and not be discarded, being able to create useful genetic material that may contribute to the generation of better solutions than local optimal ones.
For comprehension purposes, a graphical representation of the steps and workflow of a genetic algorithm solution can be seen in Figure 2.

**Figure 2: GA Fluxogram**

### 3.1.1. Genetic Algorithms application in TSPs

Besides its simple concept, "pure" genetic algorithms were not designed to solve combinatorial problems. The main intent behind the development of this type of algorithm in the '60s and '70s was the optimization of numerical functions (Holland, 1992). Consequently, the original algorithm had to be modified to represent and handle combinatorial optimization problems like the TSP (Potvin, 1996).

The first problem in using GAs for any kind of optimization problem is choosing the correct representation method (Potvin, 1996) for the desired problem solution search space, ensuring that only valid and unique representations of each solution exist, and that a chosen representation method does not influence crossover, selection or mutation operations as to generate unsuitable results.

The second and third principal problems are related to the crossovers (Potvin, 1996; Üçoluk, 2002; Mendiratta & Goyal, 2014; Goldberg & Lingle, 1985) and mutation (Abdoun et al., 2012) phases of the algorithm. As previously illustrated on the text and in Figure 2, crossover, and mutations operators are the methods responsible for creating new solutions for the search space, ensuring that new and possibly better solutions are examined each time a new generation is processed. Their choice plays, therefore, an important role on the convergence of the algorithm and on the quality or optimality of the solutions that can be found.
The fourth problem deals with the selection problem (Shukla et al., 2015; Mohd Razali & Geraghty, 2011) meaning what strategy is used to choose individuals from a previous population to be parents and generate the offspring that will compose the next generation.

3.2. Simulated Annealing

Simulated Annealing (SA) is a heuristic optimization method based on the idea that the process of finding (near) optimal solutions for optimization problems is similar to the physical annealing process used to obtain low energy states on metals. The main concept behind a Simulated Annealing optimization algorithm is that the optimization search starts on a high energy state, accepting different candidate solutions whether they are near optimal, optimal or not good ones. As the process runs, however, the search algorithm starts to cool down, reducing its willingness to accept bad candidate solutions and focusing on the good ones.

Proposed by Kirkpatrick et al. (1983), Simulated Annealing is, thus, a stochastic method used to avoid local, non-global optimal results to be considered as optimal ones. This is done by accepting, based on a heuristic probability function, worst solutions that would otherwise be ignored and that may lead to optimal solutions once the local minimum point is transposed. However, during the process the chance of accepting these deteriorations is decreased, meaning that after a certain point the algorithm accepts that it has transposed local minimum and is getting closer to the global minimum, accepting only solutions that are better than the current on from this point on.

As for the process, the algorithm starts by generating a random or quasi-random candidate solution and performing local searches to optimize this initial solution iteratively. On initialization, after generating the first candidate solution, the algorithm links it to an initial temperature of $T_0$, which represents the degree of refinement of such solution, or its internal energy state. On each iteration, a given number $n$ of local searches are performed on the candidate solution and accepted or not based on the acceptance probability for the current iteration, after that the current temperature $T_i$ of the optimization process on iteration $i$ is decreased. In case one of the local searches find a solution which is better than the current candidate, this improvement is automatically accepted and the improved solution becomes the current candidate. Otherwise, if the local search finds a solution $x$ that is worse than the current candidate this solution is tested against a probability $P_x$ of being accepted according to its evaluation $f(x)$ and the current temperature $T_i$ as shown in Equation 1.

$$ P_x = \exp \left( \frac{-f(i) - f(x)}{T_i} \right) $$

The $f(i)$ on the term $f(i) - f(x)$ on Equation 1 stands for the evaluation of the current candidate, meaning that the probability of a worse solution $x$ being accepted depends on how worse than the current solution it is.

The convergence of this type of algorithms to find near-optimal solutions for optimization problems has widely been proved in literature, some works, as
Dekkers & Aarts (1991), provide an extensive mathematical analysis of simulated annealing convergence. Such a convergent behavior is closely related to the decreasing exponential formulation of the probability $P_x$ which decreases the chance of a poor solution being accepted exponentially as the temperature decreases, granting that at the end, the algorithm is just accepting the best solutions it finds. The initial temperature parameter is similarly important for the convergence once, if too low, can lead the algorithm to never accept a solution, and, on the other hand, if too high, leads the algorithm towards accepting lots of solutions, delaying convergence.

A graphical representation of the workings of a Simulated Annealing solution as described above can be seen in Figure 3.
3.2.1. Simulated Annealing application in TSPs

Similarly to genetic algorithms, simulated annealing (SA) approaches were first intended to solve generalized combinatorial problems, needing adaptations to correctly handle TSPs. The adaptations Simulated Annealing require are, however, much simpler than the ones required by a Genetic Algorithm.

The process to use Simulated Annealing to solve the TSP problem does not differ much from the general case, the representation of the solution and the local search algorithm, however, must be correctly selected. As for the representation, a simple list of cities organized on the order they will be visited on the candidate solution tour is a simple, usual, and straightforward method. The local search algorithm, however, presents a more complicated choice. Many local search algorithm may be used on a Simulated Annealing paradigm, between them, k-opt (2-opt and 3-opt) are among the most common, simple, and effective, not degrading the overall performance. Other local searches have, nonetheless, been reported in the literature, including even genetic algorithms (Xu, Mingji et al., 2017) being used as SA local search methods in more sophisticated approaches.

3.3. Ant Colony Optimization

Ant Colony Optimization (ACO) (Dorigo et al., 2006; Dorigo & Di Caro, 1999) is another biologically inspired approach to solve optimization problems. The paradigm behind this kind of solution is inspired by the communication between social insects, ants in this case, that cooperate with each other to reach their objective in nature. Because of their high cooperative societies, ants have inspired a great number of algorithms, most of them based on their communication mechanisms, based on the deposition of pheromones in the environment. In nature, ants communicate through the deposition of chemical markers on the ground (pheromones), the idea used by ACO, distributing virtual ants to perform searches on a set of candidate solutions and to indicate, through virtual pheromones, the way to find better solutions.

Following the natural inspiration, ACO is an iterative optimization algorithm in which a number of virtual ants build a set of candidate solutions to the problem, and communicate the quality of these solutions through the deposition of virtual pheromones. Interpreting the trails of pheromones, virtual ants of the next iteration have guidelines on how to build better candidate solutions and iteratively refine the search space until an optimal or quasi-optimal solution is found.

As a simple and very useful algorithm, ACO has been used in many fields and adapted to solve many different applications. Some of the most common variations of such algorithms are the Ant System (AS) (Dorigo et al., 1996) and the Max-Min AS (Stützle & Hoos, 2000), both widely used for optimization purposes.

Figure 4 presents a graphical representation of the algorithm described above.
3.3.1. Ant Colony Optimization application in TSPs

As in the other methods, ACO also needed some modifications to handle the TSP. Besides GAs, ACO algorithms are amongst the most studied for TSP usage, therefore many applications and variations have been created to better approach the problem. The approach behind the usage of ACO in TSP is distributing the ants in the cities and let them walk around trying to complete a tour as if they were on the nature walking from their nest to food sources, and back. At the end of this exploration process, the ants deposit pheromones on the trails they took between the cities to perform their tours. The intensity of the pheromone an ant will deposit is directly related to the length of the tour they performed, the shorter the tour, the stronger the pheromone. On the next exploration round, the ants will attribute to the trails, or edges between cities, a probability of being followed that is directly proportional to the amount of pheromone on that edge. This system ensures that every edge has a chance to be followed, thus avoiding local minimal once, but creating a trend towards better solutions on every iteration. This common behavior to the solutions is graphically represented in the diagram of Figure 5.

Besides this common approach, the different algorithms (Stützle & Hoos 2000; Tuba et al. 2013; Cheng & Mao 2007) differ on how they attribute pheromones to the edges, on how they evaluate new solutions, and on how they create these solutions. Many algorithms also perform a mid-algorithm optimization, performing local search iterations on candidate solutions after an ACO iteration is concluded, optimizing the ants’ paths, thus the pheromone trails, before a new generation of ants is let loose on the cities (Su et al. 2001).
4. The Proposed Solution

Given a set $S = \{s_1, ..., s_n\}$ of targets, each $s_i$ moving at constant velocity $v_i$ from an initial position $p_i$, and given a pursuer starting at the origin and having maximum speed $v > |v_i|$, this work tackles the problem of finding the shortest tour starting (and ending) at the origin (first target), that intercepts all targets. Mathematically, the cost function to be optimized is defined as follows:

$$\textbf{minimize} \quad D_t = \sum_{i}^{n} \sum_{j}^{n} c_{ij} d_{ij}$$

s.t. $\forall i \neq j$

where $c_{ij} = \begin{cases} 1; & \text{if salesman travels from target } i \text{ to target } j \\ 0; & \text{otherwise} \end{cases}$

and $d_{ij}$ is the distance between targets, $i$ and $j$.

To solve the studied problem a hybrid method composed of a numerical integrator and movement predictor was implemented on the evaluation stage of
each of the heuristic methods presented in Section 3. This numerical approach allows the solutions and heuristic methods to correctly evaluate the length of tours by traveling them and calculating, after arriving at a new target or interception point, the next point it should go to in order to intercept the next target. This is done by making sure that all targets are intercepted and the tour is completed. The idea behind this algorithm is represented in Figure 6, in which an interceptor, or traveler, represented by the black circle on the figure, starts on time $t_0$ by predicting the movement of two targets T1 and T2, and their estimated positions in time $t_1$, in which it expects to intercept target T1, and after predicting the position of T2 in time $t_2$, moment in which it predicts to intercept T2.

![Figure 6: Behavior of an Interceptor Node predicting the movement pattern and intercepting two Targets T1 and T2](image)

The internal workings, implementations, and design decisions of each heuristic approach, as well as the details on the movement prediction module, are presented in the following sections.

4.1. Numeric Movement Prediction Module

The movement prediction module works by taking as input a list of waypoints representing an initial position $S_0$ and the initial positions of the targets in time $t_0 = 0$ according to the tour order of the candidate solution under evaluation. Following from $t_0$ and $S_0$ the method applies numeric integration loop to find the interception position $s_j$ of the next target. The process is repeated by each target on the waypoint list, being the parameters $t_j$ and $S_j$ updated at the end of each step, always calculating the interception point of the next target on the current tour time, and departing from the current tour position. In each of these iterative steps, the current length of the candidate solution is updated according to the distance between $s_j$ and $s_{j-1}$, resulting, by the end, on the total tour length for the candidate solution. A diagram illustrating this approach is presented in Figure 7.

The whole module is based on the idea that, for a given interceptor moving with speed $\vec{v}_i$, and a target moving from point $\vec{s}_t$ with speed $\vec{v}_t$, the interception point will be the one in which the interceptor, after moving for a period $\tau$, finds...
itself on the same point as the target. Mathematically, considering the position of the target as the origin, this situation can be written as:

\[ \vec{v}_i \tau = \vec{v}_t \tau + \vec{s}_t \]  

(4)

applying a scalar product operator to both sides of the equation in order to eliminate the vectorial properties of the terms, Equation (4) can be rewritten as:

\[ (\vec{v}_i \tau) \cdot (\vec{v}_i \tau) = (\vec{v}_t \tau + \vec{s}_t) \cdot (\vec{v}_t \tau + \vec{s}_t) \]  

(5)

which is the same as:

\[ |\vec{v}_i|^2 \tau^2 = |\vec{v}_t|^2 \tau^2 + |\vec{s}_t|^2 + 2(\vec{s}_t \cdot \vec{v}_t) \tau \]  

(6)

or, reorganizing the terms:

\[ 0 = (|\vec{v}_i|^2 - |\vec{v}_t|^2) \tau^2 + |\vec{s}_t|^2 + 2(\vec{s}_t \cdot \vec{v}_t) \tau \]  

(7)

Solving equation (7) for \( \tau \) and using this value in equation (1) the point of intersection between the interceptor and the target can be easily found. The algorithm presented on this work makes use of a simplified numerical evaluation loop to find the roots of Equation (7), a quicker solution than using square-root calculation methods, which are very resource consuming. Listing 1 shows the pseudo-code of the algorithm implemented in this module:

Listing 1: Numerical Interception Method

```python
inputs: current_time, target_start_pos, interceptor_pos
        interceptor_vel, target_vel
dist ← ∞
dt ← ∞
ds ← ∞
next_target_pos ← target_start_pos + target_vel * current_time
while dist > 0
    ds = Distance(interceptor_pos, next_target_pos)
dt ← ds / interceptor_vel
prev_target_pos ← next_target_pos
next_target_pos ← target_start_pos + target_vel * (current_time + dt)
dist = Distance(prev_target_pos, next_target_pos)
return next_target_pos
```

4.2. The Solution Using Ant Colony Optimization

The implemented ACO method is based on the Min-Max Ant System (MMAS) approach (Stützle & Hoos, 2000). This method has the advantages of converging faster towards an optimal solution, especially when used in TCP problems, configuring a better choice than other ACO approaches for the problem tackled in
Figure 7: Evaluation Fluxogram

this work. The idea behind the algorithm is that at the end of each generation of the MMAS, only the best ant marks the environment with pheromones, a remarkable difference from other algorithms in which all ants mark their trails. Besides that difference, on this approach, the amount of pheromones deposited on each edge between targets is bound on the upper side by a max value, and on the lower side by a min value. The intensity $M_e$ of the pheromone an ant deposits on edge $e$ in time $t$ is, thus, calculated in terms of its tour length $L$ and the upper $\text{max}$ and lower $\text{min}$ bounds as described on Equation 8:

$$M_e(t) = \left[ M_e(t-1)(1-\alpha) \right]_\text{max} + \frac{1}{L}_\text{min}$$  \hspace{1cm} (8)

where $\alpha$ represents a temporal decaying constant and the operator $[x]_\text{max}$ means that $M_e(t)$ will be bound assuming the $\text{min}$ or $\text{max}$ values in case it goes beyond these thresholds.

Following the idea presented in the diagram of Figure 5 each ant is distributed on a given target, or city, and chooses their next city based on the pheromone level of the edges leading to the cities it has not visited yet, accord-
ing to the following probability function:

\[ P^j_i(t) = \frac{M_{ij}(t) \frac{1}{d_{ij}}}{\sum_0^n M_{in}(t) \frac{1}{d_{in}}} \]  

meaning that the probability of an ant choosing to go to city \( j \) from city \( i \) among \( n \) cities that where not yet visited, is directly proportional to the pheromone level \( M_{ij} \) on the edge that links \( i \) to \( j \), and inversely proportional to the distance \( d_{ij} \) between these cities.

Observing the mathematical behaviour defined by equations 8 and 9, it is easy to see that the values of \( \text{max} \) and \( \text{min} \) can have a significant influence on the exploratory and exploitative behaviors of the Ant-Colony Algorithm. Since the pheromone level on any trail between two cities, or targets, is limited by the value of \( \text{max} \), no trail will be extremely attractive for the ants, a behavior that could easily undermine the exploration of new solutions in the search space, since ants would always follow the path with the highest pheromone level. Similarly, the value of \( \text{min} \) limits the pheromone levels on trails and helps to avoid situations in which a given trail, or path, between cities is not attractive for ants, which would prevent them from exploring new routes.

A similar case can also be made for the effect of \( \text{max} \) and \( \text{min} \) in the exploitation behavior, meaning the investigation of solutions or routes that are in the vicinities of routes already preferred by the ants. The value of \( \text{max} \), again, limits the pheromone levels as to not make a given trail extremely more attractive to the ants than others, while the value of \( \text{min} \) limits lets every trail to be at least a little attractive for the ants.

The relation between \( \text{max} \) and \( \text{min} \) is, however, the factor that defines if a given instance of the MMAS is going to work more towards the exploration or the exploitation side. If \( \text{max} \) is significantly bigger than \( \text{min} \), ants will be more attracted to stay in the current best routes, or at least on the ones with stronger pheromone levels. In this case, if ants take detours, which will be rare, they will quickly be attracted again towards the current best path due to the high concentration of pheromones on that path, configuring an exploitative behavior. If, on the other hand, the relation between \( \text{max} \) and \( \text{min} \) is small, ants will have more liberty to choose different paths since no path will be significantly more attractive than the others, staying away from the current best path for longer periods, configuring a more exploratory behavior. Listing 2 presents a pseudo-code of the implemented Ant-Colony algorithm:

---

**Listing 2: Ant-Colony Algorithm**

```python
inputs: population_size, max_gerations, max, min,
\[ \alpha \], max_cities

pheromone_map ← new map(max_cities)
for each trail in pheromone_map
    trail_level ← max

gen ← 0
```

---

15
while gen < max_generations
  population ← new AntPopulation(population_size)
  best_tour ← empty
  for each ant in population
    visited ← empty
    while Length(visited) < max_cities
      city ← ChooseNextCity(pheromone_map)
      if city in visited
        do nothing
      else
        visited ← city
        tour ← MakeTour(visited)
    if tour_length ≤ Length(best_route)
      best_tour ← tour
  pheromone_map ← UpdateMap(best_tour, max, min, α)
  gen ← gen +1
end

4.3. The Solution Using Simulated Annealing Optimization

The Simulated Annealing algorithm implemented for this TSP problem is quite straightforward. At the beginning a candidate tour is randomly generated, and, as the simulation goes, a local search algorithm is used to generate a new solution. This new solution may or may not be accepted according to the criteria previously presented in both Figure 3 and Equation 1.

The local search method chosen for this implementation was a simple 2-opt method, a method that takes two edges between targets and swaps their extremities, keeping the tour closed, but still generating a neighbor candidate solution similar to the initial one. The main idea behind a 2-opt, or any \(k\)-opt local search algorithm, is to take a route that crosses over itself and reorder it so that the crossing disappears, potentially improving the solution. Listing 3 presents a pseudo-code of the implemented algorithm:

Listing 3: Simulated Annealing Method

1 inputs: max_retries, delta_temp, temp_threshold
2 max_temp
3
4 temperature ← init_temp
5 solution ← new random solution
6 retry ← 0
7 while temperature > temp_threshold
8   while retry < max_retries
9     candidate ← 2_Opt(solution)
10    if Fitness(candidate) ≤ Fitness(solution)
11       solution ← candidate
12    else
13      entropy ← -(Fitness(candidate)−Fitness(solution))
14 chance ← Exp(entropy/temperature)
15 if Random() ≤ chance
16 solution ← candidate
17 retry ← retry + 1
18 temperature ← temperature − delta_temp
19 retry ← 0
20 end

4.4. The Solution Using Genetic Algorithm Optimization

The Genetic Algorithm implemented to solve the TSP problem on this work is based on a Path Representation [Potvin 1996] of the tours. For each generation, a certain number of solutions are chosen according to a crossover rate $cr$, to act as parents for the new solutions that will compose the next generation. The crossover rate controls the number of solutions that will be created as a crossover between the parents, defining also the amount of totally new solutions that will be generated at random to be part of the population of the next generation. The selection of the parents is made by a Rank Based Roulette Wheel Selection [Mohd Razali & Geraghty 2011], while the crossover is done by a PMX Crossover Operator [Goldberg & Lingle 1985]. Finally, the new individuals, or new candidate solutions, on the population are mutated, using an RSM Mutation Operator [Abdoun et al. 2012]. The mutation occurs according to a given mutation rate $mr$ that defines the rate of occurrence of mutations, meaning how many solutions from the candidate population will suffer a mutation.

Listing 4 presents a pseudo-code of the implemented algorithm:

```
Listing 4: Genetic Algorithm Method

1 inputs: population_size, max_generations, crossover_rate, mutation_rate
2 gen ← 0
3 population ← new random population(population_size)
4 Evaluate(population)
5 while gen ≠ max_generations
6     pop ← new empty population
7     for i in range(0, population_size)
8         if Random() ≤ crossover_rate
9             parents ← RBRW_Selection(population)
10            children ← PMX_Crossover(parents)
11           pop ← children
12     else
13         pop ← new random individual
14     for each individual i in pop
15         if Random() ≤ mutation_rate
16             RSM_Mutation(individual i)
17 population ← pop
18 Evaluate(population)
19 gen ← gen + 1
```
select best solution in population

The chosen Path Representation (Potvin 1996) is considered to be the most classical and natural representation for solutions on Genetic Algorithms, it works by representing tours as a list of the cities ordered as they appear on the tour. The crossover operators based on this representation typically generate offspring that inherit the relative order of the cities. This representation, however, has to be checked for uniqueness, since each tour can be represented in $2^n$ distinct ways because any city can be placed at position 1.

A Rank-Based Roulette Wheel Selection (Mohd Razali & Geraghty 2011), in turn, is a strategy in which the probability of an individual in the roulette wheel is based on its fitness rank relative to the entire population. The rank-based selection method first sorts individuals according to their fitness and then calculates selection probabilities according to their ranks rather than fitness values. This method is considered one of the best methods for selection in GA, because it is able to maintain a constant and adjustable pressure in the evolutionary search, controlling convergence. The downside of this method is, however, that it requires a sorting algorithm to be put in place, which can become time-consuming as the number of cities increases. As the algorithm developed on this work is intended to be used in real-life-like problems with a limited number of cities, the used of a Rank Based solution is justified once the sorting will not be too time-consuming.

In the Reverse Sequence Mutation (Abdoun et al. 2012) operator, a random sequence $S$ is taken from a tour and the genes in this sequence are copied and then inversely placed on the sequence again. Besides simple, the RSM mutation operator has shown promising results in terms of convergence when compared to other methods (Abdoun et al. 2012).

In turn, the PMX crossover (Goldberg & Lingle 1985) is a crossover operator method created to perform one point crossovers on Path Representations. Taking two parents $p_1$ and $p_2$, PMX constructs offspring by changing the positions of the cities on $p_1$ one by one, with the cities on $p_2$ that occupy these same positions. However, in order to keep the solution valid, the cities in these positions are not just overwritten, they are swapped. This way, to set position $i$ to city $c$, the city in position $i$ and the city $c$ swap positions, granting that all cities are on the tour and that no city is repeated.

5. Experimental Evaluation

5.1. Methodology

A set of experiments has been specifically designed to evaluate the performance of each optimization method to solve the problem. Once in real life situations the interception algorithm will mostly be used to intercept a limited number of targets, and not several hundreds of them, each method was tested against sets of 8, 12, 16, 20, 32, 64 and 100 randomly placed targets,
with speeds ranging from 0 m/s to 2 m/s in 0.5 m/s steps (a reasonable range
for human walking speed). The speed of the interceptor, or traveler, was set to
20 m/s throughout all the simulations (a reasonable speed for a small surveillance
UAV). Table 1 summarizes this general parametrization.

Table 1: Tour Length Performance Testing Parameters

| Number of Targets | 8, 12, 16, 32, 64, 100 |
| Interceptor Speed  | 20 m/s |
| Target Speeds      | 0 m/s, 0.5 m/s, 1 m/s, 1.5 m/s, 2 m/s |
| Target Distribution Area | Square 600m x 600m |

In order to guarantee the best possible and homogeneous results for posterior
statistical analysis, each one of the designed experiments was run 100 times. Of
these 100 executions, the first two on each set were discarded since a significant
execution time deviation was observed in these runs. Further analysis showed
that these anomalies were due to hardware and resource issues related to variable
initializations and caching of target data. The same target distribution was used
for all the executions of a same experiment for all three different algorithms,
providing a uniform dataset that can be used to compare the algorithms against
each other.

In the interest of analyzing different aspects of the algorithm, such as their
behavior, how they compare to each other and how parameterization affects
their performance, two different types of experiments were performed. The first
category of experimentation aims to analyze how the different metaheuristic
approaches compare, evaluating aspects such as tour length, execution time
and solution convergence. The second category, on the other hand, is focused
on studying the effects of parameterization on the behavior of the metaheuris-
tics, inspecting how different choices in both the exploration and exploitation
parameters of the algorithms can influence their performance.

Comparative Performance Experiment: The objective of this category
of experiments is to provide a comparative assessment of the different heuristics,
evaluating them against each other in terms of tour length performance, solution
convergence, and execution time. To perform this comparison, each algorithm
was exposed to 30 experiments, each one covering a different pairing of target
speed and target count. In addition, in order to provide a common ground
for comparison, each of the algorithms was set to limit its search space to a
total maximum of 10,000 solutions. Limiting the exploration space allows for a
direct quantitative comparison of the convergence behavior of the algorithms,
highlighting the tipping points in which performance degradation occurs for
each of them. The results of these experiments are presented on subsection

Parameterization Performance Experiment: The parameterization ex-
periments were designed to study the effects of parameterization on the behavior
of the metaheuristics. All the experiments in this category were run with 32 targets, which was chosen because it is neither too small nor too large as to hide the effects of the parameterization from the results. A smaller number of targets would have been a poor choice, since the search space is too small and the solution would converge too quickly, masking the results. A bigger number of targets would make the algorithms converge too slow, also preventing the results to be seen.

5.2. Experimental Results

5.2.1. Comparative Performance Evaluation

The first results of the comparative experiments are shown in Table 2 which presents the statistical analysis of the tour length performance of the algorithms gathered from 98 executions of each of the 30 experiments run for each metaheuristic. The results from this table is supported by the box-plot graphic in Figure 8 which presents a visualization of these trends for the 8, 16, 32 and 64 target cases across 3 different speed values (0m/s, 1 m/s and 2m/s). Similarly, statistics for the execution time of each of the experiments are presented in Table 3 and are supported by the graphic in Figure 9 which brings the visualization of these trends for the 8, 16, 32 and 64 target cases across 3 different speed values (0m/s, 1 m/s and 2m/s).

In addition to the graphics presented in Figures 8 and 9, Figure 10 presents a visualization of the results for the scenarios with 32 targets and 3 different speed values (0m/s, 1 m/s and 2m/s). This figure was included since with 32 targets the trends of both tour length and temporal performances can be easily visualized, serving as a visual baseline for the comparisons. The figure also serves as a control for the experiments discussed in subsection 5.2.2 which were also run with 32 targets.

Tour Length Performance: Analyzing the results obtained from the experiments the tour length performance of the algorithms seems to follow a general trend: scaling with both the number of targets and their speeds. It can be seen that, for the stationary target case, meaning the case in which the speed of the targets is set to zero, the genetic and the ant-colony approaches, present the best results in terms of tour length for small numbers of targets. However, as the number of targets increase, ant-colony seems to have an edge on the genetic approach, providing better average results for most of the stationary target experiments. It is visible, however, that the variability of these results scales significantly for the ant-colony approach as the number of targets increases. On the other hand, the genetic algorithm variability is not observed to scale as much with the number of targets, indicating a more convergent behavior, even if towards a local optimum, for this algorithm as the number of targets increases. The simulated annealing approach, contrastingly, performs poorly even for a small number of stationary targets, presenting results on average 30% to 50% worse
Table 2: Tour Length Performance of the Heuristic Algorithms (m)

<table>
<thead>
<tr>
<th></th>
<th>8 targets</th>
<th>12 targets</th>
<th>16 targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Avg</td>
<td>Std Dev</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0m/s</td>
<td>1425.9</td>
<td>1560.5</td>
<td>136.6</td>
</tr>
<tr>
<td>0.5m/s</td>
<td>1545.7</td>
<td>1614.3</td>
<td>91.9</td>
</tr>
<tr>
<td>1.0m/s</td>
<td>1339.4</td>
<td>1393.0</td>
<td>58.1</td>
</tr>
<tr>
<td>1.5m/s</td>
<td>1247.1</td>
<td>1311.7</td>
<td>57.8</td>
</tr>
<tr>
<td>2.0m/s</td>
<td>1297.2</td>
<td>1396.0</td>
<td>100.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>32 targets</th>
<th>64 targets</th>
<th>100 targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Avg</td>
<td>Std Dev</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0m/s</td>
<td>2511.9</td>
<td>2812.5</td>
<td>139.0</td>
</tr>
<tr>
<td>0.5m/s</td>
<td>2535.1</td>
<td>3037.4</td>
<td>185.8</td>
</tr>
<tr>
<td>1.0m/s</td>
<td>3055.9</td>
<td>3753.2</td>
<td>266.7</td>
</tr>
<tr>
<td>1.5m/s</td>
<td>3819.0</td>
<td>4667.8</td>
<td>363.2</td>
</tr>
<tr>
<td>2.0m/s</td>
<td>3651.8</td>
<td>5374.0</td>
<td>705.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulated Annealing</th>
<th>650</th>
<th>650</th>
<th>650</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

than the other approaches. Simulated annealing also presents more variability in the results, indicating a poor convergence towards an optimal solution. This behavior can be visualized by observing the SA boxes in the box-plot graphs of Figure 8, which show a higher median and a way higher spread for the tours predicted with the simulated annealing, for all situations of the stationary case (first column) when compared with the other two methods.

As the speed of the targets starts to increase, interestingly, the tour length does not follow the same pattern, even decreasing in some situations. This curious behavior is due to the movement pattern of the targets, that, in some situations, may generate shorter tours, getting closer to each other, or moving as to align with each other in some manner, generating shorter tours, a tendency observed across all 3 algorithms. The speed parameter also affects significantly the performance of the ant-colony algorithm, which was the best performer for the stationary case. For the moving target case, however, a significant perfor-
Performance decrease is observed as targets start to move faster, especially for higher target counts. Simulated annealing is, as expected, as poor a performer as in the stationary case, however, interestingly enough, it manages to beat the ant-colony algorithm in higher speed and for high target counts, highlighting the extremely low performance of the latter in these situations. The genetic algorithm, on the other hand, seems not to be affected too much by the increments in target speed, still managing to be the best of the 3 algorithms in terms of its tour length performance. This last method also presents the least variable results among the algorithms across all experiments with moving targets.

**Execution Time Performance:** The results in Table 3 and Figure 9 present the simulated annealing method as the fastest method, usually running in half the time taken by the genetic algorithm, which is the second fastest...
Table 3: Temporal Performance of the Heuristic Algorithms for 8-100 targets (time in ms)

<table>
<thead>
<tr>
<th>Method</th>
<th>8 targets</th>
<th>12 targets</th>
<th>16 targets</th>
<th>32 targets</th>
<th>64 targets</th>
<th>100 targets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg</td>
<td>Std</td>
<td>Avg</td>
<td>Std</td>
<td>Avg</td>
<td>Std</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
<td>0.0m/s</td>
<td>35.8</td>
<td>8.8</td>
<td>60.0</td>
<td>9.4</td>
<td>64.4</td>
</tr>
<tr>
<td></td>
<td>0.5m/s</td>
<td>46.9</td>
<td>3.6</td>
<td>66.5</td>
<td>6.2</td>
<td>82.9</td>
</tr>
<tr>
<td></td>
<td>1.0m/s</td>
<td>48.2</td>
<td>3.8</td>
<td>61.5</td>
<td>5.0</td>
<td>78.0</td>
</tr>
<tr>
<td></td>
<td>1.5m/s</td>
<td>47.0</td>
<td>4.8</td>
<td>64.3</td>
<td>5.8</td>
<td>77.5</td>
</tr>
<tr>
<td></td>
<td>2.0m/s</td>
<td>49.7</td>
<td>3.9</td>
<td>65.6</td>
<td>4.6</td>
<td>76.5</td>
</tr>
<tr>
<td>Simulated Annealing</td>
<td>0.0m/s</td>
<td>16.2</td>
<td>1.7</td>
<td>22.9</td>
<td>2.2</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>0.5m/s</td>
<td>22.9</td>
<td>2.5</td>
<td>32.3</td>
<td>2.7</td>
<td>40.3</td>
</tr>
<tr>
<td></td>
<td>1.0m/s</td>
<td>23.2</td>
<td>2.1</td>
<td>30.4</td>
<td>2.8</td>
<td>36.4</td>
</tr>
<tr>
<td></td>
<td>1.5m/s</td>
<td>22.7</td>
<td>2.2</td>
<td>29.8</td>
<td>2.9</td>
<td>38.4</td>
</tr>
<tr>
<td></td>
<td>2.0m/s</td>
<td>24.4</td>
<td>2.4</td>
<td>32.6</td>
<td>3.0</td>
<td>38.2</td>
</tr>
<tr>
<td>Ant Colony</td>
<td>0.0m/s</td>
<td>39.2</td>
<td>3.7</td>
<td>79.3</td>
<td>6.4</td>
<td>130.9</td>
</tr>
<tr>
<td></td>
<td>0.5m/s</td>
<td>45.8</td>
<td>5.0</td>
<td>86.9</td>
<td>6.9</td>
<td>126.4</td>
</tr>
<tr>
<td></td>
<td>1.0m/s</td>
<td>46.5</td>
<td>3.8</td>
<td>82.7</td>
<td>6.6</td>
<td>118.4</td>
</tr>
<tr>
<td></td>
<td>1.5m/s</td>
<td>43.3</td>
<td>3.9</td>
<td>77.7</td>
<td>7.1</td>
<td>112.7</td>
</tr>
<tr>
<td></td>
<td>2.0m/s</td>
<td>45.7</td>
<td>4.2</td>
<td>79.1</td>
<td>6.4</td>
<td>130.5</td>
</tr>
</tbody>
</table>

Method. The ant-colony algorithm, on the other hand, is on average the slower of the three for almost every scenario, presenting an especially degraded execution time performance for the scenarios with higher target counts. In its turn, the genetic algorithm manifests a constant trend on its temporal behavior across the experiments, demonstrating a slight increase as the targets get faster, and a more accentuated, but still controlled, relation to the number of targets.

Remarkably, the ant-colony approach presents a curious behavior when it comes to its performance in the stationary case, showcasing an extremely high execution time for this kind of situation. Interestingly, the genetic algorithm also presents a different behavior for the stationary case, exhibiting a slightly increased variability in the execution times for this scenario, something not observed for the scenarios in which the targets are moving.

5.2.2. Evaluation in the Impact of Parameter Variation

This section presents the results of the study of parameterization effects on the behavior of the metaheuristics. Figures 11 to 14 present the parameterization effects on the genetic algorithm performance, while Figures 15 to 17 present similar results for the Ant-Colony approach. Figure 15 in turn, illustrates the effects of parameterization on the Simulated Annealing algorithm.

All experiments in this section were run for 32 targets and the target distribution is the same for all algorithms. Only the results for targets speeds of 0m/s, representing the stationary case, and 2m/s, representing the moving target case are presented, other speeds for the moving target case manifest the same trend of the 2m/s case and were, thus, omitted.

**Genetic Algorithm Parameterization:** Figure 11 presents the relation between the number of generations, the number of individuals per generation and the tour length performance of the genetic algorithm for the stationary case...
Figure 9: Execution Time for 8, 16, 32 and 64 targets across multiple target speeds

(Figure 11a), and for the moving target case (Figure 11b). As can be seen on these graphs, the tour length performance is very poor when both the number of generations and the population of each generation is small. This behaviour, however, shifts as both parameters increase. The number of generations rule the quality of the solution in the beginning when it is too small, the number of individuals on the population, however, starts to have a more significant effect on the results as the number of generations increase. The results also show that it is possible to obtain good results results just by having a high generation number and a small population size, to obtain the best possible results, however, the population size must be significantly augmented.

The execution time of the algorithm, as expected, increases both with the generation size and the population size. Both parameters govern the amount of exploration to be performed by the algorithm in the search space and seem to
Figure 10: Execution Time and Tour Length for 32 targets across multiple target speeds

have a similar influence on the execution time, as can be seen on Figure 12.

Figure 13, in its turn, presents the influence of the crossover and mutation rate parameters of the algorithm. Crossover rate mainly defines the number of new solutions that will be created as a crossover of the existing ones in a new generation, with the other individuals of the population being created randomly. This parameter contributes, thus, to both the exploration and exploitation rates.
of the algorithm, meaning the rate in which new solutions are explored and the rate in which solutions in the neighborhood of previously visited points are searched. Mutation rate, on the other hand, contributes more to the exploitation rate of the algorithm, defining how many solutions that are in the neighborhood of already explored solutions are visited.

The results gathered from the experiments show that, apart from the case in which a really small crossover rate is used, the mutation rate is the parameter that defines more significantly the performance of the algorithm in terms of the tour length performance, exhibiting the best results when its value is around 0.6 or 60%. However, the trend observed in Figure 14 shows that the crossover

Figure 11: Impact of the Number of Generations and Population Size Parameters in the Tour Length Performance of the Genetic Algorithm (m)

Figure 12: Impact of the Number of Generations and Population Size Parameters in the Execution Time Performance of the Genetic Algorithm (ms)
rate has a significant impact on the execution time of the genetic algorithm. The mutation rate, on the other hand, does not have a considerable impact on the execution time, still slowing the execution down, but not by such expressive amounts as the crossover rate.

Simulated Annealing Parameterization: Figure 15 shows the result of varying the initial or maximum temperature and the number of tries in the Simulated Annealing algorithm. Apparently, for the stationary case, in which the speed of the targets is 0m/s (Figure 15a), increasing the initial temperature
parameter seems to degrade the tour length performance of the algorithm. For the non-stationary case (Figure 15b), however, this effect, besides still noticeable, is less meaningful. The number of retries, on the other hand, seems to benefit the tour length performance as it increases, especially for the stationary case.

As both parameters influence the size of the search space, the execution time of simulated annealing algorithm scales with both of them, being smaller when both parameters are small, and increasing as the parameters are increased.

![Figure 15: Impact of the Maximum Temperature and Retry Count in the Tour Length Performance of the Simulated Annealing Algorithm (m)](image)

**Ant Colony Parameterization**: The effects of population size and generation number in the Ant-Colony algorithm are represented in Figure 16 for the stationary (Figure 16a) and non-stationary (Figure 16b) cases. As expected, the quality of the tour length performance scales with both parameters. The generation number, however, has a considerable impact on the quality of the solution when it is smaller than 20 (meaning the algorithm is run for 20 generations). This trend shifts when the number of generations is larger than 20, meaning that, from this point on, the population size of each generation is the parameter ruling the tour length performance of the solution. It is, however, noticeable that good results can be obtained for both cases, stationary and non-stationary, with relatively reduced populations, while optimal, or the best possible results, require a considerably bigger population.

The execution time of the ant-colony algorithm scales both with the population size and the generation number. With neither of them presenting a particularly significant influence on the execution time. A graphic representation of this behavior was omitted since visually, the curves are very similar to those of the Genetic Algorithm, presented in Figure 12.

The Maximum and Minimum parameters of the $\min \max$ Ant-Colony approach define the minimum and maximum bounds for the amount of pheromone
in any trail between two targets in the search space. Changes on these parameters do not influence the execution time of the algorithm since no extra operations are added or removed when these parameters are modified. The values of Min and Max influence, however, the tour length performance of the algorithm. Figure 17 shows a graphical representation of the effects of these parameters on the tour length, Min and Max are represented on the figure as percentages of the maximum pheromone values an ant can deposit each time it goes through a path. For moving targets (Figure 17b), the best results are achieved when both Min and MAX are high. For the stationary case (Figure 17a), on the other hand, the best scenario is found when the Min value is equal to about 0.5% of the pheromone strength and the max value rounds 10%-15%. A zoom in graph highlighting this behavior is seen in Figure 18.

6. Discussion

The results presented in Section 5 show that each of the metaheuristics exhibits good performance in one or more criteria. The Genetic Algorithm is the better performer when it comes to the tour length performance across both the stationary and non-stationary scenarios, achieving near-optimal results for most of the stationary cases, and the best results among the three algorithms in the non-stationary case. The Genetic Algorithm also presented itself as a good choice in terms of execution time, being slower than the Simulated Annealing algorithm, which is the fastest one, but providing better results in terms of tour length.

Simulated Annealing, in turn, produces the best results in terms of execution time. It’s tour length performance, however, is very poor in scenarios in which a reduced number of targets as presented in the experimental results. In the
scenarios with a bigger number of targets, like 64 or 100 targets, the simulated annealing managed to beat the Ant-Colony Optimization algorithm, while still being the fastest algorithm by a large margin.

As discussed in Section 5, the Ant-Colony algorithm is the best algorithm in terms of tour length performance for the stationary case, in which the targets do not move. As targets start to move and increase in number, however, the Ant-Colony algorithm performance degrades significantly for both metrics, the algorithm becomes, then, the worst algorithm among the three.

Analyzing the results concerning the parametrization of the genetic algorithm, it could be argued that, from the trends seen in Figures 11 and 12, the
genetic algorithm could be accelerated, depending on the application, the number of targets, and their speeds, by tweaking the generation number and population size parameters. It could be possible, in certain situations, to achieve a considerable speed up on the execution times of the algorithm by running it for many generations with a small population, gaining speed without compromising the tour length performance, especially when the number of targets is small and the search space reduced. Modifying the crossover rate and the mutation rate parameters, on the other hand, would not bring any benefits for either execution time or tour length, these are best left at their optimal values.

Such an approach would make sense in practical situations, such as when this algorithm is deployed on a UAV or mobile robot and used to calculate the best routes to intercept a series of mobile targets. An example of such an application would be a surveillance drone that needs to intercept a group of criminals on the run and photographs them. In such applications, it is better to have an algorithm that runs fast enough and outputs an acceptable solution, than to have a slow-paced algorithm that outputs the best solution but takes too much time to do it, giving the targets time to escape.

A similar case could be made for the Ant-Colony Optimization algorithm. Observing Figure 16, it could be argued that letting the algorithm run for a small number of generations, each of them with a big population, could speed up the algorithm and improve the poor tour length results for high-speed targets and/or a high target count. The performed experiments suggest, however, that the speed-up provided by this strategy is significant, but the improvement in the tour length performance is not, making this strategy not very useful in real applications.

The experimental results also show that no significant speed-up or improvement can be achieved for the implemented Simulated Annealing algorithm. According to the experimental simulations conducted during the development of this work, increasing the retry number parameter only helps to a certain point, not providing a significant improvement in the tour length performance, while hurting the execution time performance of the algorithm.

Overall, the genetic algorithm seems to be the best metaheuristic approach to solve the TDTSP problem. The experiments showed that this algorithm is the one that presents the most consistent and homogeneous tour length results for all numbers of targets, moving at all speeds, maintaining an acceptable trade-off between performance and execution time. The results also show that some parameter tweaking is still possible, making this algorithm especially suitable to be deployed in embedded, or even high performance, systems and adjusted as necessary to fulfill the requirements of the application it is used on.

7. Conclusion

This work presented a quantitative and qualitative comparison between three different heuristic algorithms to solve a Moving-Target-TSP. The results from this comparison have shown that the implemented genetic algorithm has achieved the best performance among the methods in both the quality of the
solutions (tour length performance) and temporal behavior. This result points towards a useful method that can be used in a variety of different emerging applications that require targets to be intercepted by an agent. UAV surveillance is a good example of these fields, as UAVs have become cheaper, they can be used as urban or crowd monitoring agents, being able to monitor moving targets in urban environments in real time by making use of such algorithm.

The three presented methods are, however, not the only methods that exist to deal with TSP problems that may be applied to this kind of problem and associated with the numeric interception module. Many other methods such as LKH heuristics, swarm optimization, branching, k-opt and memetic algorithms can also be experimented using a similar approach to verify their usability on an MT-TSP. Even the methods presented on this work have many variations that are worth investigating, ACO, for example, has suffered many modifications along the years that improved its performance on solving the stationary TSP. GA, in turn, has different selection methods, crossover operators, such as OX, ER, and CSP, and mutation operators, as Throas, Thrors, and PSM, that can be used and evaluated. Thus, future investigations can explore other approaches to solve the studied MT-TSP problem.

The work presented in this article could also be extended to consider the 1-D MT-TSP, which according to Helvig et al. (Helvig et al., 2003), can have its exact optima computed and compared to the results found by the metaheuristic algorithm presented in this work. Such a comparison could bring valuable insight to how well the algorithms perform against a method that is able to find the optimal solution to the 1-D MT-TSP problem, and to how significant the speed-up provided by the metaheuristics is.
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