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Abstract. Dependability case, assurance case, or safety case is employed to ex-
plain why all critical hazards have been eliminated or adequately mitigated in 
mission-critical and safety-critical systems. Goal Structuring Notation (GSN) is 
the most employed graphical notation for documenting dependability cases.   
System Theoretic Process Analysis (STPA) is a technique, based on System the-
oretic Accidents Model and Process (STAMP), to identify hazardous control ac-
tions, scenarios, and causal factors.  STPA is considered a rather complex tech-
nique, but there is a growing interest in using STPA in certifications of safety-
critical systems development. We investigate how STAMP and STPA can be re-
lated to use of assurance cases. This is done in a generic way by representing the 
STPA steps as part of the evidence and claim documentations within GSN.   

Keywords: GSN, Assurance case, STAMP, STPA. 

1 Introduction 

Assurance case or safety case has been employed in many safety-critical systems such 
as avionics, nuclear, and railway control systems. It is used to explain why all critical 
hazards that create unacceptable risks have been eliminated or adequately mitigated in 
mission-critical and safety-critical systems.  

Goal Structuring Notation (GSN) [1-2] is a graphical notation that is used in assur-
ance cases, well-represented in both academia and industry. In general, it is used with 
other hazard analysis techniques. 

Systems-Theoretic Accident Model and Processes (STAMP) is an accident causality 
model, based on system theory [3]. System-Theoretic Process Analysis (STPA) [4] is a 
technique, based on STAMP, to identify hazardous control actions, scenarios, and 
causal factors.  STPA is considered a rather complex technique to be used since it re-
quires a different analysis perspective compared to other hazard analysis techniques, 
such as fault tree analyses, failure modes and effects analyses. STPA derives the anal-
ysis in terms of control actions, feedbacks, and other interactions.   

There is growing interest in using STAMP and STPA in certifications and definitions 
of standards of safety-critical systems development because it is claimed that STPA is 
able to identify more loss scenarios due to hazards in the concept stage of development 
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life cycle [5]. There is also growing interest in adopting GSN as part of OMG standards 
and other practical guidelines [6]. 

In the best practice, an engineering organization starts a dependability case early in 
the development life cycle, using the case’s structure to influence assurance-centred 
actions throughout the life cycle. In this paper, we pose the question: how does a sys-
tems engineer leverage the benefits of STPA when analysing safety at the concept stage, 
and weave the argumentation structure into an assurance case with GSN? 

Building an assurance case based on STPA can aid determining what claims can be 
made, what assumptions, contexts and justifications are employed by STPA, and how 
evidence, potentially created by alternative techniques,  can be used to support such 
claims.  

We investigate how STAMP/STPA can be combined with GSN so that one contrib-
utes with the safety analysis and the other with safety case construction. We use a sim-
ple example to illustrate the joint approach, and then go ahead with making a generic 
pattern that will aid applying the technique to other examples.  

Using this preliminary investigation, we find it feasible to use GSN for supporting 
certification decisions, improving communication among safety engineers, and import-
ing the argumentation structure from a (favourite) safety analysis approach, in this case 
STPA. This is useful for those engineers who are familiar with GSN but may have 
resorted to other hazard analysis techniques earlier. Conversely, we create a pattern for 
employing STPA analyses when creating evidence in assurance cases, in particular us-
ing GSN.  

The rest of paper is organized as follows. The next section provides the background 
and related work. Section 3 presents the assurance case building on STPA using GSN. 
In Section 4, we discuss the case and conclude our work. 

2 Background and Related Work 

We begin by providing a brief overview of the used approaches and then compare with 
the related works. 
 
2.1 GSN, STAMP and STPA 

Assurance case is a reasoned and compelling argument, supported by a body of evi-
dence, that a system, service or organization operates as intended for a defined appli-
cation in a defined environment. Assurance cases have particular foci or contexts. The 
contexts can vary depending on concerns, for instance, safety and security, or within 
phases or activities of development process, such as design and implementation. 
 Goal Structuring Notation (GSN) [1, 2, 7] is a graphical notation for creating assur-
ance cases that can be used to explicitly document the elements and structure of an 
argument and the argument’s relationship to evidence.  
 An argument is defined as a connected series of claims intended to establish an over-
all claim. Claims can be structured as a hierarchy of claims and sub-claims that are 
supported by evidences. Claims and sub-claims are goals and are represented by rec-
tangles. Evidence is asserted to support the truth of the claim and it is also known as 
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solution. Evidence is represented as a circle. Strategy, which is represented by a paral-
lelogram, is the reasoning or the nature of the argument that links the claim to its sub-
claims. Context, which is represented by rectangles with round corners, helps docu-
menting the operational usage environment for the objective to be relevant or the strat-
egy. It helps describing how a claim or strategy should be interpreted.   

Most claims and argumentation strategies are expressed in the context of assump-
tions. The assumptions must be valid for the claim or the strategy to be valid. Assump-
tions are represented by ellipses. Claims and argumentation strategies need justifica-
tions to be acceptable. Justifications are also represented by ellipses. A diamond at-
tached to an element, indicates that a line of argument has not been developed yet. 

Two types of linkages between GSN elements are SupportedBy and InContextOf. 
SupportedBy relationships – represented by lines with solid arrowheads – indicate in-
ferential or evidential relationships between elements. InContextOf relationships – rep-
resented as lines with hollow arrowheads – declare contextual relationships. 

Systems-Theoretic Accident Model and Processes (STAMP) [3] is based on three 
concepts: (i) a Safety Control Structure (SCS) – which is a hierarchical representation 
of the system under analysis on which upper level components impose constraints on 
lower level components; (ii) a Process Model - a model of the process being controlled; 
and (iii) Safety Constraints – restrictions that the system components must satisfy to 
assure safety. 

System-Theoretic Process Analysis (STPA) [4] is a technique based on STAMP for 
accident analysis. STPA has four main steps. Define the Purpose of the Analysis aims 
to identify losses, hazards, and the system boundary. Model the Control Structure cap-
tures functional relationships and interactions using STAMP. The third step - Identify 
Unsafe Control Actions - identifies the potentially Unsafe Control Actions (UCA) and 
associated safety constraints. For each Control Action (CA) – a command usually is-
sued towards the controlled process – the analyst must identify cases where a CA can 
be hazardous. The fourth step – Identify Loss Scenarios - reveals potential causes of 
issuing UCAs. For each UCA identified earlier, the goal is to discover scenarios and 
associated causal factors that can lead the system to a hazardous state, and to generate 
safety requirements.  

In general, each unsafe control action can be inverted to define a constraint. In this 
work, we opt to employ unsafe control actions instead of constraints in the argumenta-
tions because unsafe control actions are also required in the fourth step of STPA Identify 
Loss Scenarios. Safety constraints and requirements assist designers in eliminating or 
mitigating the potential causes of unsafe control and the occurrence of hazards. The 
fourth step demands safety analysts' expertise, time, and effort for elaboration and ver-
ification. It is common to miss cases (e.g. scenarios, causal factors, requirements) when 
performing this step. So all other existing methods that can strengthen elaboration and 
verification can be useful, for instance formal model-based analysis – but this is outside 
the scope of this paper. 
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2.2 Related Work 

Rinehart et al. [8] provide an extensive report on assurance case practices and their 
effectiveness. They link the success of assurance cases to evidences, and show that 
goal-orientation and explicit argumentation are core strengths of assurance case meth-
ods. They posit that the assurance methods are more comprehensive than conventional 
methods such as fault tree analysis, failure modes and effects analysis, and are typically 
employed in conjunction with them. However, the report lacks references to 
STAMP/STPA. Rinehart et al. also observed that many academic research papers in-
volve small toy example cases. On the other hand, practitioner reports tend to focus on 
lessons learned and experience, without presenting to the reader how the complexity of 
large systems is handled. This is a considerable concern in their view. We will come 
back to this later in our discussion.  

Dependability cases are being recommended as a good way to explain why all criti-
cal software hazards have been eliminated or adequately mitigated in mission-critical 
and safety-critical systems. Goodenough and Barry [9] present an example of a soft-
ware-related hazard to show the value that a dependability case adds to a traditional 
hazard analysis. The example shows the power of the claims-arguments-evidence struc-
ture to clarify the hazards and show why the selected mitigations are effective.  

Complementarily, STPA includes software and human operators in the analysis, en-
suring that the hazard analysis captures potential causal factors of losses. In one study, 
STPA not only found all the causal scenarios found by the more traditional analyses 
but also identified more scenarios compared to those [4].  

Model-based analysis of architectural decisions that inevitably impact safety anal-
yses spans over another category of work. These lead to provision of concrete evidence 
and support for safety arguments. An example is the methods and tools proposed by 
Hugues and Delange [10]. For a broader view of how modelling, verification, hazard 
analysis, and safety assurance argument documentation can interact, we refer the reader 
to Denney and Pai [11] but we will not focus on model-driven verification for genera-
tion of evidence in this paper. Rather, we focus on the combination of the high-level 
arguments captured in GSN and hazard analysis through STPA respectively. 

3 Using GSN to Document Application of STPA  

In this section, we first apply the basic idea of the paper using a running example that 
clarifies the different roles for each approach. Then we go on to create a general pattern 
that is based on an abstraction of this example and hopefully a good basis for further 
work. 

3.1 The Train Door Controller as Running Example  

We use a simple system - Train Door Controller (TDC) - as an example which was 
earlier described in Thomas’ work [12], and as a well-known example helps to ease the 
understanding of argumentations.  We assume that the STPA analysis is already made. 
The results of the analysis include identification of accidents, hazards, safety control 
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structure (controller, door actuator, door system, sensors of person and door position, 
control actions, feedbacks, input and output of the controlled process, external commu-
nications, process model, and algorithm), unsafe control actions, scenarios and causal 
factors, and safety requirements. Fig. 1 shows the safety control structure of the TDC.  
 

 
Fig. 1. Safety control structure of Train Door Controller (adapted from [12]). 

G1: Train Door 
Controller is free 

from unacceptable 
risks leading to 

identified accidents

S1: Accidents and Hazards 
using STPA are mitigated.

C1: Accidents list and Hazard list
• Ac1:Passsenger falling out of the train.
• Ac2: Passenger hit by a closing door.
• Ac3: Passenger trapped inside a train                   

during an emergency.
• H1: Door closes on a person in the 

doorway. [Ac2]
• H2: Door opens when the train is 

moving - or not in a station. [Ac1]
• H3: Passenger unable to exit during an 

emergency. [Ac3]

G5: H3 (Passenger  
unable to exit during 

an emergency) is 
mitigated

G4: H2 (Door opens 
when the train is 

moving or not in a 
station) is mitigated

A1: The mitigation of hazards 
identified by STPA deals with 
accidents caused by these 

hazards.

G3: H1 (Door closes 
on a person in the 

doorway) is 
mitigated

 
Fig. 2.  Goal: Train Door Controller is free from the identified accidents. 
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Fig. 2 shows the GSN notation for goal G1: Train Door Controller is free from unac-
ceptable risks leading to identified accidents.   
The aim is to show that this goal is achieved by identifying hazards through STPA and 
showing that they are mitigated. The goal G1 is addressed by arguing about accidents 
and hazards using the strategy S1. This strategy can only be executed in the context of 
knowledge of identified accidents and hazards (C1).  S1 assumes that the mitigation of 
hazards identified by STPA deals with accidents caused by these hazards (A1).  As 
indicated in the context for S1, TDC has three identified accidents, which are Ac1: 
Passenger falling out of the train, Ac2: Passenger hit by a closing door, and Ac3: pas-
senger trapped inside a train during an emergency. The identified hazards are H1: door 
closes on a person in the doorway, H2: door opens when the train is moving or not in 
a station, and H3: passenger unable to exit during an emergency. The accidents and 
hazards are identified in the STPA step Define the Purpose of the Analysis. 

Fig. 3 shows how the hazards H1, H2, and H3 are mitigated (with H1 illustrated in 
detail). These are represented by the goals G3: H1 (Door closes on a person in the 
doorway is mitigated) is mitigated, G4: H2 (Door opens when the train is moving or 
not in a station) is mitigated, and G5: H3 (Passenger unable to exit during an emer-
gency) is mitigated. The goals are supported by reasoning over the safety control struc-
ture (Figure 1), which is a product of the STPA analysis. The strategy S2 considers the 
context of knowledge of the safety control structure (C2). We assume that SCS provides 
the knowledge to identify unsafe control actions, represented by A2. The safety control 
structure is built in the STPA step Model the Control Structure.  
 

G3: H1 (Door closes 
on a person in the 

doorway) is 
mitigated

S2: Reason over 
Safety Control Structure (SCS)  to 

identify unsafe control actions and 
mitigate hazards H1, H2, and H3

 
A2: SCS provides knowledge 

to identify unsafe control 
actions 

C2: SCS including its 
elements and 

iteractions

G4: H2 (Door opens 
when the train is 

moving or not in a 
station) is mitigated

G5: H3 (Passenger  
unable to exit during 

an emergency) is 
mitigated

S3: Reason over the 
identified unsafe control 
actions and associated 

hazards 
H1, H2, and H3  

C3: Unsafe control action list and associated 
hazards: 
• UCA1: Train door controller not provide 

open door command when person or 
obstacle is in the doorway - H1.

• UCA2: Train … doorway - H1.
• UCA3: Train .. Exiting - H1.
• ...

G12: UCA1 (Train door 
controller not provide 
open door command 

when person or obstacle 
is in the doorway - H1) is 

mitigated

G13: UCA2 (Train door 
controller provides close 

door command when 
person or object  is in the 
doorway - H1) is mitigated

G14: UCA3 (Train door 
controller provides close 
door command too early 
before passengers finish 
entering/exiting - H1) is 

mitigated

 

Other goal: other 
identified UCA is mitigated

 
Fig. 3. Mitigation of hazards: goals 3, 4, and 5. 
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G3, G4, and G5 are supported by the goal G12, G13, and G14 using the strategy S3 in 
the context of knowledge of the list of unsafe control actions (C3), which is result of 
the STPA step Identify unsafe control actions. The strategy S3 considers the list of 
unsafe control actions and their associated hazards. For instance, the UCA1 (Train door 
controller not provide open door command when person or obstacle is in the doorway) 
is associated to hazard H1. 

Fig. 4 shows how the goal G12: UCA1 (Train door controller not provide open door 
command when person or obstacle is in the doorway) is mitigated. G12 must be sup-
ported by the identified scenarios and causal factors of the unsafe control action UCA1 
being addressed.  

 
G12: UCA1 (Train 

door controller not 
provide open door 

command when 
person or obstacle is 

in the doorway) is 
mitigated

 S5: Arguments over scenarios 
and causal factors to identify 

mitigation of the unsafe 
control actions

A5: Identifying and 
elaborating scenarios and  
causal factors mitigate the 

unsafe control action  

C5: Created list of scenarios and 
causal factors: 
• CF1: Process model 

inconsistent: the process model 
does not consider that the 
controller must open the door 
when person or obstacle  is in 
the doorway.

• CF2: Sensor with inadequate 
operation: the sensor is not 
operating reliably; it does not 
sense that a person or obstacle 
is in the doorway.

• CF3: ...
G16: CF1 (Process 

model inconsistent: 
the process model 
does not consider 
that the controller 

must open the door 
when person or 

obstacle  is in the 
doorway) is 
addressed

G17: CF2 (Sensor 
with inadequate 

operation: the sensor 
is not operating 

reliably; it does not 
sense that a person 
or obstacle is in the 

doorway)  is 
addressed

 
 

As an example, Fig. 4 shows two scenarios and causal factors of UCA1: CF1 and CF2. 
The two scenarios and causal factors are addressed by the goals G16 and G17.  G16 
refers to CF1 (Process model inconsistent: the process model does not consider that 
the controller must open the door when person or obstacle is in the doorway) being 
addressed while G17 refers to CF2 (Sensor with inadequate operation: the sensor is 
not operating reliably; it does not sense that a person or obstacle is in the doorway) 
being  addressed. Both scenarios and causal factors are addressed through the strategy 
S5 in the context of knowledge of the list of scenarios and causal factors (C5). This list 
is the result of the STPA Step Identify Loss Scenarios.   

Fig. 4. Goal: UCA1 (Train door controller not provide open door command when person or 
obstacle is in the doorway) is mitigated. 
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Fig. 5 shows how the goal G16: CF1 (Process model inconsistent: the process model 
does not consider that the controller must open the door when person or obstacle is in 
the doorway) is addressed.  G16 is supported by one undeveloped goal G20 (Req1 is 
correctly and completely implemented and verified). Req1 is the requirement When 
Door state is "person in doorway" and Door position is "Partially open" then "Open 
door" control action shall be issued. As the goal is not part of STPA, it will not be 
analysed further.  The goal is justified through the strategy S6 in the context of 
knowledge of the list of requirements (C7). This list is also the result of the STPA Step 
Identify Loss Scenarios. 

Other requirements can be produced. For the causal factor CF2 of Fig. 4, the follow-
ing requirements can be generated: Probability of sensor failure per year shall be less 
than 0.01 (Req2) and Sensor continuous correct operation shall be monitored (Req3). 
The implementation and verification of these requirements shall be developed. 
 

G16: CF1 (Process model inconsistent: 
the process model does not consider 

that the controller must open the door 
when person or obstacle  is in the 

doorway) is addressed

S6: Argument over requirements
 to achieve that the causal factors are 

addressed

G20: Req 1 (When Door state is 
"person in doorway" and Door 

position is "Partially open" then "Open 
door" control action shall be issued) is 
correctly and completely implemented 

and verified

C7: Requirements list: 
• Req1: When Door state is "person 

in doorway" and Door position is 
"Partially open" then "Open door" 
control action shall be issued

• Req2: Probability of sensor failure 
per year shall be less than 0.01

• Req3: Sensor continuous correct 
operation shall be monitored

• ...

A6: Verification of the 
formulated requirements for 
each scenario addresses all 

causal factors.  

 

3.2 A Generic Pattern for the Joint Approach 

We now move on to the generalisation of the approach, which uses a pattern [13] and 
elaborates a GSN created for generic safety assurance using STPA for hazard analysis.  

 
Fig. 6 shows the use of patterns, creating a generic GSN for this purpose. The pre-

sented GSN pattern refers to an arbitrary system, i.e. the goal G1 must be instantiated 
for a specific system (system X). G1 is addressed by arguing on accidents and hazards 
through STPA (S1). The strategy S1 can only be executed in the context of knowledge 

Fig. 5. Goal: CF1 (Process model inconsistent: the process model does not consider that the 
controller must open the door when person or obstacle is in the doorway) is addressed. 
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of identified accidents and hazards (C1). G3 (mitigation of a hazard) must be instanti-
ated for all identified hazards of system X using STPA. G3 has multiplicity m (number 
of hazards). The goals G5, G7, and G9 in Fig. 6 must then be instantiated and further 
developed. 

4 Concluding Remarks 

In this paper, we presented the use of GSN for safety assurance in combination with 
STPA for hazard analysis, and illustrated it using a Train Door Controller System. The 
presented generic GSN pattern will aid documenting that a system is free from unac-
ceptable risks leading to accidents identified by STPA through mitigating the identified 
hazards.     

The GSN safety case documentation complements STPA, which is a complex hazard 
analysis technique employed in the concept stage of development. STPA involves many 
steps, which are not easy to follow and understand. Embedding the outcomes of the 
STPA analysis in GSN hopefully helps understanding how the steps of STPA can sup-
port the ultimate safety claim in later certification stages. 

Conversely, through the GSN documentation we are able to identify the contexts 
that make the STPA claims justifiable. They include Accident list and hazard list (C1), 
Safety control structure (C2), Unsafe control action list (C3), List of Scenarios and 
causal factors (C5), and List of requirements (C7). These contexts are the product of 
the STPA analysis and are critical to make the claim that “the system is free from un-
acceptable risks leading to accidents”. These contexts may be used as certification goals 
to be verified in later stages of the life cycle. 

Patterns provide a suitable means to foster systematic artefact reuse and aid in the 
development of new safety cases. We believe that the elaborated generic pattern can 
help the documentation of assurances cases of any system using GSN and STPA.  

In the TDC STPA analysis, there are 13 unsafe control actions and 3 safe control 
actions that if not followed are unsafe. These unsafe situations result in dozens of sce-
narios and causal factors, which result in dozens of GSNs. This is obviously a conse-
quence of the system complexity which would lead to a multiplicity of documents to 
be reviewed or analysed using supporting tools, no matter which pattern would be de-
ployed. 

Future works include applying the presented pattern to more examples, including 
more realistic cases. A different and clearly interesting direction of work that we are 
currently pursuing is to combine with meta-modelling from the model-based develop-
ment approaches, and also use the relevant verification results as evidence that would 
enrich the overall safety case when documented with GSN. 
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Fig. 6. GSN pattern for System X is free from unacceptable risks leading to accidents. 
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