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Abstract

SAFETY-CRITICAL APPLICATIONS have to function correctly
and deliver high level of quality-of-service even in the
presence of faults. This thesis deals with techniques for
tolerating effects of transient and intermittent faults. Re-
execution, software replication, and rollback recovery with
checkpointing are used to provide the required level of fault
tolerance at the software level. Hardening is used to increase
the reliability of hardware components. These techniques are
considered in the context of distributed real-time systems with
static and quasi-static scheduling.

Many safety-critical applications have also strict time and
cost constrains, which means that not only faults have to be
tolerated but also the constraints should be satisfied. Hence,
efficient system design approaches with careful consideration
of fault tolerance are required. This thesis proposes several
design optimization strategies and scheduling techniques that
take fault tolerance into account. The design optimization
tasks addressed include, among others, process mapping, fault
tolerance policy assignment, checkpoint distribution, and
trading-off between hardware hardening and software re-
execution. Particular optimization approaches are also
proposed to consider debugability requirements of fault-
tolerant applications. Finally, quality-of-service aspects have
been addressed in the thesis for fault-tolerant embedded
systems with soft and hard timing constraints.

The proposed scheduling and design optimization strategies
have been thoroughly evaluated with extensive experiments.
The experimental results show that considering fault
tolerance during system-level design optimization is essential
when designing cost-effective and high-quality fault-tolerant
embedded systems.
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Chapter 1
Introduction

THIS THESIS DEALS with the analysis and optimization of
safety-critical real-time applications implemented on fault-tol-
erant distributed embedded systems. Such systems are respon-
sible for critical control functions in aircraft, automobiles,
robots, telecommunication and medical equipment. Therefore,
they have to function correctly and meet timing constraints even
in the presence of faults.

Faults in distributed embedded systems can be permanent,
intermittent or transient. Permanent faults cause long-term
malfunctioning of components, while transient and intermittent
faults appear for a short time. The effects of transient and inter-
mittent faults, even though they appear for a short time, can be
devastating. They may corrupt data or lead to logic miscalcula-
tions, which can result in a fatal failure or dramatic quality-of-
service deterioration. Transient and intermittent faults appear
at a rate much higher than the rate of permanent faults and,
thus, are very common in modern electronic systems.

Transient and intermittent faults can be addressed in hard-
ware with hardening techniques, i.e., improving the hardware
technology and architecture to reduce the fault rate, or in soft-
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ware. We consider hardware-based hardening techniques and
several software-based fault tolerance techniques, including re-
execution, software replication, and rollback recovery with
checkpointing.

Safety-critical real-time applications have to be implemented
such that they satisfy strict timing requirements and tolerate
faults without exceeding a given amount of resources. Moreover,
not only timeliness, reliability and cost-related requirements
have to be considered but also other issues such as debugability
and testability have to be taken into account.

In this introductory chapter, we motivate the importance of
considering transient and intermittent faults during the design
optimization of embedded systems. We introduce the design
optimization problems addressed and present the main contri-
butions of our work. We also present an overview of the thesis
with short descriptions of the chapters.

1.1 Motivation
In this section we discuss the main sources of transient and
intermittent faults and how to consider such faults during
design optimization.

1.1.1 TRANSIENT AND INTERMITTENT FAULTS

There are several reasons why the rate of transient and inter-
mittent faults is increasing in modern electronic systems,
including high complexity, smaller transistor sizes, higher oper-
ational frequency, and lower voltage levels [Mah04, Con03,
Har01].

The first type of faults, transient faults, cause components to
malfunction for a short time, leading to corruption of memory or
miscalculations in logic, and then disappear [Sto96, Kor07]. A
good example of a transient fault is the fault caused by solar
radiation or electromagnetic interference. The rate of transient
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faults is often much higher compared to the rate of permanent
faults. Transient-to-permanent fault ratios can vary between
2:1 and 50:1 [Sos94], and more recently 100:1 or higher [Kop04].
Automobiles, for example, are largely affected by transient
faults [Cor04a, Han02] and proper fault tolerance techniques
against transient faults are needed.

Another type of faults, which we consider, are intermittent
faults. Although an intermittent fault manifests itself similar to
a transient fault, i.e., appears for a short time and then disap-
pears, this fault will re-appear at some later time [Sto96, Kor07].
For example, intermittent faults can be triggered by one improp-
erly placed device affecting other components through a radio
emission or via a power supply. One such component can also
create several intermittent faults at the same time.

It is observed that already now more than 50% of automotive
electronic components returned to the vendor have no physical
defects, and the malfunctioning is the result of intermittent and
transient faults produced by other components [Kim99].

Causes of transient and intermittent faults can vary a lot.
There exist several possible causes of these faults, including:
 • (solar) radiation (mostly neutrons) that can affect electronic

systems not only on the Earth orbit and in space but also on
the ground [Sri96, Nor96, Tan96, Ros05, Bau01, Vel07];

 • electromagnetic interference by mobile phones, wireless com-
munication equipment [Str06], power lines, and radars
[Han02];

 • lightning storms that can affect power supply, current lines,
or directly electronic components [Hei05];

 • internal electromagnetic interference [Wan03];
 • crosstalk between two or more internal wires [Met98];
 • ion particles in the silicon that are generated by radioactive

elements naturally present in the silicon [May78];
 • temperature variations [Wei04];
 • power supply fluctuations due to influence of internal compo-

nents [Jun04]; and
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 • loose connectors [Pet06], for example, between a network
cable and the distributed components attached to it.

From the fault tolerance point of view, transient faults and
intermittent faults manifest themselves in a similar manner:
they happen for a short time and then disappear without caus-
ing a permanent damage. Hence, fault tolerance techniques
against transient faults are also applicable for tolerating inter-
mittent faults and vice versa. Therefore, from now, we will refer
to both types of faults as transient faults and we will talk about
fault tolerance against transient faults, meaning tolerating both
transient and intermittent faults.

1.1.2 FAULT TOLERANCE AND DESIGN OPTIMIZATION

Safety-critical applications have strict time and cost constraints
and have to deliver a high level of quality of service, which
means that not only faults have be to tolerated but also the
imposed constraints have to be satisfied.

Traditionally, hardware replication was used as a fault toler-
ance technique against transient faults. For example, in the
MARS [Kop90, Kop89] approach each fault-tolerant component
is composed of three computation units, two main units and one
shadow unit. Once a transient fault is detected, the faulty com-
ponent must restart while the system is operating with the non-
faulty component. This architecture can tolerate one permanent
fault and one transient fault at a time, or two transient faults.
Another example is the XBW [Cla98] architecture, where hard-
ware duplication is combined with double process execution.
Four process replicas are run in total. Such an architecture can
tolerate either two transient faults or one transient fault with
one permanent fault. Interesting implementations can be also
found in avionics. For example, an airborne architecture, which
contains seven hardware replicas that can tolerate up to three
transient faults, has been studied in [Als01] based on the flight
control system of the JAS 39 Gripen aircraft. However, this solu-
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tion is very costly and can be used only if the amount of
resources is virtually unlimited. In other words, existing archi-
tectures are either too costly or are unable to tolerate multiple
transient faults.

In order to reduce cost, other techniques are required such as
software replication [Xie04, Che99], recovery with checkpoint-
ing [Jie96, Pun97, Bar08, Yin03, Yin06, Aya08, Kri93], and re-
execution [Kan03a]. However, if applied in a straightforward
manner to an existing design, software-based techniques
against transient faults introduce significant time overheads,
which can lead to unschedulable solutions. Time overhead can
be reduced with hardening techniques [Gar06, Hay07, Moh03,
Zha06, Zho06, Zho08], which reduce the transient fault rate
and, hence, the number of faults propagated to the software
level. On the other hand, using more reliable and/or faster com-
ponents, or a larger number of resources, may not be affordable
due to cost constraints. Therefore, efficient design optimization
techniques are required, in order to meet time and cost con-
straints within the given resources, in the context of fault-toler-
ant systems.

Transient faults are also common for communication chan-
nels, even though we do not deal with them in this thesis. We
assume that transient faults on the bus are addressed at the
communication level, for example, with the use of efficient error
correction codes [Pir06, Bal06, Ema07], through hardware repli-
cation of the bus [Kop03, Sil07], and/or acknowledgements/
retransmissions [Jon08]. Solutions such as a cyclic redundancy
code (CRC) are implemented in communication protocols availa-
ble on the market [Kop93, Kop03, Fle04].
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1.2 Contributions
In our approach, an embedded application is represented as a
set of soft and hard real-time processes [But99] communicating
by sending messages. Hard processes represent time-con-
strained parts of the application, which must be always executed
and meet deadlines. A soft process can complete after its dead-
line and its completion time is associated with a value function
that characterizes its contribution to the quality-of-service of the
application.

Hard and soft processes are mapped on computation nodes
connected to a communication infrastructure. Processes and
communication schedules are determined off-line by quasi-static
scheduling that generates a tree of fault-tolerant schedules that
maximize the quality-of-service value of the application and, at
the same time, guarantees deadlines for hard processes. At run
time, an online runtime scheduler with very low online overhead
would select the appropriate schedule based on the occurrence of
faults and the actual execution times of processes. Our design
optimization considers the impact of communications on the
overall system performance.

Reliability of computation nodes can be increased with hard-
ening in order to reduce the number of transients faults propa-
gating to the software level. To provide resiliency against
transient faults propagated to the software, various fault toler-
ance techniques can be applied to the application processes,
such as re-execution, replication, or recovery with checkpoint-
ing. Design optimization algorithms consider the various over-
heads introduced by the different techniques and determine
which are to be applied for each process. In addition to perform-
ance, quality-of-service and cost-related requirements, debuga-
bility and testability of embedded systems are also taken into
account during design optimization.
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The main contributions of this thesis are the following:
 • Scheduling techniques with fault tolerance [Izo05,

Pop09, Izo06b, Izo10b]. In the thesis we propose two schedul-
ing techniques for dealing with transient faults in the con-
text of hard real-time systems. The first technique, shifting-
based scheduling, is able to quickly produce efficient sched-
ules of processes and messages, where the order of processes
is preserved in the case of faults and communications on the
bus are fixed. The second technique, conditional scheduling,
creates more efficient schedules than the ones generated
with the shifting-based scheduling, by overcoming restric-
tions of fixed communications on the bus and allowing
changing of process order in the case of faults. This approach
allows to take into account testability and debugability
requirements of safety-critical applications.

 • Value-based scheduling techniques with fault toler-
ance [Izo08a, Izo08b, Izo10a]. These scheduling techniques
produce a tree of fault-tolerant schedules for embedded sys-
tems composed of soft and hard processes, such that the
quality-of-service of the application is maximized and all
hard deadlines are satisfied.

 • Mapping optimization strategies [Izo05, Izo06a, Pop09,
Izo10b], which produce an efficient mapping of processes and
process replicas on the computation nodes.

 • Fault tolerance policy assignment strategies [Izo05,
Izo06c, Pop09] for assigning the appropriate combinations of
fault tolerance techniques to processes, such that the faults
are tolerated and the deadlines are satisfied within the
imposed cost constraints.

 • An approach to optimization of checkpoint distribu-
tion in rollback recovery [Izo06c, Pop09]. We propose an
approach to calculate the optimal checkpoint distribution in
the context of a single process and an optimization heuristic
to determine an appropriate checkpoint distribution for real-
time applications composed of many processes.



CHAPTER 1

8

 • A design approach for trading-off between component
hardening level and number of re-executions [Izo09].
In this approach we combine component hardening with re-
executions in software in order to provide a fault-tolerant
system that satisfies cost and time constraints and, at the
same time, meets the specified reliability goal. The design
approach is based on the system failure probability (SFP)
analysis that connects the global reliability of the system
with the reliability levels of the hardened hardware compo-
nents and the number of re-executions introduced into soft-
ware.

1.3 Thesis Overview
Part II and Part IV of the thesis are devoted to various design
optimization approaches for hard real-time applications, where
hard real-time constraints have to be satisfied even in the pres-
ence of faults. In Part III, we extend our approach to systems
composed of hard and soft real-time processes. In addition to
hard real-time constraints being satisfied we also perform a
value-based optimization of the overall quality-of-service.

The thesis structure is, thus, as follows:

Part I. Preliminaries:

 • Chapter 2 introduces basic concepts of fault tolerance in
software and in hardware in the context of system-level
design and optimization algorithms and presents the related
work.

 • Chapter 3 presents our hardware architecture and applica-
tion models with our quality-of-service and fault model. We
introduce the notion of transparency and frozenness related
to testability and debugability requirements of applications.
This chapter also discusses software-level fault tolerance
techniques in the context of static cyclic scheduling.
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Part II. Hard Real-Time Systems:

 • Chapter 4 presents two scheduling techniques with fault
tolerance requirements, including scheduling with transpar-
ency/performance trade-offs, in the context of hard real-time
systems. These scheduling techniques are used by design
optimization strategies presented in the later chapters to
derive fault-tolerant schedules.

 • Chapter 5 discusses mapping and policy assignment optimi-
zation issues. We propose a mapping and fault tolerance pol-
icy assignment strategy that combines software replication
with re-execution.

 • Chapter 6 introduces our checkpoint distribution strategies.
We also present mapping and policy assignment optimiza-
tion with checkpointing.

Part III. Mixed Soft and Hard Real-Time Systems:

 • Chapter 7 presents value-based scheduling techniques to
produce a tree of fault-tolerant schedules for monoprocessor
embedded systems composed of soft and hard processes. The
level of quality-of-service must be maximized and hard dead-
lines must be satisfied even in the worst-case scenarios and
in the presence of faults. We suggest an efficient tree-size
optimization algorithm to reduce the number of necessary
fault-tolerant schedules in the schedule tree.

 • Chapter 8 proposes value-based scheduling techniques for
distributed embedded systems composed of soft and hard
processes. We use a signalling mechanism to provide syn-
chronization between computation nodes, which increases
efficiency of the generated schedules.

Part IV. Embedded Systems with Hardened Components:

 • Chapter 9 proposes a system failure probability (SFP) anal-
ysis to determine if the reliability goal of the system is met
under a given hardening and re-execution setup. The SFP
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analysis is used by our design optimization strategy in Chap-
ter 10.

 • Chapter 10 presents a design strategy to trade-off between
hardening and software-level fault tolerance in the context of
hard real-time systems. We propose a number of design opti-
mization heuristics to minimize the system hardware cost
while satisfying time constraints and reliability require-
ments.

Part V. Conclusion:

 • Chapter 11, finally, presents our conclusions and possible
directions of future work based on the material presented in
this thesis.
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Chapter 2
Background and

Related Work

THIS CHAPTER presents background and related work in the
area of system-level design, including a generic design flow for
embedded systems. We also discuss software and hardware-level
fault tolerance techniques. Finally, we present relevant research
work on design optimization for fault-tolerant embedded sys-
tems and suggest a possible design flow with fault tolerance.

2.1 Design and Optimization
System-level design of embedded systems is typically composed
of several steps, as illustrated in Figure 2.1. In the “System
Specification” step, an abstract system model is developed. In
our application model, functional blocks are represented as proc-
esses and communication data is encapsulated into messages.
Time constraints are imposed in form of deadlines assigned to
the whole application, to individual processes or to groups of
dependent processes.
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The hardware architecture is selected in the “Architecture
Selection” step. The architecture for automotive applications
that we consider in this thesis consists of a set of computation
nodes connected to a bus. The computation nodes are heteroge-
neous and have different performance characteristics and relia-
bility properties. They also have different costs, depending on
their performance, reliability, power consumption and other
parameters. Designers should choose an architecture with a
good price-to-quality ratio within the imposed cost constraints.

In the “Mapping & Hardware/Software Partitioning” step,
mapping of application processes on computation nodes has to
be decided such that the performance of the system is maxi-
mized and given design constraints are satisfied [Pra94, Pop04b,
Pop04c, Pop04a]. These can include memory constraints, power
constraints, as well as security- and safety-related constraints.
Some processes can be implemented in hardware using ASICs or
FPGAs. The decision on whether to implement processes in
hardware is taken during hardware/software partitioning of the
application [Cho95, Ele97, Ern93, Bol97, Dav99, Axe96, Mir05].

System Specification

Architecture Selection

Mapping & Hardware/

Scheduling

Back-end Synthesis

Figure 2.1: Generic Design Flow

Feedback
loops

Software Partitioning
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After mapping and partitioning, the execution order and start
times of processes are considered in the “Scheduling” step.
Scheduling can be either static or dynamic. In the case of
dynamic scheduling, start times are determined online based on
priorities assigned to the processes [Liu73, Tin94, Aud95]. In
static cyclic scheduling [Kop97, Jia00], start times of processes
and sending times of messages are pre-defined off-line and
stored in form of schedule tables. Researchers have developed
several algorithms to efficiently produce static schedules off-
line. Many of these algorithms are based on list scheduling heu-
ristics [Cof72, Deo98, Jor97, Kwo96]. However, off-line static
cyclic scheduling lacks flexibility and, unless extended with
adaptive functionality, cannot handle overloads or efficiently
provide fault recovery [Dim01, Kan03a]. In this thesis we over-
come the limitations of static cyclic scheduling by employing
quasi-static scheduling techniques, which will be used to design
fault-tolerant systems and can provide the flexibility needed to
efficiently handle soft real-time processes [Cor04b]. Quasi-static
scheduling algorithms produce a tree of schedules, between
which the scheduler switches at runtime based on the conditions
(such as fault occurrences or process finishing times) calculated
online, during the runtime of the application.

If, according to the resulted schedule, deadlines are not satis-
fied or the desired quality-of-service level is not achieved, then
either mapping or partitioning should be changed (see the feed-
back line in Figure 2.1). If no acceptable solution in terms of
quality, costs or deadlines can be found by optimizing process
mapping and/or the schedule, then the hardware architecture
needs to be modified and the optimization will be performed
again.

After a desirable implementation has been found, the back-
end system synthesis of a prototype will be performed for both
hardware and software (shown as the last step in the design
flow).
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If the prototype does not meet requirements, then either the
design or specification will have to be changed. However, re-
design of the prototype has to be avoided as much as possible by
efficient design optimization in the early design stages, in order
to reduce design costs.

2.2 Fault Tolerance Techniques
In this section, we present first several error-detection tech-
niques that can be applied against transient faults. Then, we
discuss software-based fault tolerance techniques such as re-
execution, rollback recovery with checkpointing, and software
replication, and introduce hardening techniques.

2.2.1 ERROR DETECTION TECHNIQUES

In order to achieve fault tolerance, a first requirement is that
transient faults have to be detected. Researchers have proposed
several error-detection techniques against transient faults,
including watchdogs, assertions, signatures, duplication, and
memory protection codes.

Signatures. Signatures [Nah02a, Jie92, Mir95, Sci98, Nic04]
are among the most powerful error detection techniques. In this
technique, a set of logic operations can be assigned with pre-
computed “check symbols” (or “checksum”) that indicate
whether a fault has happened during those logic operations. Sig-
natures can be implemented either in hardware, as a parallel
test unit, or in software. Both hardware and software signatures
can be systematically applied without knowledge of implemen-
tation details.

Watchdogs. In the case of watchdogs [Ben03, Mah88, Mir95],
program flow or transmitted data is periodically checked for the
presence of faults. The simplest watchdog schema, watchdog
timer, monitors the execution time of processes, whether it
exceeds a certain limit [Mir95]. Another approach is to incorpo-
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rate simplified signatures into a watchdog. For example, it is
possible to calculate a general “checksum” that indicates correct
behaviour of a computation node [Sos94]. Then, the watchdog
will periodically test the computation node with that checksum.
Watchdogs can be implemented either in hardware as a separate
processor [Ben03, Mah88] or in software as a special test pro-
gram.

Assertions. Assertions [Gol03, Hil00, Pet05] are an applica-
tion-level error-detection technique, where logical test state-
ments indicate erroneous program behaviour (for example, with
an “if” statement: if not <assertion> then <error>). The logical
statements can be either directly inserted into the program or
can be implemented in an external test mechanism. In contrast
to watchdogs, assertions are purely application-specific and
require extensive knowledge of the application details. However,
assertions are able to provide much higher error coverage than
watchdogs.

Duplication. If the results produced by duplicated entities
are different, then this indicates the presence of a fault. Exam-
ples of duplicated entities are duplicated instructions [Nah02b],
functions [Gom06], procedure calls [Nah02c], and whole proc-
esses. Duplication is usually applied on top of other error detec-
tion techniques to increase error coverage.

Memory protection codes. Memory units, which store pro-
gram code or data, can be protected with error detection and cor-
rection codes (EDACs) [Shi00, Pen95]. An EDAC code separately
protects each memory block to avoid propagation of faults. A
common schema is “single-error-correcting, double-error-detect-
ing” (SEC-DED) [Pen95] that can correct one fault and detect
two faults simultaneously in each protected memory block.

Other error-detection techniques. There are several other
error-detections techniques, for example, transistor-level cur-
rent monitoring [Tsi01] or the widely-used parity-bit check.

Error coverage of error-detection techniques has to be as high
as possible. Therefore, several error-detection techniques are
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often applied together. For example, hardware signatures can be
combined with transistor-level current monitoring, memory pro-
tection codes and watchdogs. In addition, the application can
contain assertions and duplicated procedure calls.

Error-detection techniques introduce an error-detection over-
head, which is the time needed for detecting faults. The error-
detection overhead can vary a lot with the error-detection tech-
nique used. In our work, unless other specified, we account the
error-detection overhead in the worst-case execution time of
processes.

2.2.2 RE-EXECUTION

In software, after a transient fault is detected, a fault tolerance
mechanism has to be invoked to handle this fault. The simplest
fault tolerance technique to recover from fault occurrences is re-
execution [Kan03a]. With re-execution, a process is executed
again if affected by faults.

The time needed for the detection of faults is accounted for by
error-detection overhead. When a process is re-executed after a
fault has been detected, the system restores all initial inputs of
that process. The process re-execution operation requires some
time for this, which is captured by the recovery overhead. In
order to be restored, the initial inputs to a process have to be
stored before the process is executed for first time. For the sake
of simplicity, however, we will ignore this particular overhead,
except for the discussion of rollback recovery with checkpointing
in Section 2.2.3, Section 3.2, and Chapter 6.1 The error detection

1. The overhead due to saving process inputs does not influence the 
design decisions during mapping and policy assignment optimization 
when re-execution is used. However, we will consider this overhead in 
rollback recovery with checkpointing as part of the checkpointing 
overhead during the discussion about checkpoint optimization in 
Chapter 6.
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and recovery overheads will be denoted throughout this work
with α and μ, respectively.

Figure 2.2 shows the re-execution of process P1 in the pres-
ence of a single fault. As illustrated in Figure 2.2a, the process
has the worst-case execution time of 60 ms, which includes the
error-detection overhead α of 10 ms. In Figure 2.2b process P1
experiences a fault and is re-executed. We will denote the j-th
execution of process Pi as Pi/j. Accordingly, the first execution of
process P1 is denoted as P1/1 and its re-execution P1/2. The recov-
ery overhead μ = 10 ms is depicted as a light grey rectangle in
Figure 2.2.

2.2.3 ROLLBACK RECOVERY WITH CHECKPOINTING

The time needed for re-execution can be reduced with more com-
plex fault tolerance techniques such as rollback recovery with
checkpointing [Pun97, Bar08, Yin03, Yin06, Ora94, Aya08,
Kri93]. The main principle of this technique is to restore the last
non-faulty state of the failing process. The last non-faulty state,
or checkpoint, has to be saved in advance in the static memory
and will be restored if the process fails. The part of the process
between two checkpoints or between a checkpoint and the end of
the process is called an execution segment.1

1. Note that re-execution can be considered as rollback recovery with a 
single checkpoint, where this checkpoint is the initial process state and 
the execution segment is the whole process.

a) b)P1

C1 = 60 ms

α =10 ms

Figure 2.2: Re-execution

P1/1 P1/2

μ = 10 ms
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There are several approaches to distribute checkpoints. One
approach is to insert checkpoints in the places where saving of
process states is the fastest [Ziv97]. However, this approach is
application-specific and requires knowledge of application
details. Another approach is to systematically insert check-
points, for example, at equal intervals [Yin06, Pun97, Kwa01].

An example of rollback recovery with checkpointing is pre-
sented in Figure 2.3. We consider processes P1 with the worst-
case execution time of 60 ms and error-detection overhead α of
10 ms, as depicted in Figure 2.3a. In Figure 2.3b, two check-
points are inserted at equal intervals. The first checkpoint is the
initial state of process P1. The second checkpoint, placed in the
middle of process execution, is for storing an intermediate proc-
ess state. Thus, process P1 is composed of two execution seg-
ments. We will name the k-th execution segment of process Pi as

. Accordingly, the first execution segment of process P1 is 
and its second segment is . Saving process states, including
saving initial inputs, at checkpoints, takes a certain amount of
time that is considered in the checkpointing overhead χ, depicted
as a black rectangle.

In Figure 2.3c, a fault affects the second execution segment
 of process P1. This faulty segment is executed again starting

from the second checkpoint. Note that the error-detection over-
head α is not considered in the last recovery in the context of
rollback recovery with checkpointing because, in this example,
we assume that a maximum of one fault can happen.

We will denote the j-th execution of k-th execution segment of
process Pi as . Accordingly, the first execution of execution

Figure 2.3: Rollback Recovery with Checkpointing

a) b) P1 P1
1 2
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c)

μ = 10 ms

P1 P1/1
1 2

P1/2
2P1
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k P1

1
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segment  has the name  and its second execution is
named . Note that we will not use the index j if we only
have one execution of a segment or a process, as, for example,
P1’s first execution segment  in Figure 2.3c.

When recovering, similar to re-execution, we consider a recov-
ery overhead μ, which includes the time needed to restore check-
points. In Figure 2.3c, the recovery overhead μ, depicted with a
light gray rectangle, is 10 ms for process P1.

The fact that only a part of a process has to be restarted for
tolerating faults, not the whole process, can considerably reduce
the time overhead of rollback recovery with checkpointing com-
pared to re-execution.

2.2.4 ACTIVE AND PASSIVE REPLICATION

The disadvantage of rollback recovery techniques, such as re-
execution1 and rollback recovery with checkpointing, is that
they are unable to explore spare capacity of available
computation nodes and, by this, to possibly reduce the schedule
length. If the process experiences a fault, then it has to recover
on the same computation node. In contrast to rollback recovery
technique, active and passive replication techniques can utilize
available spare capacity of other computation nodes. Moreover,
active replication provides the possibility of spatial redundancy,
e.g. the ability to execute process replicas in parallel on different
computation nodes.

In the case of active replication [Xie04], all replicas of proc-
esses are executed independently of fault occurrences. In the
case of passive replication, also known as primary-backup
[Ahn97, Sze05], on the other hand, replicas are executed only if
faults occur. In Figure 2.4 we illustrate primary-backup and
active replication. We consider process P1 with the worst-case
execution time of 60 ms and error-detection overhead α of 10 ms,

1. Sometimes referred as rollback recovery with a single checkpoint.

P1
2 P1/1

2

P1/2
2

P1
1
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see Figure 2.4a. Process P1 will be replicated on two computa-
tion nodes N1 and N2, which is enough to tolerate a single fault.
We will name the j-th replica of process Pi as Pi(j). Note that, for
the sake of uniformity, we will consider the original process as
the first replica. Hence, the replica of process P1 is named P1(2)
and process P1 itself is named as P1(1).

In the case of active replication, illustrated in Figure 2.4b,
replicas P1(1) and P1(2) are executed in parallel, which, in this
case, improves system performance. However, active replication
occupies more resources compared to primary-backup because
P1(1) and P1(2) have to run even if there is no fault, as shown in
Figure 2.4b1. In the case of primary-backup, illustrated in
Figure 2.4c, the “backup” replica P1(2) is activated only if a fault
occurs in P1(1). However, if faults occur, primary-backup takes
more time to complete compared to active replication as shown
in Figure 2.4c2, compared to Figure 2.4b2. To improve perform-
ance, primary-backup can be enhanced with checkpointing as
discussed, for example, in [Sze05] so that only a part of the rep-
lica is executed in the case of faults.

In our work, we are mostly interested in active replication.
This type of replication provides the possibility of spatial redun-
dancy, which is lacking in rollback recovery.

N1

N2

N1

N2

N1

N2

N1

N2

Figure 2.4: Active Replication (b) and Primary-Backup (c)
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2.2.5 HARDENING

Transient faults can also be addressed with hardening tech-
niques, i.e., improving the hardware architecture to reduce the
transient fault rate. Researchers have proposed a variety of
hardware hardening techniques. Zhang et al. [Zha06] have pro-
posed an approach to hardening of flip-flops, resulting in a
small area overhead and significant reduction in the transient
fault rate. Mohanram and Touba [Moh03] have studied harden-
ing of combinatorial circuits. Zhou et al. [Zho08] have proposed
a “filtering technique” for hardening of combinatorial circuits.
Zhou and Mohanram [Zho06] have studied the problem of gate
resizing as a technique to reduce the transient fault rate. Garg
et al. [Gar06] have connected diodes to the duplicated gates to
implement an efficient and fast voting mechanism. Finally, a
hardening approach to be applied in early design stages has
been presented in [Hay07], which is based on the transient fault
detection probability analysis.

Nevertheless, hardening comes with a significant overhead in
terms of cost and speed [Pat08, Tro06]. The main factors which
affect the cost are the increased silicon area, additional design
effort, lower production quantities, excessive power consump-
tion, and protection mechanisms against radiation, such as
shields. Hardened circuits are also significantly slower than the
regular ones. Manufacturers of hardened circuits are often
forced to use technologies few generations back [Pat08, Tro06].
Hardening also enlarges the critical path of the circuit, because
of a voting mechanism [Gar06] and increased silicon area.

To reduce the probability of faults, the designer can choose to
use a hardened, i.e., a more reliable, version of the computation
node. Such a hardened version will be called an h-version. Thus,
each node Nj is available in several versions, with different
hardening levels, denoted with h. We denote  the h-version of
node Nj, and with  the cost associated with . In Figure 2.5
we consider one process, P1, and one computation node, N1, with

Nj
h

Cj
h Nj

h
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three h-versions,  without hardening and  and  progres-
sively more hardened. The execution times (t) and failure proba-
bilities (p) for the process on different h-versions of node N1 are
shown in the table. The corresponding costs are also associated
with these versions (given at the bottom of the table). For exam-
ple, with the h-version , the failure probability is reduced by
two orders of magnitude, compared to the first version . How-
ever, using  will cost twice as much as the solution with less
hardening. Moreover, with more hardening, due to performance
degradation, the execution time on  is twice as much as on
the first version .

2.3 Transparency
A common systematic approach for debugging embedded soft-
ware is to insert observation points into software and hardware
[Vra97, Tri05, Sav97] for observing the system behaviour under
various circumstances. The observation points are usually
inserted by an expert, or can be automatically injected based on
statistical methods [Bou04]. In order to efficiently trace design
errors, the results produced with the observation points have to
be easily monitored, even in the recovery scenarios against tran-
sient faults.

Tolerating transient faults leads to many execution scenarios,
which are dynamically adjusted in the case of fault occurrences.

N1
1 N1

2 N1
3

N1
2

Figure 2.5: Hardening
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The number of execution scenarios grows exponentially with the
number of processes and the number of tolerated transient
faults. In order to debug, test, or verify the system, all its execu-
tion scenarios have to be taken into account. Therefore, monitor-
ing observation points for all these scenarios is often infeasible
and debugging, verification and testing become very difficult.

The overall number of possible recovery scenarios can be con-
siderably reduced by restricting the system behaviour, in partic-
ular, by introducing transparency requirements or, simply,
transparency. A transparent recovery scheme has been proposed
in [Kan03a], where recovering from a transient fault on one
computation node does not affect the schedule of any other node.
In general, transparent recovery has the advantage of increased
debugability, where the occurrence of faults in a certain process
does not affect the execution of other processes, which reduces
the total number of execution scenarios. At the same time, with
increased transparency, the amount of memory needed to store
the schedules decreases. However, transparent recovery
increases the worst-case delay of processes, potentially reducing
the overall performance of the embedded system. Thus, efficient
design optimization techniques are even more important in
order to meet time and cost constraints in the context of fault-
tolerant embedded systems with transparency requirements. To
our knowledge, most of the design strategies proposed so far
[Yin03, Yin06, Xie04, Pin08, Sri95, Mel04, Aya08, Bar08,
Aid05] have not explicitly addressed the transparency require-
ments for fault tolerance. If at all addressed, these requirements
have been applied, at a very coarse-grained level, to a whole
computation node, as in the case of the original transparent re-
execution proposed in [Kan03a].
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2.4 Design Optimization with Fault Tolerance
Fault-tolerant embedded systems have to be optimized in order
to meet time, quality-of-service, and cost constraints. Research-
ers have shown that schedulability of an application can be
guaranteed for pre-emptive online scheduling under the pres-
ence of a single transient fault [Ber94, Bur96, Han03].

Liberato et al. [Lib00] have proposed an approach for design
optimization of monoprocessor systems in the presence of multi-
ple transient faults and in the context of pre-emptive earliest-
deadline-first (EDF) scheduling. Ying Zhang and Chakrabarty
[Yin03] have proposed a checkpointing optimization approach
for online fixed-priority scheduling to tolerate k faults in peri-
odic real-time tasks during a hyperperiod. The application is run
on a monoprocessor system and only rollback recovery with
checkpointing is considered as a fault tolerance technique.

Hardware/software co-synthesis with fault tolerance has been
addressed in [Sri95] in the context of event-driven scheduling.
Hardware and software architectures have been synthesized
simultaneously, providing a specified level of fault tolerance and
meeting the performance constraints, while minimizing the sys-
tem costs. Safety-critical processes are re-executed in order to
tolerate transient fault occurrences. This approach, in principle,
also addresses the problem of tolerating multiple transient
faults, but does not consider static cyclic scheduling. Design
optimization is limited to only hardware/software co-design,
where some of the software functionality is migrated to ASICs
for improving performance. Both hard and soft real-time con-
straints are considered in this work. However, value-based
scheduling optimization is not performed, assuming unchanged
fixed priorities of process executions in all hardware/software
co-design solutions.

Xie et al. [Xie04] have proposed a technique to decide how rep-
licas can be selectively inserted into the application, based on
process criticality. Introducing redundant processes into a pre-
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designed schedule has been used in [Con05] in order to improve
error detection. Both approaches only consider one single fault.

Szentivanyi et al. [Sze05] have proposed a checkpoint optimi-
zation approach in the context of servers running high-availabil-
ity applications, employing primary-backup replication strategy.
The queuing theory has been used to mathematically model sys-
tem behaviour in the context of requests arriving to the servers,
and in order to optimize system availability in the presence of
faults. However, as the authors in [Sze05] have re-called, their
approach is not suitable for hard real-time applications, as the
ones discussed in this thesis. Moreover, fault tolerance policy
assignment, mapping and scheduling with fault tolerance are
not addressed in [Sze05].

Ayav et al. [Aya08] have achieved fault tolerance for real-time
programs with automatic transformations, where recovery with
checkpointing is used to tolerate one single fault at a time. Shye
et al. [Shy07] have developed a process-level redundancy
approach against multiple transient faults with active replica-
tion on multi-core processors in general-purpose computing sys-
tems. Design optimization and scheduling are not addressed in
[Shy07], assuming a given fault tolerance and execution setup.

Wattanapongsakorn and Levitan [Wat04] have optimized reli-
ability for embedded systems, both for hardware and software,
taking costs aspects into account. However, their technique is
limited to only software or hardware permanent faults of a com-
ponent, i.e., transient faults are not addressed. Traditional
hardware replication and N-version programming are used as
fault tolerance techniques. A simulated annealing-based algo-
rithm has been developed to provide design optimization of the
reliability against permanent faults with reduced hardware and
software costs of the fault tolerance. However, neither mapping
optimization nor scheduling have been addressed in [Wat04].

Aidemark et al. [Aid05] have developed a framework for node-
level fault tolerance in distributed real-time systems. System-
atic and application-specific error detection mechanisms with
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recovery have been used to ensure fail-silent behaviour of com-
putation nodes in the presence of transient faults. Although a
fixed priority scheduling with reserved recovery slacks is
assumed to be employed, design optimization and scheduling
with fault tolerance are not addressed in [Aid05].

Power-related optimization issues of fault-tolerant embedded
systems have been studied in [Yin06, Jia05, Zhu05, Mel04,
Wei06, Pop07]. Ying Zhang et al. [Yin04, Yin06] have studied
fault tolerance and dynamic power management in the context
of message-passing distributed systems. The number of check-
points has been optimized in order to improve power consump-
tion and meet timing constraints of the system without,
however, performing fault tolerance-aware optimization of map-
ping and scheduling. Fault tolerance has been applied on top of a
pre-designed system, whose process mapping and scheduling
ignore the fault tolerance issue. Jian-Jun Han and Qing-Hua Li
[Jia05] have proposed a scheduling optimization algorithm for
reducing power consumption in the context of online least-exe-
cution-time-first scheduling. Dakai Zhu et al. [Zhu05] have stud-
ied sequential and parallel recovery schemes on a set of
distributed servers, which tolerate arbitrary faults affecting
aperiodic tasks/requests. They use very different application
model and neither consider hard deadlines nor optimize sched-
uling or mapping of processes. Melhem et al. [Mel04] have con-
sidered checkpointing for rollback recovery in the context of
online earliest-deadline-first (EDF) scheduling on a monoproces-
sor embedded system. They have proposed two checkpointing
policies for reducing power consumption, where the number of
checkpoints can be analytically determined in the given context
of EDF scheduling. Wei et al. [Wei06] have proposed an online
scheduling algorithm for power consumption minimization in
the context of hard real-time monoprocessor systems. Pop et al.
[Pop07] have studied reliability and power consumption of dis-
tributed embedded systems. Mapping has been considered as
given to the problem and only scheduling has been optimized. A
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scheduling technique, based on our scheduling approach pre-
sented in Chapter 4 of this thesis, has been proposed to provide a
schedulable solution, which satisfies the reliability against the
given number of transient faults with the lowest-possible power
consumption.

Kandasamy et al. [Kan03a] have proposed constructive map-
ping and scheduling algorithms for transparent re-execution on
multiprocessor systems. The work has been later extended with
fault-tolerant transmission of messages on a time-division mul-
tiple access bus [Kan03b]. Both papers consider only one fault
per computation node, and only process re-execution is used.

Very few research work is devoted to general design
optimization in the context of fault tolerance. For example,
Pinello et al. [Pin04, Pin08] have proposed a simple heuristic for
combining several static schedules in order to mask fault
patterns. Passive replication has been used in [Alo01] to handle
a single failure in multiprocessor systems so that timing
constraints are satisfied. Multiple failures have been addressed
with active replication in [Gir03] in order to guarantee a
required level of fault tolerance and satisfy time constraints.
None of these previous work, however, has considered optimal
assignment of fault tolerance policies, nor has addressed
multiple transient faults in the context of static cyclic
scheduling.

Regarding hardware, a variety of hardening optimization
techniques against transient faults have been developed, which
optimize hardware cost and area overhead with respect to hard-
ware reliability [Zha06, Moh03, Zho06, Zho08, Hay07, Gar06].
However, these techniques target optimization of hardware
alone and do not consider embedded applications, which will be
executed on this hardware and their fault recovery capabilities.
Thus, hardening may either lead to unnecessary overdesign of
hardware or to its insufficient reliability since hardware design-
ers will use unrealistic assumptions about the software and the
system as a whole. To overcome this limitation, hardware hard-
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ening levels should be optimized in a more global system con-
text, taking into account properties of the application and
system requirements.

Regarding soft real-time systems, researchers have shown
how faults can be tolerated with active replication while
maximizing the quality level of the system [Mel00]. During
runtime, the resource manager allocates available system
resource for each arrived process such that the overall quality of
the system is not compromised while degree of the fault
tolerance is maintained. An online greedy resource allocation
algorithm has been proposed, which incrementally chooses
waiting process replicas and allocate them to the least loaded
processors. In [Ayd00] faults are tolerated while maximizing the
reward in the context of online scheduling and an imprecise
computation model, where processes are composed of mandatory
and optional parts. Monoprocessor architecture is considered
and the fault tolerance is provided with online recovering of the
task parts. In [Fux95] the trade-off between performance and
fault tolerance, based on active replication, is considered in the
context of online scheduling. This, however, incurs a large
overhead during runtime which seriously affects the quality of
the results. None of the above approaches considers value-based
scheduling optimization in the context of static cyclic
scheduling. In general, the considered value-based optimization
is either very limited and based on costly active replication
[Mel00, Fux95] or restricted to monoprocessor systems with
online scheduling [Ayd00].

Hard and soft real-time systems have been traditionally
scheduled using very different techniques [Kop97]. However,
many applications have both components with hard and soft
timing constraints [But99]. Therefore, researchers have recently
proposed techniques for addressing mixed hard and soft real-
time systems [But99, Dav93, Cor04b]. Particularly, Cortes et al.
[Cor04b] have developed a design approach for multiprocessor
embedded systems composed of soft and hard processes. None of
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the above mentioned work on mixed soft and hard real-time sys-
tems, however, addresses fault tolerance aspects.

Hereafter we present the summary of limitations of previous
research work, which we address in this thesis:

 • design optimization of embedded systems with fault
tolerance is usually restricted to a single aspect, as, for
example, process mapping is not considered together with
fault tolerance issues;

 • fault tolerance policy assignment, e.g., deciding which fault
tolerance technique or combination of techniques to apply to
a certain process, is not considered;

 • multiple faults are not addressed in the context of static
cyclic scheduling;

 • transparency, if at all addressed, is restricted to a whole com-
putation node and is not flexible;

 • fault tolerance aspects are not considered for mixed soft and
hard real-time systems, i.e., the value-based optimization in
the context of fault-tolerant mixed soft/hard embedded sys-
tems is not addressed;

 • reliability of hardware is usually addressed alone, without
considering software-level fault tolerance, which may lead to
unnecessarily expensive solutions.

2.4.1 DESIGN FLOW WITH FAULT TOLERANCE TECHNIQUES

In Figure 2.6 we enhance the generic design flow presented in
Figure 2.1, with the consideration of fault tolerance techniques.
In the “System Specification and Architecture Selection” stage,
designers specify, besides other functional and non-functional
properties, timing constraints, for example, deadlines, and select
a certain fault-tolerant architecture. They also set the maximum
number k of transient faults in the application period T, which
must be tolerated in software for the selected architecture.
Designers can introduce transparency requirements in order to
improve the debugability and testability on the selected archi-
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tecture (step A in Figure 2.6). Based on the number k of tran-
sient faults and the transparency requirements, design

Figure 2.6: Design Flow with Fault Tolerance
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optimization and scheduling are performed in the “Design Opti-
mization and Scheduling” stage.1

In the “Fault Tolerance Policy Assignment” step in Figure 2.6,
processes are assigned with fault tolerance techniques against
transient faults. For example, some processes can be assigned
with recovery (re-execution), some with active replication, and
some with a combination of recovery and replication. In the con-
text of rollback recovery, we also determine the adequate
number of checkpoints. The policy assignment is passed over to
the “Mapping” step (C), where a mapping algorithm optimizes
the placement of application processes and replicas on the com-
putation nodes. After that, the application is translated in step
D into an intermediate representation, a “Fault-Tolerant Proc-
ess Graph”, which is used in the scheduling step. The fault-toler-
ant process graph (FTPG) representation captures the
transparency requirements and all possible combinations of
fault occurrences. Considering the mapping solution and the
FTPG, a fault-tolerant schedule is synthesized (E) as a set of
“Schedule Tables”, which are captured in a schedule tree. 

The generated schedules have to meet hard deadlines even in
the presence of k faults in the context of limited amount of
resources. If the application is unschedulable, the designer has
to change the policy assignment and/or mapping (F). If a valid
solution cannot be obtained after an extensive iterative mapping
and policy assignment optimization, then the system specifica-
tion and requirements, for example, transparency requirements
or timing constraints, have to be adjusted or the fault-tolerant
hardware architecture has to be modified (G).

1. Our design optimization and scheduling strategies, presented in Part II 
and Part III of the thesis, in general, follow this design flow with the 
maximum number k of transient faults provided by the designer. In 
Part IV, however, the number k of transient faults to be considered is 
calculated based on our system failure probability analysis.
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Chapter 3
Preliminaries

IN THIS CHAPTER we introduce our application and quality-of-
service (utility) models, hardware architecture, and our fault
model. We also present our approach to process recovery in the
context of static cyclic scheduling.

3.1 System Model
In this section we present details regarding our application mod-
els, including a quality-of-service model, and system architec-
ture.

3.1.1 HARD REAL-TIME APPLICATIONS

In Part II and Part IV of this thesis, we will consider hard real-
time applications. We model a hard real-time application A as a
set of directed, acyclic graphs merged into a single hypergraph
G(V, E). Each node Pi ∈ V represents one process. An edge
eij ∈ E from Pi to Pj indicates that the output of Pi is the input
of Pj. Processes are non-preemptable and cannot be interrupted
by other processes. Processes send their output values encapsu-
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lated in messages, when completed. All required inputs have to
arrive before activation of the process. Figure 3.1a shows a sim-
ple application A1 represented as a graph G1 composed of five
nodes (processes P1 to P5) connected with five edges (messages
m1 to m5).

In a hard real-time application, violation of a deadline is not
allowed. We capture time constraints with hard deadlines di ∈
D, associated to processes in the application A. In Figure 3.1a,
all processes have to complete before their deadlines di, for
example, process P1 has to complete before d1 = 160 ms and
process P5 before d5 = 240 ms. In this thesis, we will often
represent the hard deadlines in form of a global cumulative
deadline D1.

1. An individual hard deadline di of a process Pi is modelled as a dummy 
node inserted into the application graph with the execution time 
Cdummy = D − di, which, however, is not allocated to any resource 
[Pop03].

N1 N2P2

m4

m2

P3

P4 P5

m5

P1

N2

P2

P3
P4

N1

40 60

P5

60 X
40 60
40 60

P1 20 30

WCET WCTT

m1

m2

m3

10
5
10

(a)
(b)

(c) (d)

m1

m3

m4

m5

10
5

k = 1

μ = 5 ms

D = 240 ms

(e)

d1 = 160 ms

d3 = 200 ms

d5 = 240 ms

d2 = 200 ms

d4 = 240 ms

T = 250 ms

Figure 3.1: Hard Real-Time Application

A1:G1



PRELIMINARIES

35

3.1.2 MIXED SOFT AND HARD REAL-TIME APPLICATIONS

In Part III of this thesis, we will consider mixed soft and hard
real-time applications, and will extend our hard real-time
approaches to deal also with soft timing constraints. Similar to
the hard real-time application model, we model a mixed appli-
cation A as a set of directed, acyclic graphs merged into a sin-
gle hypergraph G(V, E). Each node Pi ∈ V represents one
process. An edge eij ∈ E from Pi to Pj indicates that the output
of Pi is the input of Pj. The mixed application consists of hard
and soft real-time processes. Hard processes are mandatory to
execute and have to meet their hard deadlines. Soft processes,
as opposed to hard ones, can complete after their deadlines.
Completion time of a soft process is associated with a value (util-
ity) function that characterizes its contribution to the quality-of-
service of the application. Violation of a soft timing constraint is
not as critical as violation of a hard deadline. However, it may
lead to application quality deterioration, as will be discussed in
Section 3.1.6. Moreover, a soft process may not start at all, e.g.
may be dropped, to let a hard or a more important soft process
execute instead.

In Figure 3.2 we have an application A2 consisting of the
process graph G2 with four processes, P1 to P4. The hard part

m2 : m3 : 10 ms

m5 : 5 ms

P2

P1

P3

d1 = 250ms

P4 d4 = 380ms

m1 m2

m4m3

m5

Figure 3.2: Mixed Soft and Hard Real-Time Application
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consists of hard processes P1 and P4 and hard message m5. Proc-
ess P1 has deadline d1 = 250 ms and process P4 has deadline d4
= 380 ms. The soft part consists of soft process P2 with soft mes-
sages m1 and m3, and soft process P3 with soft messages m2 and
m4, respectively. A soft process can complete after its deadline
and the utility functions are associated to soft processes, as will
be discussed in Section 3.1.6. The decision which soft process to
execute and when should eventually increase the overall qual-
ity-of-service of the application without, however, violation of
hard deadlines in the hard part.

3.1.3 BASIC SYSTEM ARCHITECTURE

The real-time application is assumed to run on a hardware
architecture, which is composed of a set of computation nodes
connected to a communication infrastructure. Each node con-
sists of a memory subsystem, a communication controller, and a
central processing unit (CPU). For example, an architecture
composed of two computation nodes (N1 and N2) connected to a
bus is shown in Figure 3.1b.

The application processes have to be mapped on the computa-
tion nodes. The mapping of an application process is determined
by a function M: V → N, where N is the set of nodes in the archi-
tecture. For a process Pi ∈ V , its mapping M(Pi) is the node Nj to
which Pi is assigned for execution. We consider that the map-
ping of the application is not fixed and has to be determined as a
part of the design optimization.

For real-time applications, we know, first of all, a worst-case
execution time (WCET), tij

w. Although finding the WCET of a
process is not trivial, there exists an extensive portfolio of meth-
ods that can provide designers with safe worst-case execution
time estimations [Erm05, Sun95, Hea02, Jon05, Gus05, Lin00,
Col03, Her00, Wil08]. Figure 3.1c shows the worst-case execu-
tion times of processes of the application A1 depicted in
Figure 3.1a. For example, process P2 has the worst-case execu-
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tion time of 40 ms if mapped on computation node N1 and 60 ms
if mapped on computation node N2. By “X” we show mapping
restrictions. For example, process P3 cannot be mapped on com-
putation node N2.

Besides a worst-case execution time (WCET), tij
w, we also

know for each process Pi, when mapped on node Nj, a best-case
execution time (BCET), tij

b, and an expected (average) execution
time (AET), tij

e, given by

for an arbitrary continuous execution time probability distribu-
tion Eij(t) of process Pi on computation node Nj. In Figure 3.2,
with a mixed application A2, the execution times for processes
P1, P2, P3 and P4 and transmission times of messages are
shown in the table, as if processes P1 and P2 are mapped on
computation node N1, and P3 and P4 on N2.

Processes mapped on different computation nodes communi-
cate by messages sent over the bus. We consider that the worst-
case sizes of messages are given, which can be implicitly trans-
lated into the worst-case transmission times on the bus. For
example, Figure 3.1d shows the worst-case transmission times
of messages implicitly derived from the message worst-case
sizes, in the case the messages are transmitted over the bus. If
processes are mapped on the same node, the message transmis-
sion time between them is accounted for in the worst-case execu-
tion time of the sending process.

3.1.4 FAULT TOLERANCE REQUIREMENTS

In our system model, we consider that at most k transient faults
may occur during a hyperperiod T of the application running on
the given architecture. The application software has to tolerate
these transient faults by fault tolerance techniques such as
rollback recovery or active replication. For example, application

tij
e tEij t( ) td

tij
b

tij
w

∫=
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A1 has to tolerate k = 1 transient faults in the hyperperiod T =
250 ms, as depicted in Figure 3.1e; application A2 in Figure 3.2
has to tolerate k = 2 transient faults in its hyperperiod T = 400
ms.

Overheads related to fault tolerance are also part of our
system model. When recovering from faults, we explicitly
consider a recovery overhead μ, which includes the time needed
to restore a process state and restart the process (or a part of the
process). For example, recovery overhead μ is 5 ms for both
applications A1 and A2, as depicted in Figure 3.1e and
Figure 3.2, respectively.

Checkpointing overhead χ and error detection overhead α are
also considered, as discussed in Section 2.2. However, since they
do not influence design optimization and scheduling decisions
we will not explicitly model them except the discussion on
checkpoint optimization in Section 3.2 and Chapter 6.

3.1.5 ADAPTIVE STATIC CYCLIC SCHEDULING 

In this thesis, we will consider a static cyclic scheduling based
approach. With static cyclic scheduling both communications
and processes are scheduled such that start times are deter-
mined off-line using scheduling heuristics. These start and send-
ing times are stored in form of schedule tables on each
computation node. Then, the runtime scheduler of a computation
node will use the schedule table of that node in order to invoke
processes and send messages on the bus.

In Figure 3.3b we depict a static schedule for the application
and the hardware architecture presented in Figure 3.1. Proc-
esses P1, P3 and P5 are mapped on computation node N1 (grey
circles), while processes P2 and P4 are mapped on N2 (white cir-
cles). The schedule table of the computation node N1 contains
start times of processes P1, P3 and P5, which are 0, 20, and 100
ms, respectively, plus sending time of message m1, which is 20
ms. The schedule table of N2 contains start times of P2 and P4,
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30 and 90 ms, plus sending time of message m4, which is 90 ms.
According to the static schedule, the application will complete at
150 ms, which satisfies the cumulative deadline D of 240 ms. All
local deadlines of hard processes are also met.

Static cyclic scheduling, which we have used to generate the
schedule in Figure 3.3b, is an attractive option for safety-critical
applications. It provides predictability and deterministic
behaviour. However, unless extended with adaptive
functionality, it cannot efficiently handle faults and overload
situations [Dim01, Kan03a] by adapting to particular
conditions. For example, suppose that we have to handle the
maximum k = 1 transient faults for application A1 in Figure 3.1,
given the option that only one single static schedule can be used.
In such a schedule, each process would need to be explicitly
scheduled in two copies assuming the worst-case execution
times of processes, which would lead to hard deadline violations
and is not efficient.

In general, an application can have different execution scenar-
ios [Ele00]. For example, some parts of the application might not
be executed under certain conditions. In this case, several execu-
tion scenarios, corresponding to different conditions, have to be
stored. At execution time, the runtime scheduler will choose the
appropriate schedule that corresponds to the actual conditions.
If the conditions change, the runtime scheduler will accordingly
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switch to the appropriate precalculated schedule. Such a sched-
uling technique is called quasi-static scheduling.

Quasi-static mechanisms will be exploited in the following
sections for capturing the behaviour of fault-tolerant applica-
tions. However, at first, to illustrate scheduling in the context of
mixed soft and hard real-time systems, we will introduce our
quality-of-service model, which is also a part of our system
model.

3.1.6 QUALITY-OF-SERVICE MODEL

In our mixed soft and hard real-time application model, pre-
sented in Section 3.1.2, each soft process Pi ∈ V is assigned with
a utility function Ui(t), which is any non-increasing monotonic
function of the completion time of a process. The overall utility of
each execution scenario of the application is the sum of individ-
ual utilities produced by soft processes in this scenario.

In Figure 3.4 we depict utility function U2(t) for the soft proc-
ess P2 of the application A2 in Figure 3.2. According to the
schedule in Figure 3.4a, P2 completes at 110 ms and its utility
would be 15. For a soft process Pi we have the option to “drop”

Figure 3.4: Utility Functions and Dropping
(a) (b)
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the process, and, thus, its utility will be 0, i.e., Ui(−) = 0. In
Figure 3.4a we drop process P3 of application A2. Thus, the
overall utility of the application in this case will be U = U2(110)
+ U3(−) = 15 + 0 = 15. We may also drop soft messages of the
application alone or together with the producer process. For
example, in Figure 3.4a, messages m2 is dropped. Dropping
might be necessary in order to meet deadlines of hard processes,
or to increase the overall system utility (e.g. by allowing other,
potentially higher-value soft processes to complete).

If Pi, or its re-execution, is dropped but would produce an
input for another process Pj, we assume that Pj will use an input
value from a previous execution cycle, i.e., a “stale” value. Thus,
output values produced by processes in one execution cycle can be
reused by processes in the next cycles. For example, in Figure 3.4a,
process P2 will send message m3 to update an input “stale” value for
process P4 in the next iteration. Reusing stale inputs, however,
may lead to reduction in the utility value, i.e., utility of a process
Pi would degrade to Ui

*(t) = σi × Ui(t), where σi represents the
stale value coefficient. σi captures the degradation of utility that
occurs due to dropping of processes, re-executions and messages,
and is obtained according to an application-specific rule R. In
this thesis, we will consider that if a process Pi completes, but
reuses stale inputs from one or more of its direct predecessors,
the stale value coefficient is calculated as follows:

where DP(Pi) is the set of Pi’s direct predecessors. 
If we apply the above rule to the execution scenario in

Figure 3.4b, the overall utility is U=U2(110) + U3
*(75) = 15 + 1/2

× 15 = 22.5. The utility of process P3 is degraded because it uses
a “stale” value from process P1, i.e., P3 does not wait for input m2

σi

1 σj
Pj DP Pi( )∈

∑+

1 DP Pi( )+
----------------------------------------=
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and its stale value coefficient σ3 = (1 + σ1) / (1 + |DP(P3)|) = (1 +
0) / (1 + 1) = 1/2.

3.2 Software-level Fault Tolerance Techniques
To illustrate adaptive scheduling with fault tolerance, in
Figure 3.5a we show a simple application of two processes that
has to tolerate the maximum number of two transient faults,
i.e., k = 2.

As mentioned in Chapter 2, error detection itself introduces a
certain time overhead, which is denoted with αi for a process Pi.
Usually, unless otherwise specified, we account for the error-
detection overhead in the worst-case execution time of proc-
esses. In the case of re-execution or rollback recovery with
checkpointing, a process restoration or recovery overhead μi has
to be considered for a process Pi. The recovery overhead includes
the time needed to restore the process state. Rollback recovery is
also characterized by a checkpointing overhead χi, which is

Figure 3.5: Fault Model and Fault Tolerance Techniques
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related to the time needed to store initial and intermediate proc-
ess states.

We consider that the worst-case time overheads related to the
particular fault tolerance techniques are given. For example,
Figure 3.5b shows recovery, detection and checkpointing over-
heads associated with the processes of the simple application
depicted in Figure 3.5a. The worst-case fault scenarios of this
application in the presence of two faults, if re-execution and roll-
back recovery with checkpointing are applied, are shown in
Figure 3.5c and Figure 3.5d, respectively. As can be seen, the
overheads related to the fault tolerance techniques have a sig-
nificant impact on the overall system performance.

As discussed in Section 2.3, such fault tolerance techniques as
re-execution and rollback recovery with checkpointing make
debugging, testing, and verification potentially difficult. Trans-
parency is one possible solution to this problem. Our approach to
handling transparency is by introducing the notion of frozenness
applied to a process or a message. A frozen process or a frozen
message has to be scheduled at the same start time in all fault
scenarios, independently of external fault occurrences1.

Given an application A(V, E) we will capture the transpar-
ency using a function T: W → {Frozen, Regular}, where W is
the set of all processes and messages. If T(wi) = Frozen, our
scheduling algorithm will handle this transparency requirement
(a) by scheduling wi, if it is a message, at the same transmission
time in all alternative execution scenarios and (b) by scheduling
the first execution instance of wi, if it is a process, at the same
start time in all alternative execution scenarios. In a fully trans-
parent system, all messages and processes are frozen. Systems
with a node-level transparency [Kan03a] support a limited
transparency setup, in which all the inter-processor messages
are frozen, while all processes and all the intra-processor mes-
sages are regular.

1. External in respect to, i.e., outside, the frozen process or message.
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Figure 3.6 shows the non-fault scenario and the worst-case
fault scenario of the application depicted in Figure 3.5a, if re-
execution is applied and process P2 is frozen. Process P2 is first
scheduled at 205 ms in both execution scenarios independently
of external fault occurrences, e.g., faults in process P1. However,
if fault occurrences are internal, i.e., within process P2, process
P2 has to be re-executed as shown in Figure 3.6b.

3.2.1 RECOVERY IN THE CONTEXT OF STATIC CYCLIC 
SCHEDULING

In the context of static cyclic scheduling, each possible execution
scenario has to be captured to provide the necessary adaptabil-
ity to current conditions [Ele00].

Re-execution. In case of re-execution, faults lead to different
execution scenarios that correspond to a set of alternative sched-
ules. For example, considering the same application as in
Figure 3.5a, with a maximum number of faults k = 1, re-execu-
tion will require three alternative schedules as depicted in
Figure 3.7a. The fault scenario in which P2 experiences a fault is
shown with shaded circles. In the case of a fault in P2, the run-
time scheduler switches from the non-fault schedule S0 to the
schedule S2 corresponding to a fault in process P2.

Similarly, in the case of multiple faults, every fault occurrence
will trigger a switching to the corresponding alternative sched-
ule. Figure 3.7b represents a tree of constructed alternative
schedules for the same application of two processes, if two tran-

Figure 3.6: Transparency and Frozenness
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sient faults can happen at maximum, i.e., k = 2. For example, as
depicted with shaded circles, if process P1 experiences a fault,
the runtime scheduler switches from the non-fault schedule S0
to schedule S1. Then, if process P2 experiences a fault, the run-
time scheduler switches to schedule S4.

Checkpointing. Figure 3.8 represents a tree of constructed
alternative schedules for the same application in Figure 3.5a
considering, this time, a rollback recovery schema with two
checkpoints, as in Figure 3.5d. In the schedule, every execution
segment  is considered as a “small process” that is recovered
in the case of fault occurrences. Therefore, the number of alter-
native schedules is larger than it is in the case of pure re-execu-
tion. In Figure 3.8 we highlight the fault scenario presented in
Figure 3.5d with shaded circles. The runtime scheduler switches
between schedules S0, S4, and S14.
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Transparency. The size of the above tree of alternative
schedules can be reduced by introducing transparency
requirements. For example, in the case with frozen process P2
for the application in Figure 3.5a, with the corresponding
schedule depicted in Figure 3.6, it is sufficient to have a single
schedule to capture the application behaviour in all possible
fault scenarios even in case k = 2. This can be compared to 6
schedules, depicted in Figure 3.7b, for the same application but
without transparency. However, the application with 6
schedules is more flexible, which will result in the much shorter
worst schedule length than in the case depicted in Figure 3.6.
We will investigate this relation between transparency
requirements, the schedule tree size and the schedule length in
the next Chapter 4, where we present our scheduling techniques
with fault tolerance.



PART  II
Hard Real-Time Systems
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Chapter 4
Scheduling with Fault

Tolerance Requirements

IN THIS CHAPTER  we propose two scheduling techniques for
fault-tolerant embedded systems in the context of hard real-
time applications, namely conditional scheduling and shifting-
based scheduling. Conditional scheduling produces shorter
schedules than the shifting-based scheduling, and also allows to
trade-off transparency for performance. Shifting-based schedul-
ing, however, has the advantage of low memory requirements for
storing alternative schedules and fast schedule generation time.

Both scheduling techniques are based on the fault-tolerant
process graph (FTPG) representation.

Although the proposed scheduling algorithms are applicable
for a variety of fault tolerance techniques, such as replication,
re-execution, and rollback recovery with checkpointing, for the
sake of simplicity, in this chapter we will discuss them in the
context of only re-execution.
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4.1 Performance/Transparency Trade-offs
As defined in Section 3.2, transparency refers to providing
extended observability to the embedded application. The notion
of transparency has been introduced with the property of frozen-
ness applied to processes and messages, where a frozen process
or a frozen message has to be scheduled independently of exter-
nal fault occurrences.

Increased transparency makes a system easier to observe and
debug. Moreover, since transparency reduces the number of exe-
cution scenarios, the amount of memory required to store alter-
native schedules, corresponding to these scenarios, is reduced.
However, transparency increases the worst-case delays of proc-
esses, which can violate timing constraints of the application.
These delays can be reduced by trading-off transparency for per-
formance.

In the example in Figure 4.1a, we introduce transparency
properties into the application A. We let process P3 and mes-
sages m2 and m3 be frozen, i.e., T(m2) = Frozen, T(m3) = Frozen
and T(P3) = Frozen. We will depict frozen processes and mes-
sages with squares, while the regular ones are represented by
circles. The application has to tolerate k = 2 transient faults, and
the recovery overhead μ is 5 ms. It is assumed that processes P1
and P2 are mapped on N1, and P3 and P4 are mapped on N2.
Messages m1, m2 and m3, with the sending processes and receiv-
ing processes mapped on different nodes, are scheduled on the
bus. Four alternative execution scenarios are illustrated in
Figure 4.1b-e.

The schedule in Figure 4.1b corresponds to the fault-free sce-
nario. Once a fault occurs in P4, for example, the scheduler on
node N2 will have to switch to another schedule. In this sched-
ule, P4 is delayed with C4 +  μ to account for the fault, where C4
is the worst-case execution time of process P4 and μ is the recov-
ery overhead. If, during the second execution of P4, a second
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fault occurs, the scheduler has to switch to yet another schedule
illustrated in Figure 4.1c.

Since P3, m2 and m3 are frozen they should be scheduled at
the same time in all alternative fault scenarios. For example, re-
executions of process P4 in the case of faults in Figure 4.1c must
not affect the start time of process P3. The first instance of proc-
ess P3 has to be always scheduled at the same latest start time
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in all execution scenarios, which is illustrated with a dashed line
crossing Figure 4.1. Even if no faults happen in process P4, in
the execution scenarios depicted in Figure 4.1d and Figure 4.1b,
process P3 will have to be delayed, which leads to a worst-case
schedule as in Figure 4.1d. Similarly, idle times are introduced
before messages m2 and m3, such that possible re-executions of
processes P1 and P2 do not affect the sending times of these mes-
sages. Message m1, however, can be sent at different times
depending on fault occurrences in P1, as illustrated, for example,
in Figures 4.1b and 4.1e, respectively.

In Figure 4.2 we illustrate three alternatives, representing
different transparency/performance setups for the application
A in Figure 4.1. The application has to tolerate k = 2 transient
faults, and the recovery overhead μ is 5 ms. Processes P1 and P2
are mapped on N1, and P3 and P4 are mapped on N2. For each
transparency alternative (a− c), we show the schedule when no
faults occur (a1–c1) and also depict the worst-case scenario,
resulting in the longest schedule (a2–c2). The end-to-end worst-
case delay of an application will be given by the maximum fin-
ishing time of any alternative schedule. Thus, we would like the
worst-case schedules in Figure 4.2a2-c2 to meet the deadline of
210 ms depicted with a thick vertical line.

In Figure 4.2a1 and 4.2a2 we show a schedule produced with a
fully transparent alternative, in which all processes and mes-
sages are frozen. We can observe that processes and messages
are all scheduled at the same time, indifferent of the actual
occurrence of faults. The shaded slots in the schedules indicate
the intervals reserved for re-executions that are needed to
recover from fault occurrences. In general, a fully transparent
approach, as depicted in Figure 4.2a1 and 4.2a2, has the draw-
back of producing long schedules due to complete lack of flexibil-
ity. The worst-case end-to-end delay in the case of full
transparency, for this example, is 275 ms, which means that the
deadline is missed.
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The alternative in Figure 4.2b does not have any transpar-
ency restrictions. Figure 4.2b1 shows the execution scenario if
no fault occurs, while 4.2b2 illustrates the worst-case scenario.

Figure 4.2: Trade-off between Transparency and Performance
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In the case without frozen processes/messages, a fault occur-
rence in a process Pi can affect the schedule of another process
Pj. This allows to build schedules that are customized to the
actual fault scenarios and, thus, are more efficient. In
Figure 4.2b2, for example, a fault occurrence in P1 on N1 will
cause another node N2 to switch to an alternative schedule that
delays the activation of P4, which receives message m1 from P1.
This would lead to a worst-case end-to-end delay of only 155 ms,
as depicted in Figure 4.2b2, that meets the deadline.

However, transparency could be highly desirable and a
designer would like to introduce transparency at certain points
of the application without violating the timing constraints. In
Figure 4.2c, we show a setup with a fine-grained, customized
transparency, where process P3 and its input messages m2 and
m3 are frozen. In this case, the worst-case end-to-end delay of
the application is 205 ms, as depicted in Figure 4.2c2, and the
deadline is still met.

4.2 Fault-Tolerant Conditional Process Graph
The scheduling techniques presented in this section are based
on the fault-tolerant process graph (FTPG) representation.
FTPG captures alternative schedules in the case of different
fault scenarios. Every possible fault occurrence is considered as
a condition which is “true” if the fault happens and “false” if the
fault does not happen.

In Figure 4.3a we have an application A modelled as a process
graph G, which can experience at most two transient faults (for
example, one during the execution of process P2, and one during
P4, as illustrated in the figure). Transparency requirements are
depicted with rectangles on the application graph, where proc-
ess P3, message m2 and message m3 are set to be frozen. For
scheduling purposes we will convert the application A to a fault-
tolerant process graph (FTPG) G, represented in Figure 4.3b. In
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an FTPG the fault occurrence information is represented as con-
ditional edges and the frozen processes/messages are captured
using synchronization nodes. One of the conditional edges, for
example, is  to  in Figure 4.3b, with the associated condi-
tion  denoting that  has no faults. Message transmission
on conditional edges takes place only if the associated condition
is satisfied.

The FTPG in Figure 4.3b captures all the fault scenarios that
can happen during the execution of application A in
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Figure 4.3a. The subgraph marked with thicker edges and
shaded nodes in Figure 4.3b captures the execution scenario
when processes P2 and P4 experience one fault each, as illus-
trated in Figure 4.3a. We will refer to every such subgraph cor-
responding to a particular execution scenario as an alternative
trace of the FTPG. The fault occurrence possibilities for a given
process execution, for example , the first execution of P2, are
captured by the conditional edges  (fault) and  (no-fault).
The transparency requirement that, for example, P3 has to be fro-
zen, is captured by the synchronization node , which is
inserted, as shown in Figure 4.3b, before the copies corresponding
to the possible executions of process P3. The first execution  of
process P3 has to be immediately scheduled after its synchroniza-
tion node . In Figure 4.3b, process  is a conditional process
because it “produces” condition , while  is a regular proc-
ess. In the same figure,  and , similarly to , are syn-
chronization nodes (depicted with a rectangle). Messages m2 and
m3 (represented with their single copies  and  in the FTPG)
have to be immediately scheduled after synchronization nodes 
and , respectively.

Regular and conditional processes are activated when all their
inputs have arrived. A synchronization node, however, can be
activated after inputs coming on one of the alternative traces,
corresponding to a particular fault scenario, have arrived. For
example, a transmission on the edge , labelled , will be
enough to activate .

A guard is associated to each node in the graph. An example of
a guard associated to a node is, for example,  = ,
indicating that  will be activated in the fault scenario where
P2 will experience a fault, while P1 will not. A node is activated
only in a scenario where the value of its associated guard is true.

Definition. Formally, an FTPG corresponding to an application
A = G(V, E) is a directed acyclic graph G(VP∪VC∪VT, ES∪EC). We
will denote a node in the FTPG with  that will correspond to
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the mth copy of process Pi ∈ V. Each node  ∈ VP, with simple
edges at the output, is a regular node. A node  ∈ VC, with con-
ditional edges at the output, is a conditional process that pro-
duces a condition.

Each node ϑi ∈ VT is a synchronization node and represents
the synchronization point corresponding to a frozen process or
message. We denote with  the synchronization node corre-
sponding to process Pi ∈ A and with  the synchronization
node corresponding to message mi ∈ A. Synchronization nodes
will take zero time to execute.

ES and EC are the sets of simple and conditional edges, respec-
tively. An edge  ∈ ES from  to  indicates that the out-
put of  is the input of . Synchronization nodes  and 
are also connected through edges to regular and conditional
processes and other synchronization nodes:
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ; and
 •  ∈ ES from  to .

Edges  ∈ EC,  ∈ EC, and  ∈ EC are conditional edges
and have an associated condition value. The condition value pro-
duced is “true” (denoted with ) if  experiences a fault, and
“false” (denoted with ) if  does not experience a fault.
Alternative traces starting from such a process, which corre-
spond to complementary values of the condition, are disjoint1.
Note that edges , , ,  and  coming from a syn-
chronization node cannot be conditional.

1. They can only meet in a synchronization node.
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A boolean expression , called guard, can be associated to
each node  in the graph. The guard captures the necessary
activation conditions (fault scenario) for the respective node. 

4.2.1 FTPG GENERATION

In Figure 4.4 we have outlined the BuildFTPG algorithm that
traces processes in the application graph G with transparency
requirements T in the presence of maximum k faults and gener-
ates the corresponding FTPG G. In the first step, BuildFTPG copies
the root process into the FTPG (line 2). Then, re-executions of the
root process are inserted, connected through “fault” conditional
edges with the “true” condition value (lines 3–5).

The root process and its copies are assigned with f, f − 1, f −
2,..., 0 possible faults, respectively, where f = k for the root proc-
ess. These fault values will be used in the later construction
steps. In Figure 4.5a, we show the intermediate state resulted
after this first step during the generation of the FTPG depicted
in Figure 4.3b. After the first step, copies ,  and  are
inserted (where k = 2), connected with the conditional edges 
and , between copies  and , and between copies  and

, respectively. Copies ,  and  are assigned with f = 2,
f = 1 and f = 0 possible faults, as shown in the figure.

In the next step, BuildFTPG places successors of the root process
into the ready process list LR (line 7). For generation of the
FTPG, the order of processes in the ready process list LR is not
important and BuildFTPG extracts the first available process Pi
(line 9). By an “available” process, we denote a process Pi with
all its predecessors already incorporated into the FTPG G.
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 BuildFTPG(G, T, k )
 1 G = ∅
 2 Pi = RootNode(G); Insert( , G); faults( ) = k -- insert the root node
 3 for f = k − 1 downto 0 do -- insert re-executions of the root node
 4 Insert( , G); Connect( , ); faults( ) = f
 5 end for
 6 LR = ∅ -- add successors of the root node to the process list
 7 for ∀Succ(Pi) ∈ G do LR = LR ∪ Succ(Pi)
 8 while LR  ∅ do -- trace all processes in the merged graph G
 9 Pi = ExtractProcess(LR)
 10 VC = GetValidPredCombinations(Pi, G)
 11 for ∀mj ∈ InputMessages(Pi) if T(mj)≡Frozen do -- transform frozen messages
 12 Insert( , G) -- insert “message” synchronization node
 13 for ∀vcn ∈ VC do
 14 Connect(∀ {mj} ∈ vcn, )
 15 end for
 16 UpdateValidPredCombinations(VC, G)
 17 end for
 18 if T(Pi)≡Frozen then -- if process Pi is frozen, then insert corresponding synch. node
 19 Insert( , G) -- insert “process” synchronization node
 20 for ∀vcn ∈ VC do
 21 Connect(∀  ∈vcn, ); Connect(∀  ∈vcn, )
 22 end for
 23 Insert( ,G); Connect( , ∀ ∈vcn); faults( ) = k -- insert first copy of Pi 
 24 for f = k − 1 downto 0 do -- insert re-executions
 25 Insert( , G); Connect( , ); faults( ) = f
 26 end for
 27 else -- if process Pi is regular
 28 h = 1
 29 for ∀vcn ∈ VC do -- insert copies of process Pi

 30 Insert( , G); Connect(∀ ∈vcn, ); Connect(∀  ∈vcn, )
 31 if  ∈vcn then faults( ) = k
 32 else faults( ) = 
 33 end if
 34 f = faults( ) − 1;  h = h + 1
 35 while f ≥ 0 do -- insert re-executions
 36 Insert( , G); Connect( , ); faults( ) = f; f = f − 1;  h = h + 1
 37 end while
 38 end for
 39 end if
 40 for ∀Succ(Pi) ∈ G do -- add successors of process Pi to the process list
 41 if ∀Succ(Pi)  LR then LR = LR ∪ Succ(Pi)
 42 end for
 43 end while
 44 return G
 end BuildFTPG
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For each process Pi, extracted from the ready process list LR,
BuildFTPG prepares a set VC of valid combinations of copies of
the predecessor processes (line 10). A combination is valid (1) if
the copies of predecessor processes in each combination vcn ∈
VC correspond to a non-conflicting set of condition values, (2) if
all copies of the predecessors together do not accumulate more
than k faults, and (3) if the combination contains at most one
copy of each predecessor.

Let us extract process P2 from the ready process list LR and
incorporate this process into the FTPG G. In the application
graph G, process P2 has only one predecessor P1. Initially, the
set of combinations of copies of predecessors for process P2 will
contain seven elements: { }, { }, { }, { , }, { , },
{ , } and { , , }.
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According to the first rule, none of the elements in this set cor-
responds to a conflicting set of conditional values. For example,
for { , , },  is activated upon the condition true as the
root node of the graph;  under condition ; and  under
joint condition . Condition true is not in conflict with
any of the conditions. Conditions  and  are not in
conflict since  includes .1 If, however, we apply the
second rule, { , } and { , , } are not valid since they
would accumulate more than k = 2 faults, i.e., 3 faults each.
Finally, only three elements { }, { } and { } satisfy the last
rule. Thus, in Figure 4.5a, the set of valid predecessors VC for
process P2 will contain three elements with copies of process P1:
{ }, { }, and { }.

In case of any frozen input message to P2, we would need to
further modify this set VC, in order to capture transparency
properties. However, since all input messages of process P2 are
regular, the set of combinations should not be modified, i.e., we
skip lines 12-16 in the BuildFTPG and go directly to the process
incorporation step.

For regular processes, such as P2, the FTPG generation pro-
ceeds according to lines 28–38 in Figure 4.4. For each combina-
tion vcn ∈ VC, BuildFTPG inserts a corresponding copy of process
Pi, connects it to the rest of the graph (line 30) with conditional
and unconditional edges that carry copies of input messages to
process Pi, and assigns the number of possible faults (lines 31–
33). If the combination vcn contains a “message” synchronization
node, the number of possible faults f for the inserted copy will be
set to the maximum k faults (line 31). Otherwise, f is derived
from the number of possible faults in all of the predecessors’ cop-
ies  as  (line 32). In this for-
mula, we calculate how many faults have already happened
before invocation of , and then derive the number of faults

1. An example of conflicting conditions would be  and  
that contain mutually exclusive condition values  and .
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that can still happen (out of the maximum k faults). Once the
number of possible faults f is obtained, BuildFTPG inserts f re-exe-
cution copies that will be invoked to tolerate these faults (lines
34–37). Each re-execution copy  is connected to the preceding
copy  with a “fault” conditional edge . The number of
possible faults for  is, consequently, reduced by 1, i.e.,

.
In Figure 4.5a, after , with f = 2, copies ,  and  are

inserted, connected with the conditional edges ,  and ,
that will carry copies ,  and  of message m4. After ,
with f = 1, copies  and  are inserted, connected with the
conditional edges  and . After , with no more faults
possible (f = 0), a copy  is introduced, connected to  with
the unconditional edge . This edge will be always taken after

. The number of possible faults for  is f = 2. For re-execu-
tion copies  and , f = 1 and f = 0, respectively. The number
of possible faults for  is f = 1. Hence, f = 0 for the correspond-
ing re-execution copy . Finally, no more faults are possible for

, i.e., f = 0.
In Figure 4.5b, process P4 is also incorporated into the FTPG

G, with its copies connected to the copies of P1. Edges , 
and , which connect copies of P1 ( ,  and ) and copies
of P4 ( ,  and ), will carry copies ,  and  of mes-
sage m1.

When process Pi has been incorporated into the FTPG G, its
available successors are placed into the ready process list LR
(lines 40–42). For example, after P2 and P4 have been incorpo-
rated, process P3 is placed into the ready process list LR. Build-

FTPG continues until all processes and messages in the merged
graph G are incorporated into the FTPG G, i.e., until the list LR
is empty (line 8).

After incorporating processes P1, P2 and P4, the ready process
list LR will contain only process P3. Contrary to P2 and P4, the
input of process P3 includes two frozen messages m2 and m3.
Moreover, process P3 is itself frozen. Thus, the procedure for
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incorporating P3 into the FTPG G will proceed according to lines
19-26 in Figure 4.4. In the application graph G, process P3 has
three predecessors P1, P2, and P4. Thus, its set of valid combina-
tions VC of copies of the predecessor processes will be: { , ,

}, { , , }, { , , }, { , , }, { , , },
{ , , }, { , , }, { , , }, { , , } and { ,

, }.
If any of the input messages of process Pi is frozen (line 11),

the corresponding synchronization nodes are inserted and con-
nected to the rest of the nodes in G (lines 12–15). In this case, the
set of valid predecessors VC is updated to include the synchroni-
zation nodes (line 17). Since input messages m2 and m3 are fro-
zen, two synchronization nodes  and  are inserted, as
illustrated in Figure 4.6.  and  are connected to the copies
of the predecessor processes with the following edges: , ,
and  (for ), and , , , , , and  (for

). The set of valid predecessors VC is updated to include the
synchronization nodes: { , , }, { , , }, { , ,

}, { , , }, { , , }, and { , , }. Note that the
number of combinations has been reduced due to the introduc-
tion of the synchronization nodes.
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Since process P3 is frozen, we first insert synchronization
node  (line 19), as illustrated in Figure 4.3b, which is con-
nected to the copies of the predecessor processes and the other
synchronization nodes with the edges , , , , ,

,  and  (lines 20–22). After that, the first copy  of
process P3 is inserted, assigned with f = 2 possible faults (line
23).  is connected to the synchronization node  with edge

. Finally, re-execution copies  and  with f = 1 and f = 0
possible faults, respectively, are introduced, and connected with
two “fault” conditional edges  and  (lines 24–26), which
leads to the complete FTPG G depicted in Figure 4.3b. The algo-
rithm will now terminate since the list LR is empty.

4.3 Conditional Scheduling
Our conditional scheduling is based on the FTPG representation
of the merged process graph G, transformed as discussed in the
previous section. In general, the problem that we will address
with the FTPG-based conditional scheduling in this section can
be formulated as follows: Given an application A, mapped on an
architecture consisting of a set of hardware nodes N intercon-
nected via a broadcast bus B, and a set of transparency require-
ments on the application T(A), we are interested to determine
the schedule table S such that the worst-case end-to-end delay
δG, by which the application completes execution, is minimized,
and the transparency requirements captured by T are satisfied.
If the resulting delay is smaller than the deadline, the system is
schedulable. 

4.3.1 SCHEDULE TABLE

The output produced by the FTPG-based conditional scheduling
algorithm is a schedule table that contains all the information
needed for a distributed runtime scheduler to take decisions on

P3
S
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activation of processes and sending of messages. It is considered
that, during execution, a simple non-preemptive scheduler
located in each node decides on process and communication acti-
vation depending on the actual fault occurrences. 

Only one part of the table has to be stored in each node,
namely, the part concerning decisions that are taken by the cor-
responding scheduler, i.e., decisions related to processes located
on the respective node. Figure 4.7 presents the schedules for
nodes N1 and N2, which will be produced by the conditional
scheduling algorithm in Figure 4.9 for the FTPG in Figure 4.3.
Processes P1 and P2 are mapped on node N1, while P3 and P4 on
node N2.

In each table there is one row for each process and message
from application A. A row contains activation times
corresponding to different guards, or known conditional values,
that are depicted as a conjunction in the head of each column in
the table. A particular conditional value in the conjunction
indicates either a success or a failure of a certain process
execution. The value, “true” or “false”, respectively, is produced
at the end of each process execution (re-execution) and is
immediately known to the computation node on which this
process has been executed. However, this conditional value is
not yet known to the other computation nodes. Thus, the
conditional value generated on one computation node has to be
broadcasted to the other computation nodes, encapsulated into a
signalling message.1

1. In this work, we will use the same bus for broadcasting signalling 
messages as for the information messages. However, the presented 
approach can be also applied for architectures that contain a dedicated 
signalling bus.



CHAPTER 4

66

F
ig

u
re

 4
.7

: 
C

on
di

ti
on

al
 S

ch
ed

u
le

 T
ab

le
s

N
1

tr
ue

1 1PF
1 1PF

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

4 2
2 1

1 1
P

P
P

F
F

F
∧

∧
4 2

2 1
1 1

P
P

P
F

F
F

∧
∧

1 2
1 1

P
P

F
F

∧
2 2

1 2
1 1

P
P

P
F

F
F

∧
∧

2 2
1 2

1 1
P

P
P

F
F

F
∧

∧
1 2

1 1
P

P
F

F
∧

P 1
0 

(
1 1P

)
35

 (
2 1P

)
70

 (
3 1P

)

P 2
30

 (
1 2P

)
10

0 
(

6 2P
)

65
 (

4 2P
)

90
 (

5 2P
)

55
 (

2 2P
)

80
 (

3 2P
)

m
1

31
 (

1 1
m

)
10

0 
(

3 1
m

)
66

 (
2 1

m
)

m
2

10
5

10
5

10
5

m
3

12
0

12
0

12
0

12
0

12
0

12
0

1 1PF
30

65
2 1PFN
1

tr
ue

1 1PF
1 1PF

1 1PF
1 1PF

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

4 2
2 1

1 1
P

P
P

F
F

F
∧

∧
4 2

2 1
1 1

P
P

P
F

F
F

∧
∧

4 2
2 1

1 1
P

P
P

F
F

F
∧

∧
4 2

2 1
1 1

P
P

P
F

F
F

∧
∧

1 2
1 1

P
P

F
F

∧
1 2

1 1
P

P
F

F
∧

2 2
1 2

1 1
P

P
P

F
F

F
∧

∧
2 2

1 2
1 1

P
P

P
F

F
F

∧
∧

2 2
1 2

1 1
P

P
P

F
F

F
∧

∧
2 2

1 2
1 1

P
P

P
F

F
F

∧
∧

1 2
1 1

P
P

F
F

∧
1 2

1 1
P

P
F

F
∧

P 1
0 

(
1 1P
1 1P

)
35

 (
2 1P
2 1P

)
70

 (
3 1P
3 1P

)

P 2
30

 (
1 2P1 2P

)
10

0 
(

6 2P
6 2P

)
65

 (
4 2P
4 2P

)
90

 (
5 2P
5 2P

)
55

 (
2 2P
2 2P

)
80

 (
3 2P
3 2P

)

m
1

31
 (

1 1
m

1 1
m

)
10

0 
(

3 1
m

3 1
m

)
66

 (
2 1

m
2 1

m
)

m
2

10
5

10
5

10
5

m
3

12
0

12
0

12
0

12
0

12
0

12
0

1 1PF
1 1PF

30

65
2 1PF
2 1PF N
2

tr
ue

1 1PF
1 1PF

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

4 4
2 1

1 1
P

P
P

F
F

F
∧

∧
4 4

2 1
1 1

P
P

P
F

F
F

∧
∧

1 4
1 1

P
P

F
F

∧
2 4

1 4
1 1

P
P

P
F

F
F

∧
∧

2 4
1 4

1 1
P

P
P

F
F

F
∧

∧
1 4

1 1
P

P
F

F
∧

1 3PF
2 3

1 3
P

P
F

F
∧

P 3
13

6
(

8 3P
)

13
6 

(
1 3P

)
13

6 
(

1 3P
)

13
6 

(
1 3P

)
13

6 
(

1 3P
)

13
6 

(
1 3P

)
16

1 
(

2 3P
)

18
6 

(
3 3P

)

P 4
36

 (
1 4P

)
10

5 
(

6 4P
)

71
 (

4 4P
)

10
6 

(
5 4P

)
71

 (
2 4P

)
10

6 
(

3 4P
)

N
2

tr
ue

1 1PF
1 1PF

1 1PF
1 1PF

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

2 1
1 1

P
P

F
F

∧
2 1

1 1
P

P
F

F
∧

4 4
2 1

1 1
P

P
P

F
F

F
∧

∧
4 4

2 1
1 1

P
P

P
F

F
F

∧
∧

4 4
2 1

1 1
P

P
P

F
F

F
∧

∧
4 4

2 1
1 1

P
P

P
F

F
F

∧
∧

1 4
1 1

P
P

F
F

∧
1 4

1 1
P

P
F

F
∧

2 4
1 4

1 1
P

P
P

F
F

F
∧

∧
2 4

1 4
1 1

P
P

P
F

F
F

∧
∧

2 4
1 4

1 1
P

P
P

F
F

F
∧

∧
2 4

1 4
1 1

P
P

P
F

F
F

∧
∧

1 4
1 1

P
P

F
F

∧
1 4

1 1
P

P
F

F
∧

1 3PF
1 3PF

2 3
1 3

P
P

F
F

∧
2 3

1 3
P

P
F

F
∧

P 3
13

6
(

8 3P
8 3P

)
13

6 
(

1 3P
1 3P

)
13

6 
(

1 3P
1 3P

)
13

6 
(

1 3P
1 3P

)
13

6 
(

1 3P
1 3P

)
13

6 
(

1 3P
1 3P

)
16

1 
(

2 3P
2 3P

)
18

6 
(

3 3P
3 3P

)

P 4
36

 (
1 4P
1 4P

)
10

5 
(

6 4P
6 4P

)
71

 (
4 4P
4 4P

)
10

6 
(

5 4P
5 4P

)
71

 (
2 4P
2 4P

)
10

6 
(

3 4P
3 4P

)

b)a)



SCHEDULING WITH FAULT TOLERANCE REQUIREMENTS

67

Signalling messages have to be sent at the earliest possible
time since the conditional values are used to take the best possi-
ble decisions on process activation [Ele00]. Only when the condi-
tion is known, i.e., has arrived with a signalling message, a
decision can be taken that depends on this condition. In the
schedule table, there is one row for each signalling message. For
example, in Figure 4.7a, according to the schedule for node N1,
process P1 is activated unconditionally at the time 0, given in
the first column of the table. Activation of the rest of the proc-
esses, in a certain execution cycle, depends on the values of the
conditions, i.e., the occurrence of faults during the execution of
certain processes. For example, process P2 has to be activated at
t = 30 ms if  is true (no fault in P1), and at t = 100 ms if

 is true (faults in P1 and its first re-execution), etc.
In Figure 4.8, we illustrate these signalling-based scheduling

decisions. In Figure 4.8a, we show that, if process P1 is affected
by two faults, a corresponding “true” conditional value  is
broadcasted twice over the bus with two signalling messages, at
30 and 65 ms, respectively, according to the schedule table in
Figure 4.7a. Based on this information, regular message m1 is
sent after completion of re-execution P1/3 at 100 ms. Regular
process P4, based on the broadcasted conditions, starts at 105

FP1
1

FP1
1 FP1

2∧

Figure 4.8: Signalling Messages
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ms, after arrival of delayed message m1. If process P1 executes
without faults, as depicted in Figure 4.8b, “false” conditional
value  has to be broadcasted. In this case, according to the
schedule tables in Figure 4.7, regular message m1 is sent earlier,
at 31 ms, and regular process P4 starts at 36 ms. Note that,
despite broadcasting of signalling messages, the start times of
frozen messages m2 and m3, as well as of the frozen process P3,
are not affected.

In general, to produce a deterministic behaviour, which is
globally consistent for any combination of conditions (faults), the
schedule table, as the one depicted in Figure 4.7, has to fulfil the
following requirements: 

1. No process will be activated if, for a given execution of the
task graph, the conditions required for its activation are not
fulfilled.

2. Activation times for each process copy have to be uniquely
determined by the conditions.

3. Activation of a process Pi at a certain time t has to depend

only on condition values, which are determined at the re-
spective moment t and are known to the computation node
that executes Pi.

4.3.2 CONDITIONAL SCHEDULING ALGORITHM

According to our FTPG model, some processes can only be acti-
vated if certain conditions (i.e. fault occurrences), produced by
previously executed processes, are fulfilled. Thus, at a given
activation of the system, only a certain subset of the total
amount of processes is executed and this subset differs from one
activation to the other. As the values of the conditions are unpre-
dictable, the decision regarding which process to activate and at
which time has to be taken without knowing which values some
of the conditions will later get. On the other hand, at a certain
moment during execution, when the values of some conditions

FP1
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are already known, they have to be used in order to take the best
possible decisions on when and which process to activate, in
order to reduce the schedule length.

Optimal scheduling has been proven to be an NP-complete
problem [Ull75] in even simpler contexts than that of FTPG
scheduling. Hence, heuristic algorithms have to be developed to
produce a schedule of the processes such that the worst case
delay is as small as possible. Our strategy for the synthesis of
fault-tolerant schedules is presented in Figure 4.9. The
FTScheduleSynthesis function produces the schedule table S, while
taking as input the application graph G with the transparency
requirements T, the maximum number k of transient faults that
have to be tolerated, the architecture consisting of computation
nodes N and bus B, and the mapping M.

Our synthesis approach employs a list scheduling based heu-
ristic, FTPGScheduling, presented in Figure 4.11, for scheduling
each alternative fault scenario. The heuristic not only derives

Figure 4.9: Fault-Tolerant Schedule Synthesis Strategy

 FTScheduleSynthesis(G, T, k,N, B, M )
 1 S = ∅; G = BuildFTPG(G, T, k)
 2 Lϑ = GetSynchronizationNodes(G)
 3 PCPPriorityFunction(G, Lϑ)
 4 if Lϑ≡∅ then
 5 FTPGScheduling(G, M, ∅, S )
 6 else
 7 for each ϑi ∈ Lϑ do
 8 tmax = 0;Kϑi = ∅
 9 {tmax, Kϑi} = FTPGScheduling(G, M, ϑi, S)
 10 for each Kj ∈ Kϑi do 
 11 Insert(S, ϑi, tmax, Kj)
 12 end for
 13 end for
 14 end if
 15 return S
 end FTScheduleSynthesis
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dedicated schedules for each fault scenario but also enforces the
requirements (1) to (3) presented in Section 4.3.1. It schedules
synchronization nodes at the same start time in all of these
alternative schedules. 

In the first line of the FTScheduleSynthesis algorithm
(Figure 4.9), we initialize the schedule table S and build the
FTPG G as presented in Section 4.2.1.1 If the FTPG does not
contain any synchronization node (Lϑ ≡ ∅), we perform the FTPG
scheduling for the whole FTPG graph at once (lines 4–5).

If the FTPG contains at least one synchronization node ϑi ∈Lϑ,
where Lϑ is the list of synchronization nodes, the procedure is
different (lines 7–13). A synchronization node ϑi must have the
same start time ti in the schedule S, regardless of the guard
Kj∈Kϑi, which captures the necessary activation conditions for
ϑi under which it is scheduled. For example, the synchronization
node  in Figure 4.10 has the same start time of 105 ms, in
each corresponding column of the table in Figure 4.7.

In order to determine the start time ti of a synchronization
node ϑi ∈Lϑ, we will have to investigate all the alternative fault-
scenarios (modelled as different alternative traces through the
FTPG) that lead to ϑi. Figure 4.10 depicts the three alternative
traces that lead to  for the graph in Figure 4.3b. These traces
are generated using the FTPGScheduling function (called in line 9,
Figure 4.9), which records the maximum start time tmax of ϑi
over the start times in all the alternative traces. In addition,
FTPGScheduling also records the set of guards Kϑi under which ϑi
has to be scheduled. The synchronization node ϑi is then
inserted into the schedule table in the columns corresponding to
the guards in the set Kϑi at the unique time tmax (line 11 in
Figure 4.9). For example,  is inserted at time tmax = 105 ms

1. For efficiency reasons, the actual implementation is slightly different 
from the one presented here. In particular, the FTPG is not explicitly 
generated as a preliminary step of the scheduling algorithm. Instead, 
during the scheduling process, the currently used nodes of the FTPG 
are generated on the fly.

m2
S

m2
S

m2
S



SCHEDULING WITH FAULT TOLERANCE REQUIREMENTS

71

in the columns corresponding to Km2 = { , ,
}.

The FTPGScheduling function is based on list scheduling and it
calls itself for each conditional process in the FTPG G in order to
separately schedule the fault branch and the no fault branch
(lines 21 and 23, Figure 4.11). Thus, the alternative traces are
not activated simultaneously and resource sharing is correctly
achieved. Signalling messages, transporting condition values,
are scheduled (line 19), and only when the signalling message
arrives to the respective computation node, the scheduling algo-
rithm can account for the received condition value and activate
processes and messages, associated with this computation node
on the corresponding conditional branch of the FTPG.

List scheduling heuristics use priority lists from which ready
nodes (vertices) in an application graph are extracted in order to
be scheduled at certain moments. A node in the graph is “ready”
if all its predecessors have been scheduled. Thus, in
FTPGScheduling, for each resource rj ∈ N ∪ {B}, which is either a
computation node Nj ∈ N or the bus B, the highest priority ready
node Xi is extracted from the head of the local priority list LRj
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1 FP1
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FP1
1 FP1
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Figure 4.10: Alternative Traces Investigated by
FTPGScheduling for the Synchronization Node m2
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(line 3). We use the partial critical path (PCP) priority function
[Ele00] in order to assign priorities to the nodes (line 3 in
FTScheduleSynthesis, Figure 4.9).

Xi can be a synchronization node, a copy of a process, or a copy
of a message in the FTPG G. If the ready node Xi is the currently
investigated synchronization node ϑ (line 8), the latest start
time and the current guards are recorded (lines 10–11). If other

Figure 4.11: Conditional Scheduling

 FTPGScheduling(G, M, ϑ, S)
 1 while  do
 2 for each rj ∈ N ∪ {B} do -- loop for each resource rj
 3 LRj = LocalReadyList(S, rj, M) -- find unscheduled ready nodes on rj
 4 while LRj ≠ ∅ do
 5 Xi = Head(LRj)
 6 t = ResourceAvailable(rj, Xi) -- the earliest time to accommodate Xi on rj
 7 K = KnownConditions(rj, t) -- the conditions known to rj at time t
 8 if Xi ≡ ϑ then -- synchronization node currently under investigation
 9 if t > tmax then 
 10 tmax = t -- the latest start time is recorded
 11 Kϑi = Kϑi ∪ {K} -- the guard of synchronization node is recorded
 12 end if
 13 return {tmax, Kϑi} -- exploration stops at the synchronization node ϑ
 14 else if Xi ∈ VT and Xi is unscheduled then -- other synch. nodes
 15 continue -- are not scheduled at the moment
 16 end if
 17 Insert(S, Xi, t, K) -- the ready node Xi is placed in S under guard K
 18 if Xi ∈ VC then -- conditional process
 19 Insert(S, SignallingMsg(Xi), t, K) -- broadcast conditional value
 20 -- schedule the fault branch (recursive call for true branch)
 21 FTPGScheduling(G, LRj ∪ GetReadyNodes(Xi, true))
 22 -- schedule the non-fault branch (recursive call for false branch)
 23 FTPGScheduling(G, LRj ∪ GetReadyNodes(Xi, false))
 24 else
 25 LRj = LRj ∪ GetReadyNodes(Xi)
 26 end if
 27 end while
 28 end for
 29 end while
 end FTPGScheduling

Xi G Xi S∉∈∃
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unscheduled synchronization nodes are encountered, they will
not be scheduled yet (lines 14–15), since FTPGScheduling investi-
gates one synchronization node at a time. Otherwise, i.e., if not a
synchronization node, the current ready node Xi is placed in the
schedule S at time t under guard K.1 The time t is the time when
the resource rj is available (line 17). Guard K on the resource rj
is determined by the KnownConditions function (line 7).

Since we enforce the synchronization nodes to start at their
latest time tmax to accommodate all the alternative traces, we
might have to insert idle times on the resources. Thus, our
ResourceAvailable function (line 6, Figure 4.11) will determine the
start time t ≥ tasap in the first continuous segment of time, which
is available on resource rj, large enough to accommodate Xi, if Xi
is scheduled at this start time t. tasap is the earliest possible
start time of Xi in the considered execution scenario. For exam-
ple, as outlined in the schedule table in Figure 4.7a, m2 is sched-
uled at 105 ms on the bus. We will later schedule m1 at times 31,
100 and 66 ms on the bus (see Figure 4.7a).

4.4 Shifting-based Scheduling
Shifting-based scheduling is the second scheduling technique for
synthesis of fault-tolerant schedules proposed in this thesis.
This scheduling technique is an extension of the transparent
recovery against single faults proposed in [Kan03a].

The problem that we address with shifting-based scheduling
can be formulated as follows. Given an application A, mapped
on an architecture consisting of a set of hardware nodes N inter-
connected via a broadcast bus B, we are interested to determine
the schedule table S with a fixed execution order of processes
such that the worst-case end-to-end delay δG, by which the appli-
cation completes execution, is minimized, and the transparency

1. Recall that synchronization nodes are inserted into the schedule table 
by the FTScheduleSynthesis function on line 11 in Figure 4.9.



CHAPTER 4

74

requirements with all messages on the bus frozen are satisfied. If
the resulting delay is smaller than the deadline, the system is
schedulable. 

In shifting-based scheduling, a fault occurring on one compu-
tation node is masked to the other computation nodes in the sys-
tem but can impact processes on the same computation node. On
a computation node Ni where a fault occurs, the scheduler has to
switch to an alternative schedule that delays descendants of the
faulty process running on the same computation node Ni. How-
ever, a fault happening on another computation node is not visi-
ble on Ni, even if the descendants of the faulty process are
mapped on Ni.

Due to the imposed restrictions, the size of schedule tables for
shifting-based scheduling is much smaller than the size of
schedule tables produced with conditional scheduling. Moreover,
shifting-based scheduling is significantly faster than the condi-
tional scheduling algorithm presented in Section 4.3.2. However,
first of all, shifting-based scheduling does not allow to trade-off
transparency for performance since, by definition, all messages
on the bus, and only those, are frozen. Secondly, because of the
fixed execution order of processes, which does not change with
fault occurrences, schedules generated with shifting-based
scheduling are longer than those produced by conditional sched-
uling. 

4.4.1 SHIFTING-BASED SCHEDULING ALGORITHM

The shifting-based scheduling algorithm is based on the FTPG
representation, on top of which it introduces an additional
ordering of processes, mapped on the same computation node,
based on a certain priority function.

Let us illustrate the ordering with an example in Figure 4.12a
showing an application A composed of five processes mapped on
two computation nodes. Processes P1, P2 and P4 are mapped on
computation node N1. Processes P3 and P5 are mapped on com-
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putation node N2. Message m1 is frozen since it is transmitted
through the bus. The order in Figure 4.12a (in the low part of the
figure) is obtained using the partial critical path (PCP) priority
function [Ele00] with the following ordering relations: (1) proc-
ess P4 cannot start before completion of process P1; (2) P2 cannot
start before completion of P4; and (3) P3 cannot start before com-
pletion of P5. The resulting FTPG with introduced ordering rela-
tions, when k = 2 transient faults can happen at maximum, is
presented in Figure 4.12b. The introduced ordering relations
order the execution of processes mapped on the same computa-
tion node in all execution scenarios.

For the shifting-based scheduling, the FTPG and the ordering
relations are not explicitly generated. Instead, only a root sched-
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ule is obtained off-line, which preserves the order of processes
mapped on the same computation node in all execution scenar-
ios. The root schedule consists of start times of processes in the
non-faulty scenario and sending times of messages. In addition,
it has to provide idle times for process recovering, called recov-
ery slacks. The root schedule is later used by the runtime sched-
uler for extracting the execution scenario corresponding to a
particular fault occurrence (which corresponds to a trace in the
ordered FTPG). Such an approach significantly reduces the
amount of memory required to store schedule tables.

Generation of the Root Schedule. The algorithm for gener-
ation of the root schedule is presented in Figure 4.13 and takes
as input the application A, the number k of transient faults that
have to be tolerated, the architecture consisting of computation
nodes N and bus B, the mapping M, and produces the root
schedule RS.

Initial recovery slacks for all processes Pi ∈ A are calculated
as s0(Pi) = k × (Ci + μ) (lines 2-4). (Later the recovery slacks of
processes mapped on the same computation node will be merged
to reduce timing overhead.)

The process graph G of application A is traversed starting
from the root node (line 5). Process p is selected from the ready
list LR according to the partial critical path (PCP) priority
function [Ele00] (line 7). The last scheduled process r on the
computation node, on which p is mapped, is extracted from the
root schedule S (line 9). Process p is scheduled and its start time
is recorded in the root schedule (line 10). Then, its recovery slack
s(p) is adjusted such that it can accomodate recovering of
processes scheduled before process p on the same computation
node (lines 12-13). The adjustment is performed in two steps:

1. The idle time b between process p and the last scheduled
process r is calculated (line 12).

2. The recovery slack s(p) of process p is changed, if the recov-

ery slack s(r) of process r substracted with the idle time b is
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larger than the initial slack s0(p). Otherwise, the initial slack

s0(p) is preserved (line 13).

If no process is scheduled before p, the initial slack s0(p) is pre-
served as s(p). Outgoing messages sent by process p are sched-
uled at the end of the recovery slack s(p) (line 15).

After the adjustment of the recovery slack, process p is
removed from the ready list LR (line 16) and its successors are
added to the list (lines 18-20). After scheduling of all the proc-
esses in the application graph A, the algorithm returns a root

Figure 4.13: Generation of Root Schedules

 RootScheduleGeneration(A, k, N, B, M)
 1 RS = ∅
 2 for ∀Pi ∈ A do -- obtaining initial recovery slacks
 3 s(Pi) = k × (Ci + μ)
 4 end for
 5 LR = {RootNode(A)}
 6 while LR ≠ ∅ do
 7 p = SelectProcess(LR) -- select process from the ready list
 8 -- the last scheduled process on the computation node, where p is mapped
 9 r = CurrentProcess(RS {M(p)})
 10 ScheduleProcess(p, RS {M(p)}) -- scheduling of process p
 11 -- adjusting recovery slacks
 12 b = start(p) - end(r) -- calculation of the idle time r and p
 13 s(p) = max{s(p), s(r) - b} -- adjusting the recovery slack of process p
 14 -- schedule messages sent by process p at the end of its recovery slack s
 15 ScheduleOutgoingMessages(p, s(p), RS{M(p)}) 
 16 Remove(p, LR) -- remove p from the ready list
 17 -- add successors of p to the ready list
 18 for ∀Succ(p) do
 19 if Succ(p) ∉ LR then Add(Succ(p), LR)
 20 end for
 21 end while
 22 return RS
 end RootScheduleGeneration
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schedule RS with start times of processes, sending times of mes-
sages, and recovery slacks (line 22).

In Figure 4.14 we present an example of a root schedule with
recovery slacks. Application A is composed of four processes,
where processes P1 and P2 are mapped on N1 and processes P3
and P4 are mapped on N2. Messages m1, m2 and m3, to be trans-
ported on the bus, are frozen, according to the requirements of
shifting-based scheduling. Processes P1 and P2 have start times
0 and 30 ms, respectively, and share a recovery slack of 70 ms,
which is obtained as max{2 × (30 + 5) − 0, 2 × (20 + 5)} (see the
algorithm). Processes P3 and P4 have start times of 135 and 105
ms, respectively, and share a recovery slack of 70 ms. Messages
m1, m2 and m3 are sent at 100, 105, and 120 ms, respectively, at
the end of the worst-case recovery intervals of the sender proc-
esses.

Extracting Execution Scenarios. In Figure 4.15, we show
an example, where we extract one execution scenario from the
root schedule of the application A, depicted in Figure 4.14. In
this execution scenario, process P4 experiences two faults. P4
starts at 105 ms according to the root schedule. Then, since a
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Figure 4.14: Example of a Root Schedule
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fault has happened, P4 has to be re-executed. The start time of
P4’s re-execution, is obtained as 105 + 30 + 5 = 140 ms, where 30
is the worst-case execution time of P4 and 5 is the recovery over-
head μ. The re-execution  experiences another fault and the
start time of P4’s second re-execution  is 140 + 30 + 5 = 175
ms. Process P3 will be delayed because of the re-executions of
process P4. The current time CRT, at the moment when P3 is
activated, is 175 + 30 = 205 ms, which is more than 135 ms that
is the schedule time of P3 according to the root schedule. There-
fore, process P3 will be immediately executed at CRT = 205 ms.
The application A will complete execution at 225 ms.

The runtime algorithm for extracting execution scenarios
from the root schedule RS is presented in Figure 4.16. The run-
time scheduler runs on each computation node Ni ∈ N and exe-
cutes processes according to the order in the root schedule of
node Ni until the last process in that root schedule is executed.

In the initialization phase, the current time CRT of the sched-
uler running on node Ni is set to 0 (line 1) and the first process p
is extracted from the root schedule of node Ni (line 2). This proc-
ess is executed according to its start time in the root schedule
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Figure 4.15: Example of an Execution Scenario
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(line 4). If p fails, then it is restored (line 6) and executed again
with the time shift of its worst-case execution time Cp (line 7). It
can be re-executed at most k times in the presence of k faults.
When p is finally completed, its output messages are placed into
the output buffer of the communication controller (line 9). The
output message will be sent according to its sending times in the
root schedule. After completion of process p, the next process is
extracted from the root schedule of node Ni (line 10) and the
algorithm continues with execution of this process.

Re-executions in the case of faults usually delay executions of
the next processes in the root schedule. We have accommodated
process delays into recovery slacks of the root schedule with the
RootScheduleGeneration algorithm (Figure 4.13). Therefore, if proc-
ess p is delayed due to re-executions of previous processes and
cannot be executed at the start time pre-defined in the root
schedule, it is immediately executed after been extracted, within
its recovery slack (Execute function, line 7 in Figure 4.16).

Figure 4.16: Extracting Execution Scenarios

 ExtractScenario(RS, Ni)
 1 CRT = 0
 2 p = GetFirstProcess(RS {Ni})
 3 while p ≠ ∅ do
 4 Execute(p, CRT)
 5 while fault(p) do
 6 Restore(p)
 7 Execute(p, CRT + Cp)
 8 end while
 9 PlaceIntoCommBuffer(OutputMessages(p))
 10 p = GetNextProcess(RS {Ni})
 11 end while
 end ExtractScenario
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4.5 Experimental Results
For the evaluation of our scheduling algorithms we have used
applications of 20, 40, 60, and 80 processes mapped on architec-
tures consisting of 4 nodes. We have varied the number of faults,
considering 1, 2, and 3 faults, which can happen during one exe-
cution cycle. The duration μ of the recovery has been set to 5 ms.
Fifteen examples have been randomly generated for each appli-
cation dimension, thus a total of 60 applications have been used
for experimental evaluation. We have generated both graphs
with random structure and graphs based on more regular struc-
tures like trees and groups of chains. Execution times and mes-
sage lengths have been randomly assigned using both uniform
and exponential distribution within the interval 10 to 100 ms,
and 1 to 4 bytes range, respectively. To evaluate the scheduling,
we have first generated a fixed mapping on the computation
nodes with our design optimization strategy from Chapter 5,
which we have restricted for evaluation purposes to mapping
optimization with only re-execution. The experiments have been
run on Sun Fire V250 computers.

We were first interested to evaluate how the conditional
scheduling algorithm handles the transparency/performance
trade-offs imposed by the designer. Hence, we have scheduled
each application, on its corresponding architecture, using the
conditional scheduling (CS) strategy from Figure 4.9. In order to
evaluate CS, we have considered a reference non-fault-tolerant
implementation, NFT. NFT executes the same scheduling algo-
rithm but considering that no faults occur (k = 0). Let δCS and
δNFT be the end-to-end delays of the application obtained using
CS and NFT, respectively. The fault tolerance overhead is defined
as 100 × (δCS – δNFT) / δNFT.

We have considered five transparency scenarios, depending on
how many of the inter-processor messages have been set as fro-
zen: 0, 25, 50, 75 or 100%. Table 4.1 presents the average fault
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tolerance overheads for each of the five transparency require-
ments. We can see that, as the transparency requirements are
relaxed, the fault tolerance overheads are reduced. Thus, the
designer can trade-off between the degree of transparency and
the overall performance (schedule length). For example, for
application graphs of 60 processes with three faults, we have
obtained an 86% overhead for 100% frozen messages, which is
reduced to 58% for 50% frozen messages.

Table 4.2 presents the average memory1 space per computa-
tion node (in kilobytes) required to store the schedule tables.
Often, one process/message has the same start time under dif-
ferent conditions. Such entries into the table can be merged into
a single table entry, headed by the union of the logical expres-
sions. Thus, Table 4.2 reports the memory required after such a

1. Considering an architecture where an integer and a pointer are repre-
sented on two bytes.

Table 4.1: Fault Tolerance Overheads (CS),%
% 

Frozen 
messages

20 processes 40 processes 60 processes 80 processes 

k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 

100% 48 86 139 39 66 97 32 58 86 27 43 73 
75% 48 83 133 34 60 90 28 54 79 24 41 66 
50% 39 74 115 28 49 72 19 39 58 14 27 39 
25% 32 60 92 20 40 58 13 30 43 10 18 29 
0% 24 44 63 17 29 43 12 24 34 8 16 22 

Table 4.2: Memory Requirements (CS), Kbytes

% 
Frozen 

messages

20 processes 40 processes 60 processes 80 processes 

k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 

100% 0.1 0.3 0.5 0.4 0.9 1.7 0.7 2.1 4.4 1.2 4.2 8.8 
75% 0.2 0.6 1.4 0.6 2.1 5.0 1.2 4.6 11.6 2.0 8.4 21.1 
50% 0.3 0.8 1.9 0.8 3.1 8.1 1.5 7.1 18.3 2.6 12.2 34.5 
25% 0.3 1.2 3.0 1.0 4.3 12.6 1.9 10.0 28.3 3.1 17.3 51.3 
0% 0.4 1.4 3.7 1.2 5.6 16.7 2.2 11.7 34.6 3.4 19.3 61.9 
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straightforward compression. We can observe that as the trans-
parency increases, the memory requirements decrease. For
example, for 60 processes and three faults, increasing the
number of frozen messages from 50% to 100%, reduces the mem-
ory needed from 18Kb to 4Kb. This demonstrates that transpar-
ency can also be used for memory/performance trade-offs.

The CS algorithm runs in less than three seconds for large
applications (80 processes) when only one fault has to be toler-
ated. Due to the nature of the problem, the execution time
increases, in the worst case, exponentially with the number of
faults that have to be handled. However, even for graphs of 60
processes, for example, and three faults, the schedule synthesis
algorithm finishes in under 10 minutes.

Our shifting-based scheduling (SBS), presented in Section 4.4,
always preserves the same order of processes and messages in
all execution scenarios and assumes that all inter-processor
messages are frozen and no other transparency requirements
can be captured. As a second set of experiments, we have
compared the conditional scheduling approach with the shifting-
based scheduling approach. In order to compare the two
algorithms, we have determined the end-to-end delay δSBS of the
application when using SBS. For both the SBS and the CS

approaches, we have obtained a fixed mapping on the
computation nodes with our design optimization strategy from
Chapter 5, restricted to re-execution. We have considered that
all inter-processor messages and only them are frozen in both
cases. When comparing the delay δCS, obtained with conditional
scheduling, to δSBS in the case of, for example, k = 2, conditional
scheduling outperforms SBS on average with 13%, 11%, 17%,
and 12% for application dimensions of 20, 40, 60 and 80
processes, respectively. However, shifting-based scheduling
generates schedules for these applications in less than a quarter
of a second and can produce root schedules for large graphs of
80, 100, and 120 processes with 4, 6, and 8 faults also in less
than a quarter of a second. The schedule generation time does
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not exceed 0.2 sec. even for 120 processes and 8 faults.
Therefore, shifting-based scheduling can be effectively used
inside design optimization, where transparency-related trade-
offs are not considered.

The amount of memory needed to store root schedules is also
very small as shown in Table 4.3. Moreover, due to the nature of
the shifting-based scheduling algorithm, the amount of memory
needed to store the root schedule does not change with the
number of faults. Because of low memory requirements,
shifting-based scheduling is suitable for synthesis of fault-
tolerant schedules even for small microcontrollers.

4.5.1 CASE STUDY

Finally, we have considered a real-life example implementing a
vehicle cruise controller (CC). The process graph that models the
CC has 32 processes, and is presented in Appendix I.

The CC maintains a constant speed over 35 km/h and under
200km/h, offers an interface (buttons) to increase or decrease
the reference speed, is able to resume its operation at the previ-
ous reference speed, and is suspended when the driver presses
the brake pedal. The CC has been mapped on an architecture
consisting of three nodes: Electronic Throttle Module (ETM),
Anti-lock Braking System (ABS) and Transmission Control
Module (TCM).

We have considered a deadline of 300 ms, k = 2 and μ = 2 ms,
and have obtained a fixed mapping of the CC on the computation
nodes with the design optimization strategy from Chapter 5. SBS

has produced an end-to-end delay of 384 ms, which is larger
than the deadline. The CS approach reduces this delay to 346

Table 4.3: Memory Requirements (SBS), Kbytes

 20 processes 40 processes 60 processes 80 processes 
k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 

100% 0.02 0.03 0.05 0.07 
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ms, given that all inter-processor messages are frozen, which is
also unschedulable. If we relax this transparency requirement
and select 50% of the inter-processor messages as frozen, we can
further reduce the delay to 274 ms, which will meet the dead-
line.

4.6 Conclusions
In this chapter, we have proposed two novel scheduling
approaches for fault-tolerant embedded systems in the presence
of multiple transient faults: conditional scheduling and shifting-
based scheduling.

The main contribution of the first approach is the ability to
handle performance versus transparency and memory size
trade-offs. This scheduling approach generates the most effi-
cient schedules.

The second scheduling approach handles only a fixed trans-
parency setup, transparent recovery, where all messages on the
bus have to be sent at fixed times, regardless of fault occur-
rences. Additionally all processes have to be executed in the
same order in all execution scenarios. Even though this schedul-
ing approach generates longer schedules, it is much faster than
the conditional scheduling and requires less memory to store the
generated schedule tables. These advantages make this schedul-
ing technique suitable for microcontroller systems with strict
memory constraints.
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Chapter 5
Mapping and Fault

Tolerance Policy
Assignment

IN THIS CHAPTER we discuss mapping and fault tolerance pol-
icy assignment for hard real-time applications. For optimization
of policy assignment we combine re-execution, which provides
time redundancy, with replication, which provides spatial
redundancy. The mapping and policy assignment optimization
algorithms decide a process mapping and fault tolerance policy
assignment such that the overheads due to fault tolerance are
minimized. The application is scheduled using the shifting-
based scheduling technique presented in Section 4.4.
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5.1 Fault Tolerance Policy Assignment
In this thesis, by policy assignment we denote the decision on
which fault tolerance techniques should be applied to a process.
In this chapter, we will consider two techniques: re-execution
and replication (see Figure 5.1).

The fault tolerance policy assignment is defined by three func-
tions, P, Q, and R, as follows:

P: V → {Replication, Re-execution, Replication & Re-execu-
tion} determines whether a process is replicated, re-executed, or
replicated and re-executed. When replication is used for a process
Pi, we introduce several replicas into the application A, and con-
nect them to the predecessors and successors of Pi.

The function Q: V → Ν indicates the number of replicas for each
process. For a certain process Pi, if P(Pi)= Replication, then Q(Pi) =
k; if P(Pi) = Re-execution, then Q(Pi)= 0; if P(Pi) = Replication & Re-
execution, then 0 < Q(Pi) < k.

Let VR be the set of replica processes introduced into the appli-
cation. Replicas can be re-executed as well, if necessary. The
function R: V ∪ VR → Ν determines the number of re-executions
for each process or replica. In Figure 5.1c, for example, we have
P(P1)=Replication & Re-execution, R(P1(1)) = 1 and R(P1(2)) = 0.1

1. For the sake of uniformity, in the case of replication, we name the origi-
nal process Pi as the first replica of process Pi, denoted with Pi(1), see 
Section 2.2.4.

Figure 5.1: Policy Assignment: Re-execution + Replication
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Each process Pi ∈ V, besides its worst-case execution time Ci
on each computation node, is characterized by a recovery over-
head μi.

The mapping of a process is given by a function M: V ∪ VR →
N, where N is the set of nodes in the architecture. The mapping
M is not fixed and will have to be obtained during design optimi-
zation.

Thus, our problem formulation is as follows:
 • As an input we have an application A given as a merged

process graph (Section 3.1.1) and a system consisting of a set
of nodes N connected to a bus B.

 • The parameter k denotes the maximum number of transient
faults that can appear in the system during one cycle of exe-
cution.

We are interested to find a system configuration ψ, on the
given architecture N, such that the k transient faults are toler-
ated and the imposed deadlines are guaranteed to be satisfied. 

Determining a system configuration ψ = <F, M, S> means:

1. finding the fault tolerance policy assignment, given by F =
<P, Q, R>, for the application A;

2. deciding on a mapping M for each process Pi in the applica-

tion A and for each replica in VR;
3. deriving the set S of schedule tables on each computation

node.
The shifting-based scheduling presented in Section 4.4 with

small modifications, which will be discussed in Section 5.2.2, is
used to derive schedule tables for the application A.

5.1.1 MOTIVATIONAL EXAMPLES

Let us, first, illustrate some of the issues related to policy
assignment. In the example presented in Figure 5.2 we have the
application A1 with three processes, P1 to P3, and an architec-
ture with two nodes, N1 and N2. The worst-case execution times
on each node are given in a table to the right of the architecture.
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Note that N1 is faster than N2. We assume a single fault, thus
k = 1. The recovery overhead μ is 10 ms. The application A1 has
a deadline of 160 ms depicted with a thick vertical line. We have
to decide which fault tolerance technique to use.

Figure 5.2: Comparison of Replication and Re-execution
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In Figure 5.2 we depict the schedules for each node. Compar-
ing the schedules in Figure 5.2a1 and Figure 5.2b1, we can
observe that using only replication the deadline is missed
(Figure 5.2a1). An additional delay is introduced with messages
m1(1) and m1(2) sent from replicas P1(1) and P1(2) of process P1,
respectively, to replicas P2(2) and P2(1) of process P2. In order to
guarantee that time constraints are satisfied in the presence of
faults, all re-executions of processes, which are accommodated
in recovery slacks, have to finish before the deadline. Using only
re-execution we are able to meet the deadline (Figure 5.2b1).
However, if we consider a modified application A2 with process
P3 data dependent on P2, the imposed deadline of 200 ms is
missed in Figure 5.2b2 if only re-execution is used, and it is met
when replication is used as in Figure 5.2a2.

This example shows that the particular technique to use has
to be carefully adapted to the characteristics of the application
and the available resources. Moreover, the best result is most
likely to be obtained when both re-execution and replication are
used together, some processes being re-executed, while others
replicated.

Let us consider the example in Figure 5.3, where we have an
application with four processes mapped on an architecture of
two nodes. In Figure 5.3a all processes are re-executed, and the
depicted schedule is optimal for re-execution, yet missing the
deadline in the worst-case (process P1 experiences a fault and is
re-executed). However, combining re-execution with replication,
as in Figure 5.3b where process P1 is replicated, will meet the
deadline even in the worst case (process P2 is re-executed). In
this case, P2 will have to receive message m1(1) from replica P1(1)
of process P1, and process P3 will have to receive message m2(2)
from replica P1(2). Even though transmission of these messages
will introduce a delay due to the inter-processor communication
on the bus, this delay is compensated by the gain in performance
because of replication of process P1.



CHAPTER 5

92

5.2 Mapping with Fault Tolerance
In general, fault tolerance policy assignment cannot be done
separately from process mapping. Consider the example in
Figure 5.4. Let us suppose that we have applied a mapping algo-
rithm without considering the fault tolerance aspects, and we
have obtained the best possible mapping, depicted in
Figure 5.4a, which has the shortest execution time. If we apply
on top of this mapping a fault tolerance technique, for example,
re-execution as in Figure 5.4b, we miss the deadline in the
worst-case of re-execution of process P3.

The actual fault tolerance policy, in this case re-execution, has
to be considered during mapping of processes, and then the best
mapping will be the one in Figure 5.4c, which clusters all proc-
esses on the same computation node. In this thesis, we will con-
sider the assignment of fault tolerance policies at the same time
with the mapping of processes to computation nodes in order to
improve the quality of the final design.

Figure 5.3: Combining Re-execution and Replication
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5.2.1 DESIGN OPTIMIZATION STRATEGY

The design problem formulated in the previous section is NP
complete (both the scheduling and the mapping problems, con-
sidered separately, are already NP-complete [Gar03]). Our strat-
egy is outlined in Figure 5.5 and has two steps:

1. In the first step (lines 1–2) we decide very quickly on an

initial fault tolerance policy assignment F0 and mapping

M0. The initial mapping and fault tolerance policy

Figure 5.4: Mapping and Fault Tolerance

b)

c)

N1

N2

P1

P3/1

P4P2

N1

N2

P1

bus

k = 1

μ= 10 ms
P1
P2
P3

N1 N2

60 X
70
70

110
110

P4 60 X

Deadline: 340

Missed

Met

bus
m2

N1 N2

P3/1 P4P2

20 40 60 80 100 120 140 160 180 200 220 2400 260

m1 : m2 : m3 : m4 : 10 ms 

P1

P4

P2 P3

m1 m2

m3 m4

a)

N1

N2

P1

P3

P4P2 Best mapping
without considering
fault tolerance

bus
m4m2

m4

280 300 320 340

D = T = 340 ms 

P3/2

P3/2

360



CHAPTER 5

94

assignment algorithm (InitialMPA line 1 in Figure 5.5) assigns
a re-execution policy to each process in the application A and
produces a mapping that tries to balance the utilization
among nodes. The application is then scheduled using the
shifting-based scheduling algorithm presented in Section
4.4. If the application is schedulable the optimization
strategy stops. 

2. If the application is not schedulable, we use, in the second
step, a tabu search-based algorithm TabuSearchMPA, presented in
Section 5.2.3, that aims to improve the fault tolerance policy
assignment and mapping obtained in the first step.

If after these steps the application is unschedulable, we
assume that no satisfactory implementation could be found with
the available amount of resources.

5.2.2 SCHEDULING AND REPLICATION

In Section 4.4, we presented the shifting-based scheduling algo-
rithm with re-execution as the employed fault tolerance tech-
nique. For scheduling applications that combine re-execution
and replication, this algorithm has to be slightly modified to cap-
ture properties of replica descendants, as illustrated in
Figure 5.6. The notion of “ready process” will be different in the
case of processes waiting inputs from replicas. In that case, a
successor process Ps of replicated process Pi can be placed in the

Figure 5.5: Design Optimization Strategy for 
Fault Tolerance Policy Assignment

MPAOptimizationStrategy(A, N)
 1 Step 1: ψ0 = InitialMPA(A, N )

 2 if S0 is schedulable then return ψ0 end if

 3 Step 2: ψ = TabuSearchMPA(A, N, ψ)

 4 if S is schedulable then return ψ end if

 5 return no_solution

end MPAOptimizationStrategy
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root schedule at the earliest time moment t, at which at least one
valid message mi(j) can arrive from a replica Pi(j) of process Pi.

1

We also include in the set of valid messages mi(j) the output from
replica Pi(j) to successor Ps passed through the shared memory
(if replica Pi(j) and successor Ps are mapped on the same compu-
tation node).

Let us consider the example in Figure 5.6, where P2 is repli-
cated and we use a shifting-based scheduling without the above
modification. In this case, P3, the successor of P2, is scheduled at
the latest moment, when any of the messages to P3 can arrive.
Therefore, P3 has to be placed in the schedule, as illustrated in
Figure 5.6a, after message m2(2) from replica P2(2) has arrived.
We should also introduce recovery slack for process P3 for the
case it experiences a fault.

However, the root schedule can be shortened by placing P3 as
in Figure 5.6b, immediately following replica P2(1) on N1, if we
use the updated notion of “ready process” for successors of repli-

1. We consider the original process Pi as a first replica, denoted with Pi(1).

Figure 5.6: Scheduling Replica Descendants
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cated processes. In this root schedule, process P3 will start
immediately after replica P2(1) in the case that no fault has
occurred in P2(1). If replica P2(1) fails, then, in the corresponding
alternative schedule, process P3 will be delayed until it receives
message m2(2) from replica P2(2) on N2 (shown with the thick-
margin rectangle). In the root schedule, we should accommodate
this delay into the recovery slack of process P3 as shown in
Figure 5.6b. Process P3 can also experience faults. However,
processes can experience at maximum k faults during one appli-
cation run. In this example, P2 and P3 cannot be faulty at the
same time because k = 1. Therefore, process P3 will not need to
be re-executed if it is delayed in order to receive message m2(2)
(since, in this case, P2(1) has already failed). The only scenario,
in which process P3 can experience a fault, is the one where
process P3 is scheduled immediately after replica P2(1). In this
case, however, re-execution of process P3 is accommodated into
the recovery slack. The same is true for the case if P1 fails and,
due to its re-execution, P2(1) and P3 have to be delayed. As can be
seen, the resulting root schedule depicted in Figure 5.6b is
shorter than the one in Figure 5.6a and the application will
meet its deadline.

5.2.3 OPTIMIZATION ALGORITHMS

For the optimization of the mapping and fault tolerance policy
assignment we perform two steps, see Figure 5.5. The first step
is a straightforward policy assignment with only re-execution,
where mapping is obtained by a simple balancing of utilization
of the computation nodes. If this step fails to produce a
schedulable implementation, we use, in the next step, a tabu
search-based optimization approach, TabuSearchMPA. 

This approach investigates in each iteration all the processes
on the critical path of the merged application graph G, and use
design transformations (moves) to change a design such that the
critical path is reduced. Let us consider the example in
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Figure 5.7, where we have an application of four processes that
has to tolerate one fault, mapped on an architecture of two
nodes. Let us assume that the current solution is the one
depicted in Figure 5.7a. In order to generate neighbouring solu-
tions, we perform design transformations that change the map-
ping of a process, and/or its fault tolerance policy. Thus, the
neighbouring solutions considered by our heuristic, starting
from Figure 5.7a, are those presented in Figure 5.7b–5.7e. Out
of these, the solution in Figure 5.7c is the best in terms of sched-
ule length.

One simple (greedy) optimization heuristic could have been to
select in each iteration the best move found and apply it to mod-
ify the design. However, although a greedy approach can quickly
find a reasonable solution, its disadvantage is that it can “get
stuck” into a local optimum. Thus, to avoid this, we have imple-
mented a tabu search algorithm [Ree93].

The tabu search algorithm, TabuSearchMPA, presented in
Figure 5.8, takes as an input the merged application graph G,
the architecture N and the current implementation ψ, and pro-
duces a schedulable and fault-tolerant implementation xbest.
The tabu search is based on a neighbourhood search technique,
and thus in each iteration it generates the set of moves Nnow

that can be reached from the current solution xnow (line 7 in
Figure 5.8). In our implementation, we only consider changing
the mapping or fault tolerance policy assignment of the proc-
esses on the critical path, corresponding to the current solution,
denoted with CP in Figure 5.8. For example, in Figure 5.7a, the
critical path is formed by P1, m2 and P3.
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The key feature of a tabu search is that the neighbourhood
solutions are modified based on a selective history of the states

Figure 5.7: Moves and Tabu History
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encountered during the search [Ree93]. The selective history is
implemented in our case through the use of two tables, Tabu and
Wait. Each process has an entry in these tables. If Tabu(Pi) is
non-zero, it means that the process is “tabu”, i.e., should not be
selected for generating moves. Thus, a move will be removed

Figure 5.8: Tabu Search Algorithm for Optimization of
Mapping and Fault Tolerance Policy Assignment

TabuSearchMPA(G, N, ψ)
 1 -- given a merged application graph G and an architecture N produces a policy
 2 -- assignment F and a mapping M such that G is fault-tolerant & schedulable
 3 xbest = xnow = ψ; BestCost = ListScheduling(G, N, xbest) -- Initialization
 4 Tabu = ∅; Wait = ∅ -- The selective history is initially empty
 5 while xbest not schedulable ∧ TerminationCondition not satisfied do

 6 -- Determine the neighboring solutions considering the selective history
 7 CP = CriticalPath(G); Nnow = GenerateMoves(CP)

 8 -- eliminate tabu moves if they are not better than the best-so-far
 9 Ntabu = {move(Pi) | ∀ Pi ∈CP ∧ Tabu(Pi)=0 ∧ Cost(move(Pi)) < BestCost}

 10 Nnon-tabu = N \ Ntabu

 11 -- add diversification moves 

 12 Nwaiting = {move(Pi) | ∀ Pi ∈ CP ∧ Wait(Pi) > |G|}

 13 Nnow = Nnon-tabu ∪ Nwaiting

 14 -- Select the move to be performed
 15 xnow = SelectBest(Nnow)

 16 xwaiting = SelectBest(Nwaiting); xnon-tabu = SelectBest(Nnon-tabu)

 17 if Cost(xnow) < BestCost then x = xnow -- select xnow if better than best-so-far
 18 else if ∃ xwaiting then x = xwaiting -- otherwise diversify
 19 else x = xnon-tabu -- if no better and no diversification, select best non-tabu
 20 end if

 21 -- Perform selected move
 22 PerformMove(x); Cost = ListScheduling(G, N, x)

 23 -- Update the best-so-far solution and the selective history tables
 24 If Cost < BestCost then xbest = x; BestCost = Cost end if

 25 Update(Tabu); Update(Wait)

 26 end while

 27 return xbest

end TabuSearchMPA
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from the neighbourhood solutions if it is tabu (lines 9 and 10 of
the algorithm). However, tabu moves are also accepted if they
lead to solutions better than the best-so-far solution
(Cost(move(Pi)) < BestCost, line 9). If Wait(Pi) is greater than the
number of processes in the graph, |G|, the process has waited a
long time and should be selected for diversification [Ree93], i.e.,
move(Pi) can lead to the significantly different solution from
those encountered previously during the search. In line 12 the
search is diversified with moves that have waited a long time
without being selected.

In lines 14–20 we select the best one out of these solutions. We
prefer a solution that is better than the best-so-far xbest (line 17).
If such a solution does not exist, then we choose to diversify. If
there are no diversification moves, we simply choose the best
solution found in this iteration, even if it is not better than xbest.
Finally, the algorithm updates the best-so-far solution, and the
selective history tables Tabu and Wait. The algorithm ends
when a schedulable solutions has been found, or an imposed ter-
mination condition has been satisfied (as, if a time limit has
been reached).

Figure 5.7 illustrates how the algorithm works. Let us con-
sider that the current solution xnow is the one presented in
Figure 5.7a, with the corresponding selective history presented
to its right, and the best-so-far solution xbest being the one in
Figure 5.3a. The generated solutions are presented in
Figure 5.7b–5.7e. The solution (b) is removed from the set of con-
sidered solutions because it is tabu, and it is not better than
xbest. Thus, solutions (c)–(e) are evaluated in the current itera-
tion. Out of these, the solution in Figure 5.7c is selected, because
although it is tabu, it is better than xbest. The table is updated as
depicted to the right of Figure 5.7c in bold, and the iterations
continue with solution (c) as the current solution.
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5.3 Experimental Results
For the evaluation of our strategy for policy assignment and
mapping we have used applications of 20, 40, 60, 80, and 100
processes (all unmapped and with no fault tolerance policy
assigned) implemented on architectures consisting of 2, 3, 4, 5,
and 6 nodes, respectively. We have varied the number of faults
depending on the architecture size, considering 3, 4, 5, 6, and 7
faults for each architecture dimension, respectively. The recov-
ery overhead μ has been set to 5 ms. Fifteen examples have ran-
domly been generated for each application dimension, thus a
total of 75 applications have been used for experimental evalua-
tion. We have generated both graphs with random structure and
graphs based on more regular structures like trees and groups of
chains. Execution times and message lengths have been ran-
domly assigned using both uniform and exponential distribution
within the 10 to 100 ms, and 1 to 4 bytes ranges, respectively.
The experiments have been performed on Sun Fire V250 com-
puters.

We were first interested to evaluate the proposed optimization
strategy in terms of overheads introduced due to fault tolerance.
Hence, we have implemented each application, on its corre-
sponding architecture, using the MPAOptimizationStrategy (MXR)
strategy from Figure 5.5. In order to evaluate MXR, we have
derived a reference non-fault-tolerant implementation, NFT,
which ignores the fault tolerance issues. The NFT implementa-
tion has been produced as the result of an optimization similar
to MXR but without any moves related to fault tolerance policy
assignment. Compared to the NFT implementation thus
obtained, we would like MXR to produce a fault-tolerant design
with as little as possible overhead, using the same amount of
hardware resources (nodes). For these experiments, we have
derived the shortest schedule within an imposed time limit for
optimization: 10 minutes for 20 processes, 20 for 40, 1 hour for
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60, 2 hours and 20 minutes for 80 and 5 hours and 30 minutes
for 100 processes.

The first results are presented in Table 5.1. Applications of 20,
40, 60, 80, and 100 processes are mapped on 2, 3, 4, 5, and 6 com-
putation nodes, respectively. Accordingly, we change the number
of faults from 3 to 7. In the three last columns, we present max-
imum, average and minimum time overheads introduced by MXR

compared to NFT. Let δMXR and δNFT be the schedule lengths
obtained using MXR and NFT. The overhead due to introduced
fault tolerance is defined as 100 × (δMXR – δNFT) / δNFT. We can
see that the fault tolerance overheads grow with the application
size. The MXR approach can offer fault tolerance within the con-
straints of the architecture at an average time overhead of
approximately 100%. However, even for applications of 60 proc-
esses, there are cases where the overhead is as low as 52%.

We were also interested to evaluate our MXR approach in the
case of different number of faults, while the application size and
the number of computation nodes were fixed. We have consid-
ered applications with 60 processes mapped on four computation
nodes, with the number k of faults being 2, 4, 6, 8, or 10.
Table 5.2 shows that the time overheads due to fault tolerance
increase with the number of tolerated faults. This is expected,

Table 5.1: Fault Tolerance Overheads with MXR (Compared 
to NFT) for Different Applications

Number of 
processes 

k % maximum % average % minimum 

20 3 98 71 49 

40 4 117 85 47 

60 5 143 100 52 

80 6 178 121 91 

100 7 216 150 100 
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since we need more replicas and/or re-executions if there are
more faults.

With a second set of experiments, we were interested to eval-
uate the quality of our MXR optimization approach. Thus,
together with the MXR approach we have also evaluated two
extreme approaches: MX that considers only re-execution, and
MR which relies only on replication for tolerating faults. MX and
MR use the same optimization approach as MRX, but, for fault tol-
erance, all processes are assigned only with re-execution or rep-
lication, respectively. In Figure 5.9 we present the average
percentage deviations of the MX and MR from MXR in terms of
overhead. We can see that by optimizing the combination of re-
execution and replication, MXR performs much better compared
to both MX and MR. On average, MXR is 77% and 17.6% better
than MR and MX, respectively. This shows that considering re-
execution at the same time with replication can lead to signifi-
cant improvements.

In Figure 5.9 we have also presented a straightforward strat-
egy SFX, which first derives a mapping without fault tolerance
considerations (using MXR without fault tolerance moves) and
then applies re-execution. This is a solution that can be obtained
by a designer without the help of our fault tolerance optimiza-
tion tools. We can see that the overheads thus obtained are very

Table 5.2: Fault Tolerance Overheads due to MXR for 
Different Number of Faults in the Applications of 60 

Processes Mapped on 4 Computation Nodes

k % maximum % average % minimum 

2 52 33 20 

4 110 77 47 

6 162 119 82 

8 251 174 118 

10 292 220 155 
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large compared to MXR, up to 58% on average. We can also notice
that, despite the fact that both SFX and MX use only re-execution,
MX is much better. This confirms that the optimization of the
fault tolerance policy assignment has to be addressed at the
same time with the mapping of functionality.

Finally, we have considered the real-life example implement-
ing a vehicle cruise controller (CC), previously used to evaluate
scheduling techniques in Chapter 4. We have considered the
same deadline of 300 ms, the maximum number of faults k = 2,
and a recovery overhead μ = 2 ms.

In this setting, the MXR produced a schedulable fault-tolerant
implementation with a worst-case system delay of 275 ms, and
with an overhead compared to NFT of 65%. If only one single pol-
icy is used for fault tolerance, as in the case of MX and MR, the
delay is 304 ms and 361 ms, respectively, and the deadline is
missed.

Figure 5.9: Comparing MXR with MX, MR and SFX
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5.4 Conclusions
In this chapter, we have proposed a strategy for fault tolerance
policy assignment and mapping. With fault tolerance policy
assignment, we can decide on which fault tolerance technique or
which combination of techniques to assign to a certain process in
the application. The fault tolerance technique can be re-execu-
tion, which provides time-redundancy, or active replication,
which provides space-redundancy. The fault tolerance policy
assignment has to be jointly optimized with process mapping.
We have implemented a tabu search-based algorithm that
assigns fault tolerance techniques to processes and decides on
the mapping of processes, including replicas.
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Chapter 6
Checkpointing-based

Techniques

IN THIS CHAPTER we extend our previous techniques based on
re-execution by introducing checkpoints. We, first, present our
approach to optimize the number of checkpoints. Then, we
extend the optimization strategy for fault tolerance policy
assignment presented in Chapter 5 with checkpoint optimiza-
tion.

6.1 Optimizing the Number of Checkpoints
Re-execution is a recovery technique with only one checkpoint,
where a faulty process is restarted from the initial process state.
In the general case of rollback recovery with checkpointing, how-
ever, a faulty process can be recovered from several checkpoints
inserted into the process, which, potentially, will lead to smaller
fault tolerance overheads. The number of checkpoints has a sig-
nificant impact on the system performance and has to be opti-
mized, as will be shown in this section.
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6.1.1 LOCAL CHECKPOINTING OPTIMIZATION

First, we will illustrate issues of checkpoint optimization when
processes are considered in isolation. In Figure 6.1 we have
process P1 with a worst-case execution time of C1 = 50 ms. We
consider a fault scenario with k = 2, the recovery overhead μ1
equal to 15 ms, and checkpointing overhead χ1 equal to 5 ms.
The error-detection overhead α1 is considered equal to 10 ms.
Recovery, checkpointing and error-detection overheads are
shown with light grey, black, and dark grey rectangles, respec-
tively.

In the previous chapters, the error-detection overhead has
been considered to be part of the worst-case execution time of
processes. Throughout this chapter, however, we will explicitly
consider the error-detection overhead since it directly influences
the decision regarding the number of checkpoints introduced. In
this chapter, we will consider equidistant checkpointing, which
relies on using equal length time intervals between checkpoints,
as has been discussed in Section 2.2.3.

μ1 = 15 ms

k = 2

χ1 = 5 ms

α1 = 10 ms

P1 C1 = 50 ms
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In Figure 6.1 we depict the execution time needed for P1 to tol-
erate two faults, considering from one to five checkpoints. Since
P1 has to tolerate two faults, the recovery slack S1 has to be dou-
ble the size of P1 including the recovery overhead, as well as the
error-detection overhead α1 that has to be considered for the
first re-execution of the process. Thus, for one checkpoint, the
recovery slack S1 of process P1 is (50 + 15) × 2 + 10 = 140 ms.

If two checkpoints are introduced, process P1 will be split into
two execution segments  and . In general, the execution
segment is a part of the process execution between two check-
points or a checkpoint and the end of the process. In the case of
an error in process P1, only the segments  or  have to be
recovered, not the whole process, thus the recovery slack S1 is
reduced to (50/2 + 15) × 2 + 10 = 90 ms.

By introducing more checkpoints, the recovery slack S1 can be
further reduced. However, there is a point over which the reduc-
tion in the recovery slack S1 is offset by the increase in the over-
head related to setting each checkpoint. We will name this
overhead as a constant checkpointing overhead denoted as Oi for
process Pi. In general, this overhead is the sum of checkpointing
overhead χi and the error-detection overhead αi. Because of the
overhead associated with each checkpoint, the actual execution
time E1 of process P1 is constantly increasing with the number
of checkpoints (as shown with thick-margin rectangles around
the process P1 in Figure 6.1).

For process P1 in Figure 6.1, going beyond three checkpoints
will enlarge the total execution time R1 = S1 + E1, when two
faults occur.

In general, in the presence of k faults, the execution time Ri in
the worst-case fault scenario of process Pi with ni checkpoints
can be obtained with the formula:

P1
1 P1

2

P1
1 P1

2
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where Ei(ni) is the execution time of process Pi with ni check-
points in the case of no faults. Si(ni) is the recovery slack of proc-
ess Pi. Ci is the worst-case execution time of process Pi.

 is the overhead introduced with ni checkpoints to
the execution of process Pi. In the recovery slack Si(ni),

 is the time needed to recover from a single fault,
which has to be multiplied by k for recovering from k faults. The
error-detection overhead αi of process Pi has to be additionally
considered in k − 1 recovered execution segments for detecting
possible fault occurrences (except the last, kth, recovery, where
all k faults have already happened and been detected).

Let now  be the optimal number of checkpoints for Pi, when
Pi is considered in isolation. Punnekkat et al. [Pun97] derive a
formula for  in the context of preemptive scheduling and sin-
gle fault assumption:

where Oi is a constant checkpointing overhead and Ci is the
computation time of Pi (the worst-case execution time in our
case).

We have extended formula (6.2) to consider k faults and
detailed checkpointing overheads χi and αi for process Pi, when
process Pi is considered in isolation:

Ri ni( ) Ei ni( ) Si ni( )+=
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The proof of formula (6.3) can be found in Appendix II.
Formula (6.3) allows us to calculate the optimal number of

checkpoints for a certain process considered in isolation. For
example, in Figure 6.1, = 3:

6.1.2 GLOBAL CHECKPOINTING OPTIMIZATION

Calculating the number of checkpoints for each individual proc-
ess will not produce a solution which is globally optimal for the
whole application because processes share recovery slacks.

Let us consider the example in Figure 6.2, where we have two
processes, P1 and P2 on a single computation node. We consider

, if

, if 
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two transient faults. The worst-case execution times and the
fault tolerance overheads are depicted in the figure. In
Figure 6.2a, processes P1 and P2 are assigned with the locally
optimal number of checkpoints, = 3 and = 3, and share
one recovery slack, depicted as a shaded rectangle. The size of
the shared slack is equal to the individual recovery slack of proc-
ess P2 because its slack, which is (60 / 3 + 10) × 2 + 5 = 65 ms, is
larger than the slack of P1, which is (50 / 3 + 10) × 2 + 5=58.3 ms.
The resulting schedule length is the sum of actual execution
times of processes P1 and P2 and the size of their shared recov-
ery slack of 65 ms:

[50 + 3 × (5 + 10)] + [60 + 3 × (5 + 10)] + 65 = 265 ms.
However, if we reduce the number of checkpoints to 2 for both

processes, as shown in Figure 6.2b, the resulting schedule
length is 255 ms, which is shorter than in the case of the locally
optimal number of checkpoints. The shared recovery slack, in
this case, is also equal to the individual recovery slack of process
P2 because its recovery slack, (60 / 2 + 10) × 2 + 5 = 85 ms, is
larger than P1’s recovery slack, (50 / 3 + 10) × 2 + 5 = 75 ms. The
resulting schedule length in Figure 6.2b is, hence, obtained as

[50 + 2 × (5 + 10)] + [60 + 2 × (5 + 10)] + 85 = 255 ms.
In general, slack sharing leads to a smaller number of check-

points associated to processes, or, at a maximum, this number is
the same as indicated by the local optima. This is the case
because the shared recovery slack, obviously, cannot be larger
than the sum of individual recovery slacks of the processes that
share it. Therefore, the globally optimal number of checkpoints
is always less or equal to the locally optimal number obtained
with formula (6.3). Thus, formula (6.3) provides us with an
upper bound on the number of checkpoints associated to individ-
ual processes. We will use this formula in order to bound the
number of checkpoints explored with the optimization algorithm
presented in Section 6.2.2.

n1
0 n2

0
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6.2 Policy Assignment with Checkpointing
In this section we extend the fault tolerance policy assignment
algorithm presented in Section 5.2.3 with checkpoint optimiza-
tion. Here rollback recovery with checkpointing1 will provide
time redundancy, while the spatial redundancy is provided with
replication, as shown in Figure 6.3. The combination of fault tol-
erance policies to be applied to each process is given by four
functions:
 • P: V → {Replication, Checkpointing, Replication & Check-

pointing} determines whether a process is replicated, check-
pointed, or replicated and checkpointed. When replication is
used for a process Pi, we introduce several replicas into the
application A, and connect them to the predecessors and suc-
cessors of Pi.

 • The function Q: V → Ν indicates the number of replicas for
each process. For a certain process Pi, if P(Pi) = Replication,
then Q(Pi) = k; if P(Pi) = Checkpointing, then Q(Pi) = 0; if P(Pi)
= Replication & Checkpointing, then 0 < Q(Pi) < k.

 • Let VR be the set of replica processes introduced into the
application. Replicas can be checkpointed as well, if neces-
sary. The function R: V ∪ VR → Ν determines the number of

1. From here and further on we will call the rollback recovery with check-
pointing shortly checkpointing.

Figure 6.3: Policy Assignment: Checkpointing + Replication
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recoveries for each process or replica. In Figure 6.3c, for exam-
ple, we have P(P1) = Replication & Checkpointing, R(P1(1)) = 0
and R(P1(2)) = 1.

 • The fourth function X: V ∪ VR → Ν decides the number of
checkpoints to be applied to processes in the application and
the replicas in VR. We consider equidistant checkpointing,
thus the checkpoints are equally distributed throughout the
execution time of the process. If process Pi ∈ V or replica
Pi(j) ∈ VR is not checkpointed, then we have X(Pi) = 0 or
X(Pi(j)) = 0, respectively, which is the case if the recovery is
not used at all for this particular process or replica.

Each process Pi ∈ V , besides its worst execution time Ci for
each computation node, is characterized by an error detection over-
head αi, a recovery overhead μi, and checkpointing overhead χi. 

The mapping of a process in the application is given by a func-
tion M: V ∪ VR → N, where N is the set of nodes in the archi-
tecture. The mapping M is not fixed and will have to be obtained
during design optimization.

Thus, our problem formulation for mapping and policy assign-
ment with checkpointing is as follows:

 • As an input we have an application A given as a merged
process graph (Section 3.1.1) and a system consisting of a set
of nodes N connected to a bus B. 

 • The parameter k denotes the maximal number of transient
faults that can appear in the system during one cycle of exe-
cution.

We are interested to find a system configuration ψ, on the
given architecture N, such that the k transient faults are toler-
ated and the imposed deadlines are guaranteed to be satisfied. 

Determining a system configuration ψ = <F, X, M, S> means:

1. finding a fault tolerance policy assignment, given by F = <P,
Q, R, X>, for each process Pi in the application A; this also
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includes the decision on the number of checkpoints X for each
process Pi in the application A and each replica in VR;

2. deciding on a mapping M for each process Pi in the applica-

tion A;
3. deciding on a mapping M for each replica in VR;
4. deriving the set S of schedule tables on each computation

node.
We will discuss policy assignment based on transparent recov-

ery with replication, where all messages on the bus are set to be
frozen, except those that are sent by replica processes. The shift-
ing-based scheduling presented in Section 4.4 with small modi-
fications, which have been discussed in Section 5.2.2, is used to
derive schedule tables for the application A. We calculate recov-
ery slacks in the root schedule and introduce checkpointing
overheads as discussed in Section 6.1.

6.2.1 OPTIMIZATION STRATEGY

The design problem formulated in the beginning of this section
is NP-complete (both the scheduling and the mapping problems,
considered separately, are already NP-complete [Gar03]). There-
fore, our strategy is to utilize a heuristic and divide the problem
into several, more manageable, subproblems. We will adapt our
design optimization strategy from Chapter 5 (presented in Sec-
tion 5.2.1), which combines re-execution and replication, to cap-
ture checkpointing optimization. Our optimization strategy with
checkpointing optimization, based on the strategy in Section
5.2.1, is outlined in Figure 6.4. The strategy produces the config-
uration ψ leading to a schedulable fault-tolerant application and
also has two steps:

1. In the first step (lines 1–2) we quickly decide on an initial
fault tolerance policy assignment and an initial mapping.
The initial mapping and fault tolerance policy assignment al-
gorithm (InitialMPAChk line 1 in Figure 6.4) assigns a check-
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pointing policy with a locally optimal number of checkpoints
(using the equation (6.3)) to each process in the application
A and produces a mapping that tries to balance the utiliza-
tion among nodes and buses. The application is then sched-
uled using the shifting-based scheduling algorithm (see Sec-
tion 4.4). If the application is schedulable the optimization
strategy stops. 

2. If the application is not schedulable, we use, in the second
step, a tabu search-based algorithm, TabuSearchMPAChk (line 3),
discussed in the next section.

If after these two steps the application is unschedulable, we
assume that no satisfactory implementation could be found with
the available amount of resources.

6.2.2 OPTIMIZATION ALGORITHMS

For deciding the mapping and fault tolerance policy assignment
with checkpointing we use a tabu search based heuristic
approach, TabuSearchMPAChk, which is an adaptation of the
TabuSearchMPA algorithm presented in Section 5.2.3. In addition
to mapping and fault tolerance policy assignment,
TabuSearchMPAChk will handle checkpoint distribution.

TabuSearchMPAChk uses design transformations (moves) to
change a design such that the end-to-end delay of the root sched-

Figure 6.4: Design Optimization Strategy for 
Fault Tolerance Policy Assignment with Checkpointing

 MPAOptimizationStrategyChk(A, N)
 1 Step 1: ψ0 = InitialMPAChk(A, N)
 2 if S0 is schedulable then return ψ0 end if
 3 Step 2: ψ = TabuSearchMPAChk(A, N, ψ0)
 4 if S is schedulable then return ψ end if
 5 return no_solution
 end MPAOptimizationStrategyChk
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ule is reduced. In order to generate neighboring solutions, we
perform the following types of transformations:
 • changing the mapping of a process;
 • changing the combination of fault tolerance policies for a

process;
 • changing the number of checkpoints used for a process. 

The algorithm takes as an input the application graph G, the
architecture N and the current implementation ψ , and produces
a schedulable and fault-tolerant implementation xbest. In each
iteration of the tabu search algorithm it generates the set of
moves Nnow that can be performed from the current solution
xnow. The cost function to be minimized by the tabu search is the
end-to-end delay of the root schedule produced by the list sched-
uling algorithm. In order to reduce the huge design space, in our
implementation, we only consider changing the mapping or fault
tolerance policy of the processes on the critical path correspond-
ing to the current solution.

Moreover, we also try to eliminate moves that change the
number of checkpoints if it is clear that they do not lead to better
results. Consider the example in Figure 6.5 where we have four
processes, P1 to P4 mapped on two nodes, N1 and N2. The worst-
case execution times of processes and their fault tolerance over-
heads are also given in the figure, and we have to tolerate at
most two faults. The number of checkpoints calculated using the
formula (6.3) are:  = 2,  = 2,  = 1 and  = 3, which are
upper bounds on the number of checkpoints. Let us assume that
our current solution is the one depicted in Figure 6.5a, where we
have X(P1) = 2, X(P2) = 1, X(P3) = 1 and X(P4) = 2. Given a proc-
ess Pi, with a current number of checkpoints X(Pi), our tabu
search approach will generate moves with all possible check-
points starting from 1 up to . Thus, starting from the solution
depicted in Figure 6.5a, we can have the following moves that
modify the number of checkpoints: (1) decrease the number of
checkpoints for P1 to 1; (2) increase the number of checkpoints
for P2 to 2; (3) increase the number of checkpoints for P4 to 3; (4)

n1
0 n2

0 n3
0 n4

0

ni
0
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decrease the number of checkpoints for P4 to 1. Moves (1) and (3)
will lead to the optimal number of checkpoints depicted in
Figure 6.5b.

In order to reduce optimization time, our heuristic will not try
moves (2) and (4), since they cannot lead to a shorter critical
path, and, thus, a better root schedule. Regarding move (2), by
increasing the number of checkpoints for P2 we can reduce its
recovery slack. However, P2 shares its recovery slack with P1
and segments of P4, which have a larger execution time, and
thus even if the necessary recovery slack for P2 is reduced, it will
not affect the size of the shared slack (and implicitly, of the root
schedule) which is given by the largest process (or process seg-
ment) that shares the slack. Regarding move (4), we notice that
by decreasing for P4 the number of checkpoints to 1, we increase
the recovery slack, which, in turn, increases the length of the
root schedule.

Figure 6.5: Restricting the Moves for Setting
the Number of Checkpoints
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The termination conditions and other aspects related to
mapping and policy assignment of this tabu search algorithm
follow the original algorithm TabuSearchMPA for mapping and
policy assignment (without checkpoint optimization) presented
in Section 5.2.3 of Chapter 5.

6.3 Experimental Results
For the evaluation of our design strategy with checkpointing we
have used applications of 20, 40, 60, 80, and 100 processes (all
unmapped and with no fault tolerance policy assigned) imple-
mented on architectures consisting of 3, 4, 5, 6, and 7 nodes,
respectively. We have varied the number of faults depending on
the architecture size, considering 4, 5, 6, 7, and 8 faults for each
architecture dimension, respectively. The recovery overhead μ
has been set to 5 ms. We have also varied the fault tolerance
overheads (checkpointing and error-detection) for each process,
from 1% of its worst-case execution time up to 30%. Fifteen
examples have been randomly generated for each application
dimension, thus a total of 75 applications were used for experi-
mental evaluation. The experiments have been performed on
Sun Fire V250 computers.

We were interested to evaluate the quality of our optimization
strategy given in Figure 6.4, with multiple checkpoints and rep-
lication (MCR). For evaluation of MCR, we have considered two
other approaches: (1) MC that considers global checkpointing but
without replication, and (2) MC0, similar to MC but where the
number of checkpoints is fixed based on the formula (6.3),
updated from [Pun97]. We have compared the quality of MCR to
MC0 and MC. In Figures 6.6-6.8 we show the average percentage
deviation of overheads obtained with MCR and MC from the base-
line represented by MC0 (larger deviation means smaller over-
head). From Figures 6.6-6.8 we can see that by optimizing the
combination of checkpointing and replication MCR performs
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much better compared to MC and MC0. This shows that consider-
ing checkpointing at the same time with replication can lead to
significant improvements. Moreover, by considering the global
optimization of the number of checkpoints, with MC, significant
improvements can be gained over MC0 (which computes the opti-
mal number of checkpoints for each process in isolation). 

In Figure 6.6 we consider 4 computation nodes, 3 faults, and
vary the application size from 40 to 100 processes. As the
amount of available resources per application decreases, the
improvement due to replication (part of MCR) will diminish,
leading to a result comparable to MC.

In Figure 6.7, we were interested to evaluate our MCR

approach in case the constant checkpointing overheads O (i.e.,
χ+α) associated to processes are varied. We have considered
applications with 40 processes mapped on four computation

Figure 6.6: Deviation of MC and MCR from MC0 
with Varying Application Size
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nodes, and we have varied the constant checkpointing overhead
from 2% of the worst-case execution time of a process up to 60%.
We can see that, as the amount of checkpointing overheads
increases, our optimization approaches are able to find increas-
ingly better quality solutions compared to MC0.

We have also evaluated the MCR and MC approaches with
increasing the maximum number of transient faults to be toler-
ated. We have considered applications with 40 processes
mapped on 4 computation nodes, and varied k from 2 to 6, see
Figure 6.8. As the number of faults increases, the improvement
achieved over MC0 will stabilize to about 10% improvement (e.g.,
for k = 10, not shown in the figure, the improvement due to MC is
8%, while MCR improves with 10%). 

Finally, we have considered the real-life example implement-
ing a vehicle cruise controller (CC), used to evaluate scheduling

Figure 6.7: Deviation of MC and MCR from MC0

with Varying Checkpointing Overheads
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techniques in Chapter 4. We have considered a deadline of 300
ms, k = 2 faults and the constant checkpointing overheads are
10% of the worst-case execution time of the processes. 

In this setting, the MCR has produced a schedulable fault-tol-
erant implementation with a worst-case system delay of 265 ms,
and with an overhead, compared to NFT (which produces a non-
fault-tolerant schedule of length 157 ms), of 69%. If we globally
optimize the number of checkpoints (similarly to MCR but with-
out considering the alternative of replication) using MC we
obtain a schedulable implementation with a delay of 295 ms,
compared to 319 ms produced by MC0, which is larger than the
deadline. If replication only is used, in the case of MR, the delay
is 369 ms, which, again, is greater than the deadline.

Figure 6.8: Deviation of MC and MCR from MC0

with Varying Number of Transient Faults
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6.4 Conclusions
In this chapter we have addressed the problem of checkpoint
optimization. First, we have discussed issues related to local
optimization of the number of checkpoints. Second, we have
shown that global optimization of checkpoint distribution
significantly outperforms the local optimization strategy. We
have extended the fault tolerance policy assignment and
mapping optimization strategy presented in Chapter 5 with a
global optimization of checkpoint distribution, and have shown
its efficiency by experimental results.
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Chapter 7
Value-based Scheduling for

Monoprocessor Systems

IN THIS PART OF THE THESIS we will consider that safety
critical applications are composed of soft and hard real-time
processes. The hard processes in the application are critical and
must always complete on time. A soft process can complete after
its deadline and its completion time is associated with a value
function that characterizes its contribution to the quality-of-
service or utility of the application.

We are interested to guarantee the deadlines for the hard
processes even in the presence of transient faults, while maxi-
mizing the overall utility. We will propose a quasi-static schedul-
ing strategy, where a set of schedules is synthesized off-line and,
at run time, the scheduler will select the appropriate schedule
based on the occurrence of faults and the actual execution times
of the processes.

In this chapter we will propose an approach to the synthesis of
fault-tolerant schedules for monoprocessor embedded systems
with mixed soft and hard real-time constraints. We will employ
process re-execution to recover from multiple transient faults.
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Although in this chapter we focus on various aspects of value-
based scheduling in the simplified context of monoprocessor
embedded systems, we will show how our scheduling approach
can be extended towards distributed embedded systems in
Chapter 8.

7.1 Utility and Dropping
The processes of an application are either hard or soft, as dis-
cussed in Section 3.1.2. Hard processes are mandatory while
the execution of soft processes is optional. In Figure 7.1 proc-
esses P1 and P2 are soft, while process P3 is hard. Each soft proc-
ess Pi is assigned with a utility function Ui(t), which is any non-
increasing monotonic function of the completion time of a proc-
ess, as discussed in Section 3.1.6. Figure 7.2a illustrates a utility
function Ua(t) that is assigned to a soft process Pa. If Pa com-
pletes its execution at 60 ms, its utility would equal to 20, as
illustrated in Figure 7.2a.

The overall utility of an application is the sum of individual
utilities produced by the soft processes. The utility of the appli-
cation depicted in Figure 7.2b, which is composed of two soft
processes, Pb and Pc, is 25, in the case that Pb completes at 50
ms and Pc at 110 ms, giving utilities 15 and 10, respectively.
Note that hard processes are not associated with utility func-
tions but it has to be guaranteed that, under any circumstances,
they are executed and meet their deadlines. For application A1,

k = 1
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Processes
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for example, the overall utility in the execution scenario in
Figure 7.2c will be U = U1(25) + U2(60) = 25 + 18 = 43 (i.e., we do
not account for hard process P3 during the computation of the
overall utility).

For a soft process Pi we have the option not to start it at all,
and we say that we “drop” the process, and thus its utility will be
0, i.e., Ui(−) = 0. In the execution scenario in Figure 7.2d, for
example, we drop process P2 of application A1. Thus, process P1
completes at 50 ms and process P3 at 110 ms, which gives the
total utility U = U1(50) + U2(−) = 10 + 0 = 10.

If Pi is dropped and is supposed to produce an input for
another process Pj, we assume that Pj will use an input value
from a previous execution cycle, i.e., a “stale” value, as dis-

P1 P3

U1(t)30
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15 t
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50 110
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Figure 7.2: Utility Functions and Dropping
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cussed in Section 3.1.6. This can be the case in control applica-
tions, where a control loop executes periodically and will use
values from previous runs if new ones are not available. To cap-
ture the degradation of quality that might be caused by using
stale values, we update our utility model of a process Pi to
Ui

*(t) = σi × Ui(t), as discussed in Section 3.1.6, where σi repre-
sents the stale value coefficient. σi captures the degradation of
utility that occurs due to dropping of processes, and is obtained
according to an application-specific rule R. We will use the rule
from Section 3.1.61, according to which, if Pi reuses stale
inputs from one of its predecessors, the stale value coefficient
is:

where DP(Pi) is the set of Pi’s direct predecessors. Note that we
add “1” to the denominator and the dividend to account for Pi
itself. The intuition behind this formula is that the impact of a
stale value on Pi is in inverse proportion to the number of its
inputs.

Let us illustrate the above rule on an additional example.2

Suppose that soft process P3 has two predecessors, P1 and P2. If
P1 is dropped while P2 and P3 are completed successfully, then,
according to the above formula, σ3 =(1 + 0 + 1)/(1 + 2) = 2/3.
Hence, U3

*(t) = 2/3 × U3(t). The use of a stale value will propagate
through the application. For example, if soft process P4 is the
only successor of P3 and is completed, then σ4 = (1 + 2/3) / (1 + 1)
= 5/6. Hence, U4

*(t) = 5/6 × U4(t).

1. However, our approach can be used with any other service degradation 
rule, different from the one presented here.

2. In Section 3.1.6 we have already provided a simplified example for 
computing utilities with service degradation rules.

σi

1 σj
Pj DP Pi( )∈

∑+

1 DP Pi( )+
----------------------------------------=
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Dropping might be necessary in order to meet deadlines of
hard processes, or to increase the overall system utility (e.g. by
allowing other, potentially higher-value, soft processes to com-
plete).

7.2 Single Schedule vs. Schedule Tree
The goal of our scheduling strategy is to guarantee meeting the
deadlines for hard processes, even in the case of faults, and to
maximize the overall utility for soft processes. In addition, the
utility of the no-fault scenario must not be compromised when
building the fault-tolerant schedule, since the no-fault scenario
is the most likely to happen.

In our scheduling strategy, we adapt the scheduling strategy
for hard processes, which, as proposed in Chapter 4, uses a
“recovery slack” in order to accommodate the time needed for re-
executions in the case of faults. For each process Pi we assign a
slack of length equal to (ti

w + μ) × f, where f is the number of
faults to tolerate, ti

w is the worst-case execution time of process
Pi, and μ is the recovery overhead. The slack is shared by several
processes in order to reduce the time allocated for recovering
from faults. We will refer to such a fault-tolerant schedule with
recovery slacks as an f-schedule.

Let us illustrate how the value-based scheduling would work
for application A2 in Figure 7.3 if only a single f-schedule is per-
mitted. The application has to tolerate k = 1 faults and the recov-
ery overhead μ is 10 ms for all processes. There are two possible
orderings of processes: schedule S1, “P1, P2, P3” and schedule S2,
“P1, P3, P2”, for which the execution scenarios in the average
non-fault case are shown in Figure 7.3b1-b2. With a recovery
slack of 70 ms, P1 would meet the deadline in both of them in the
worst case and both schedules would complete before the period
T = 300 ms. With our scheduling approach (with a single f-sched-
ule) we have to decide off-line, which schedule to use. In the
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average no-fault execution case that follows schedule S1, process
P2 completes at 100 ms and process P3 completes at 160 ms. The
overall utility in the average case is U = U2(100) + U3(160) = 20
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+ 10 = 30. In the average case1 for S2, process P3 completes at
110 and P2 completes at 160, which results in the overall utility
U = U3(110) + U2(160) = 40 + 20 = 60. Thus, S2 is better than S1
on average and is, hence, preferred. However, if P1 will finish
sooner, as shown in Figure 7.3b5, the ordering of S1 is prefera-
ble, since it leads to a utility of U = U2(80) + U3(140) = 40 + 30 =
70, while the utility of S2 would be only 60.

Hard processes have to be always executed and have to toler-
ate all k faults. Since soft processes can be dropped, this means
that we do not have to re-execute them after a fault if their re-
executions affect the deadlines of hard processes, lead to exceed-
ing the period T, or if their re-executions reduce the overall util-
ity. In Figure 7.3b4, execution of process P2 in the worst-case
cannot complete within period T. Hence, process P3 should not
be re-executed. Moreover, in this example, dropping of P3/2 is
better for utility. If P2 is executed instead of P3/2, we get a utility
of 10 even in the worst-case and may get utility of 20 if the exe-
cution of P2 takes less time, while re-execution P3/2 would lead
to 0 utility.

In Figure 7.3c, we reduce the period T to 250 ms for illustra-
tive purposes. In the worst case, if process P1 is affected by a
fault and all processes are executed with their worst-case execu-
tion times, as shown in Figure 7.3c1, schedule S2 will not com-
plete within T. Neither will schedule S1 do in Figure 7.3c2. Since
hard process P1 has to be re-executed in the case of faults, the
only option is to drop one of the soft processes, either P2 or P3.
The resulting schedules S3: “P1, P3” and S4: “P1, P2” are depicted
in Figure 7.3c3 and Figure 7.3c4, respectively. The average util-
ity of S3, U = U3(110) = 30, is higher than the average utility of
S4, U = U2(100) = 20. Hence, S3 will be chosen.

The problem with a single f-schedule is that, although the
faults are tolerated, the application cannot adapt well to a par-

1. We will refer to the average no-fault execution scenario case that 
follows a certain schedule Si as the average case for this schedule.
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ticular execution scenario, which happens online, and would
always use the same pre-calculate single f-schedule. The overall
utility cannot be, thus, improved even if this, potentially, is pos-
sible. To overcome the limitations of a single schedule, we will
generate a tree of schedules. The main idea of the schedule tree is
to generate off-line a set of schedules, each adapted to different
situations that can happen online, such that the utility is maxi-
mized. These schedules will be available to a runtime scheduler,
which will switch to the best one (the schedule that guarantees
the hard deadlines and maximizes utility) depending on the
occurrence of faults and on finishing times tc of processes.

In the schedule tree, each node corresponds to a schedule, and
each edge is the switching that will be performed if the condition
on the edge becomes true during execution. The schedule tree in
Figure 7.4 corresponds to the application A2 in Figure 7.3. We
will use the utility functions depicted in Figure 7.3a. The sched-
ule tree is constructed for the case k = 1 and contains 12 nodes.
We group the nodes into 4 groups. Each schedule is denoted with
Si

j, where j stands for the group number. Group 1 corresponds to
the no-fault scenario. Groups 2, 3 and 4 correspond to a set of
schedules in the case of faults affecting processes P1, P2, and P3,
respectively. The schedules for the group 1 are presented in
Figure 7.4b. The scheduler starts with the schedule . If proc-
ess P1 completes after time 40, i.e., tc(P1) > 40, the scheduler
switches to schedule , which will produce a higher utility. If a
fault happens in process P1, the scheduler will switch to sched-
ule  that contains the re-execution P1/2 of process P1. Here we
switch not because of utility maximization, but because of fault
tolerance. The schedules for group 2 are depicted in Figure 7.4c.
If the re-execution P1/2 completes between 90 and 100 ms, i.e., 90
< tc(P1/2) < 100, the scheduler switches from  to , which
gives higher utility, and, if the re-execution completes after 100,
i.e., tc(P1/2) > 100, it switches to  in order to satisfy timing con-
straints. Schedule  represents the situation illustrated in
Figure 7.3c2, where process P3 had to be dropped. Otherwise,
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execution of process P3 will exceed the period T. Note that we
choose to drop P3, not P2, because this gives a higher utility
value.
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The generation of a complete schedule tree with all the neces-
sary schedules that captures different completion times of proc-
esses is practically infeasible for large applications. The number
of fault scenarios grows exponentially with the number of faults
and the number of processes, as has been discussed in Chapter
4. In addition, in each fault scenario, the processes may com-
plete at different time moments. The combination of different
completion times is also growing exponentially [Cor04b]. Thus,
the main challenge of schedule tree generation for fault-tolerant
systems with utility maximization is to generate an affordable
number of schedules, which are able to produce a high utility.

7.3 Problem Formulation
In this section we present our problem formulation for value-
based monoprocessor scheduling.

As an input to our problem we get an application A, repre-
sented as a set of directed, acyclic graphs merged into a single
hypergraph G(V, E), composed of soft real-time and hard real-
time processes. Soft processes are assigned with utility func-
tions Ui(t) and hard processes with hard deadlines di, as pre-
sented in Section 3.1.6. Application A runs with a period T on a
single computation node. The maximum number k of transient
faults and the recovery overhead μ are given. We know the best
and worst-case execution times for each process, as presented in
Section 3.1.2. The execution time distributions for all processes
are also given.

As an output, we have to obtain a schedule tree that maxi-
mizes the total utility U produced by the application and satis-
fies all hard deadlines in the worst case. The schedules in the
tree are generated such that the utility is maximized in the case
that processes execute with the expected execution times.

Schedules must be generated so that the utility is maximized
with preference to the more probable scenario. The no-fault sce-
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nario is the most likely to happen, and scenarios with less faults
are more likely than those with more faults. This means that
schedules for f + 1 faults should not compromise schedules for f
faults.

7.4 Scheduling Strategy and Algorithms
Due to complexity, in our scheduling approach, which solves the
scheduling problem presented in Section 7.3, we restrict the
number of schedules that are part of the schedule tree. Our
schedule tree generation strategy for fault tolerance is pre-
sented in Figure 7.5. We are interested in determining the best
M schedules that will guarantee the hard deadlines (even in the
case of faults) and maximize the overall utility. Thus, the func-
tion returns either a fault-tolerant schedule tree Φ of size M or
fails to provide a schedulable solution.

We start by generating the f-schedule Sroot, using the FTSG

scheduling algorithm presented in Section 7.4.21. The schedul-
ing algorithm considers the situation where all the processes are

1. ∅ in the FTSG call in Figure 7.5 indicates that the root schedule Sroot 
does not have a parent, i.e., Sparent = ∅.

 SchedulingStrategy(k, T, M, G): const R
 1 Sroot = FTSG(∅, k, T, G)

 2 if Sroot = ∅ then return unschedulable

 3 else

 4 set Sroot as the root of fault-tolerant schedule tree Φ
 5 Φ = FTTreeGeneration(Sroot, k, T, M, G)

 6 return Φ
 7 end if

 end SchedulingStrategy

Figure 7.5: General Scheduling Strategy
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executed with their worst-case execution times, while the utility
is maximized for the case where processes are executed with
their expected execution times (as was discussed in Figure 7.3).
Thus, Sroot contains the recovery slacks to tolerate k faults for
hard processes and as many as possible faults for soft processes.
The recovery slacks will be used by the runtime scheduler to re-
execute processes online, without changing the order of process
execution. Since this is the schedule assuming the worst-case
execution times, many soft processes will be dropped to provide
a schedulable solution.

If, according to Sroot, the application is not schedulable, i.e.,
one or more hard processes miss their deadlines or if it exceeds
period T, we conclude that we cannot find a schedulable solution
and terminate. If the application is schedulable, we generate the
schedule tree Φ starting from the schedule Sroot by calling a
schedule tree generation heuristic, presented in the next sec-
tion. The tree generation heuristic will call FTSG to generate f-
schedules in the schedule tree.

7.4.1 SCHEDULE TREE GENERATION

In general, a schedule tree generation heuristic should generate
a tree that will adapt to different execution situations. However,
tracing all execution scenarios is infeasible. Therefore, we have
used the same principle as in [Cor04b] to reduce the number of
schedules in the schedule tree Φ. We consider only the expected
and the worst-case execution times of processes.

We begin the generation of the tree, as depicted in Figure 7.6,
from the root schedule Sroot, from which the scheduler will
switch to the other schedules in the tree in order to improve the
overall utility. We consider Sroot as the current schedule φmax
(φmax = Sroot, line 2). The tree generation algorithm is iterating
while improving the total utility value with the new schedules
φnew, produced from the current schedule φmax (lines 3-20). Alter-
natively, it stops if the maximum number M of f-schedules has
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been reached. We evaluate each process Pi in φmax as completed
with expected execution time, and generate a corresponding
schedule φnew (lines 8-13). After φnew is generated, we determine
when it is profitable to change to it from φmax, and at what com-
pletion times of process Pi (line 10), in the interval partitioning
step. We heuristically compute switching points to φnew by
exploring possible completion times (from the earliest possible
to the latest possible) of process Pi in φmax with a given interval
Δ. Then, we evaluate the new schedule tree containing also φnew
(line 11). This evaluation is done by simulation. During simula-
tion, we run the actual runtime scheduler that executes a vari-

 FTTreeGeneration(Sroot, k, T, M, G): const R, Δ, dε

 1 Φ = ∅
 2 Φ’ = Sroot; φmax = Sroot

 3 do
 4 improvement = false
 5 if φmax ≠ ∅ and TreeSize(Φ) ≤ M then
 6 improvement = true

 7 Φ = Φ ∪ φmax; Remove(φmax, Φ’)
 8 for all Pi ∈ φmax do
 9 φnew = FTSG(Pi, φmax, k, T, G)

 10 IntervalPartitioning(Pi, φmax, φnew, Δ)
 11 Unew = Evaluate(Φ ∪ φnew, dε)
 12 if Unew > Umax then Φ’ = Φ’ ∪ φnew

 13 end for
 14 Umax = 0; φmax = ∅
 15 for all φj ∈ Φ’ do
 16 Uj = Evaluate(Φ ∪ φj, dε)
 17 if Umax < Uj then Umax = Uj; φmax = φj

 18 end for
 19 end if
 20 while improvement
 21 return Φ
 end FTTreeGeneration

Figure 7.6: Schedule Tree Generation
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ety of execution scenarios, which are randomly generated based
on the execution time distributions of application processes. We
are able to run 10.000s execution scenarios in a matter of sec-
onds. For each simulation run we obtain the utility produced by
the application in this run, and also obtain the total utility Unew
as an average over the utility values produced by the application
in all the simulation runs so far. Simulation is performed until
the value of the total utility Unew converges with a given error
probability dε. If φnew improves the total utility of the schedule
tree (as compared to the tree without φnew), it is temporarily
attached to the tree (added to the set Φ’ of temporarily selected f-
schedules, line 12). All new schedules, which are generated, are
evaluated in this manner and the f-schedule φmax, which gives
the best improvement in terms of the total utility, is selected
(lines 14-18) to be used in the next iteration (instead of the ini-
tial Sroot). It is permanently added to the tree Φ and is removed
from the temporal set Φ’ in the next iteration (line 7).

7.4.2 GENERATION OF F-SCHEDULES

Our scheduling algorithm for generation of a single f-schedule is
outlined in Figure 7.7. We construct a single f-schedule φnew,
which begins after switching from its parent schedule Sparent
after completion of process Pi. We consider that Pi executes with
its expected execution time for all execution scenarios in φnew.
Because of the reduced execution time of Pi, from the worst case
to the expected, more soft processes can be potentially scheduled
in φnew than in Sparent, which will give an increased overall util-
ity to the schedule φnew compared to Sparent. (Note that in the
case of generation of the root schedule Sroot, if Sparent = ∅, all the
processes are considered with their worst-case execution times.)

The algorithm iterates while there exist processes in the
ready list LR (lines 2-3). List LR includes all “ready” soft and
hard processes. By a “ready” hard process, we will understand
an unscheduled hard process, whose all hard predecessors are
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already scheduled. A “ready” soft process is simply an unsched-
uled soft process. The ready list LR is prepared during initializa-
tion of the algorithm by collecting the “ready” processes, which
have not been scheduled in Sparent (line 2).

At each iteration, the heuristic determines which processes, if
chosen to be executed, lead to a schedulable solution (line 4), and
copy them to the list A. Then the “best” process is selected from
A (ProcessSelect, line 5). ProcessSelect selects either the “best” soft
process that would potentially contribute to the greatest overall
utility according to the MU priority function proposed in
[Cor04b] or, if there are no soft processes in A, the hard process
with the earliest deadline.

The MU priority function, which we adopt, computes for each
soft process Pi the value, which constitutes of the utility Ui

*(t)
produced by Pi, scheduled as early as possible, and the sum of
utility contributions of the other soft processes delayed because

 FTSG(Pi, Sparent, k, T, G): const R

 1 φnew = ∅
 2 LR = GetReadyNodes(G, Sparent)

 3 while LR ≠ ∅ do
 4 A = LeadToSchedulableSolution(LR, k, T, G)
 5 Best = ProcessSelect(A, k, T, G)

 6 Schedule(Best, φnew)
 7 AddSlack(Best, φnew)
 8 UpdateReadyNodes(Best, LR)

 9 Dropping(LR, k, T, G)
 10 end while
 11 return φnew

 end FTSG

Figure 7.7: Single Schedule Generation
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of Pi. The utility contribution of the delayed soft process Pj is
obtained as if process Pj would complete at time

where tj
E and tj

L are the completion times of process Pj in the
case that Pj is scheduled after Pi as early as possible and as late
as possible, respectively.

Note that we have modified the original MU priority function
to capture dropping of soft processes by considering the
degraded utility U*(t), obtained with a service degradation rule
R, instead of the original U(t).

We schedule the selected process Best (line 6) and for each
process we add recovery slack, as discussed in Section 7.2 (Add-

Slack, line 7). Recovery slacks of hard processes will accommo-
date all k faults. Recovery slacks of soft processes, however,
must not reduce the utility value of the no-fault scenarios and
will, thus, accommodate re-executions against as much faults as
possible but, in general, not against all k faults.

Finally, the list LR of ready nodes is updated with the ready
successors of the scheduled process (line 8). Those soft processes,
whose executions will not lead to any utility increase or would
exceed application period T, are removed from the ready list LR,
i.e., dropped (line 9).

The FTSG heuristic will return either φnew = Sroot or a fault-tol-
erant schedule φnew that will be integrated into the schedule tree
Φ by the FTTreeGeneration heuristic.

7.4.3 SWITCHING BETWEEN SCHEDULES

Online switching between schedules in the schedule tree is per-
formed very fast. At each possible switching point, e.g. after
completion of a process in the current schedule, the scheduler
can have at most two possible alternatives, i.e., to switch or not
to switch to the “new” schedule φnew. We store a pointer to a

tj
tj

E tj
L

+

2
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“new” schedule φnew in an “old” schedule Sparent, when attaching
the “new” schedule to the schedule tree (line 7, Figure 7.6), asso-
ciated to a process Pi, whose finishing time triggers the potential
switching to the “new” schedule. We also store the pre-computed
switching intervals. Thus, the runtime scheduler will only check
if the completion time of the process Pi matches the switching
interval (i.e., an “if” statement has to be executed in the sched-
uler code) and, if so, will de-reference the pointer to the “new”
schedule φnew. Thus, no searching of the appropriate schedules is
performed online and the online time overhead is practically
neglectable.

7.5 Experimental Results
For our experimental evaluation, we have generated 450 appli-
cations with 10, 15, 20, 25, 30, 35, 40, 45, and 50 processes,
respectively, where we have uniformly varied worst-case execu-
tion times of processes between 10 and 100 ms. We have gener-
ated best-case execution times randomly between 0 ms and the
worst-case execution times. We consider that completion time of
processes is uniformly distributed between the best-case execu-
tion time ti

b and the worst-case execution time ti
w, i.e., the

expected execution time ti
e is (ti

w − ti
b) / 2. The number k of tol-

erated faults has been set to 3 and the recovery overhead μ to 15
ms. The experiments have been run on a Pentium 4 2.8 GHz
processor with 1Gb of memory.

In the first set of experiments we have evaluated the quality
of single fault-tolerant schedules produced by our FTSG algo-
rithm. We have compared it with a straightforward approach
that works as follows: we obtain single non-fault-tolerant sched-
ules that produce maximal value (e.g. as in [Cor04b]). Those
schedules are then made fault-tolerant by adding recovery
slacks to tolerate k faults in the hard processes. The soft proc-
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esses with the lowest utility value are dropped until the applica-
tion becomes schedulable. We call this straightforward
algorithm FTSF. The experimental results given in Figure 7.8
show that FTSF is 20-70% worse in terms of utility compared to
FTSG.

In a second set of experiments we were interested to deter-
mine the quality of our schedule tree generation approach for
fault tolerance (FTTreeGeneration) in terms of overall utility for the
no-fault scenario and for the fault scenarios. Figure 7.8 presents
the normalized utility obtained by the three approaches, varying
the size of applications. We have evaluated schedules generated
by FTTreeGeneration, FTSG, and FTSF with extensive simulations.
The overall utility for each case has been calculated as an aver-
age over all execution scenarios. Figure 7.8 shows the results for
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the no-fault scenarios. We can see that FTTreeGeneration is 11-18%
better than FTSG, where FTSG is the best of the single schedule
alternatives.

7.6 Conclusions
In this chapter we have addressed fault-tolerant applications
with soft and hard real-time constraints. The timing constraints
have been captured using deadlines for hard processes and time/
utility functions for soft processes. 

We have proposed an approach to the synthesis of a tree of
fault-tolerant schedules for mixed hard/soft applications run on
monoprocessor embedded systems. Our value-based quasi-static
scheduling approach guarantees the deadlines for the hard
processes even in the case of faults, while maximizing the
overall utility of the system.
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Chapter 8
Value-based Scheduling for

Distributed Systems

IN THIS CHAPTER we present an approach for scheduling of
fault-tolerant applications composed of soft and hard real-time
processes running on distributed embedded systems. We extend
our monoprocessor quasi-static scheduling approach from
Chapter 7. We propose a scheduling algorithm to generate a tree
of fault-tolerant distributed schedules that maximize the
application’s quality value and guarantee hard deadlines even
in the presence of faults. We also develop a signalling
mechanism to transmit knowledge of the system state from one
computation node to the others and we explicitly account for
communications on the bus during generation of schedule
tables.
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8.1 Scheduling
Our problem formulation for the value-based scheduling in the
distributed context is similar to the case of monoprocessor sys-
tems, presented in Section 7.3, with the difference that we con-
sider a distributed bus-based architecture, where the mapping
M of processes on computation nodes is given. We have to obtain
a tree of fault-tolerant schedules on computation nodes that
maximize the total utility U produced by the application and
satisfies all hard deadlines in the worst case. In this section we
propose a value-based quasi-static scheduling approach that
solves this problem of utility maximization for fault-tolerant dis-
tributed systems.

In this chapter we adapt the scheduling strategy, which we
have applied in Chapter 7 to generate fault-tolerant schedules
for mixed soft and hard real-time monoprocessor systems. This
strategy uses a “recovery slack” in the schedule to accommodate
the time needed for re-executions in the case of faults. After each
process Pi we will assign a slack equal to (ti

w + μ) × f, where f is
the number of faults to tolerate, ti

w is the worst-case execution
time of the process and μ is the re-execution overhead. The slack
is shared between processes in order to reduce the time allocated
for recovering from faults. 

We extend our monoprocessor scheduling strategy from
Chapter 7 to capture communications on the bus. In our
scheduling approach for distributed hard real-time systems in
Section 4.4, the sending and receiving times of messages on the
bus are fixed and cannot be changed within one fault-tolerant
schedule. Each message mi, which is an output of process Pj, is
always scheduled at fixed time on the bus after the worst-case
completion time of Pj. In this chapter, we will refer to such a
fault-tolerant multiprocessor schedule with recovery slacks and
fixed communications as an fN-schedule, where N is the number
of computation nodes in the system.



VALUE-BASED SCHEDULING FOR DISTRIBUTED SYSTEMS

149

8.1.1 SIGNALLING AND SCHEDULES

Our primary objective is to maximize the total utility value of
the application. However, pure fN schedules with fixed sending
times of messages can lower the total utility due to imposed
communication restrictions. Thus, we will propose a signalling
mechanism to overcome this restriction, where a signalling
message is broadcasted by computation node Nj to all other
nodes to inform if a certain condition has been satisfied on that
node. In our case, this condition is the completion of process Pi
on node Nj at such time that makes execution of another pre-
calculated schedule  more beneficial than the presently
running  schedule. The condition can be used for scheduling if
and only if it has been broadcasted to all computation nodes with
the signalling message. Switching to the new schedule  is
performed by all computation nodes in the system after
receiving the broadcasted signalling message with the
corresponding “true” condition value. In the proposed signalling
approach, we will send one signalling message for each process,
after the worst-case execution time for hard processes or after
the expected execution time for soft processes in the schedule.
The number of signalling messages has been limited to one per
process, taking into account problem complexity and in order to
provide a simple yet efficient solution. We will illustrate our
signalling mechanism for soft and hard processes on two
examples in Figure 8.1 and Figure 8.2, respectively.

In Figure 8.1, we consider application A1 with 5 processes, P1
to P5, where processes P1 and P5 are hard with deadlines of 170
and 400 ms, respectively, and processes P2, P3 and P4 and all
messages are soft. In Figure 8.1a, a single f 2 schedule S0 is gen-
erated, as depicted above the Gantt chart that outlines a possi-
ble execution scenario that would follow S0. Message sending
times on the bus are fixed and message m2 is, thus, always sent
at 150 ms (denoted as m2[150] in the schedule). m2 has to wait

fn
N

fp
N

fn
N
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for the worst-case completion time of P2.1 The order of processes
is preserved on computation nodes. However, the start times of
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processes are varied, under the constraint that processes do not
start earlier than their earliest allowed start time in the sched-
ule. For example, process P3 will wait until completion of process
P4 but will not start earlier than 160 ms, waiting for message m2
(with the constraint denoted as P3(160) in the schedule). In
schedule S0 we also depict the number rex of allowed re-execu-
tions for processes with the “+rex” notation. For example, proc-
ess P2 is allowed to re-execute rex = 1 time to tolerate k = 1 fault,
i.e., P2(0) + 1, while processes P3 and P4 are not allowed to re-
execute (rex = 0).

In the execution scenario in Figure 8.1a, which follows S0,
process P2 completes at 70 ms with utility of 45. Process P4 is
executed directly after process P1 with resulting utility of 1/2 × 60
= 30. Process P3 is waiting for message m2 and completes with
utility of 70. The overall utility is, thus, 145.

In the schedule shown in Figure 8.1b, we employ the signal-
ling mechanism. The signalling message Sg2 is sent after the
expected execution time of the soft process P2, which can trigger
the switch from the initial root schedule S1 to the new schedule
S2. Schedule tree Φ, composed of schedules S1 and S2, is depicted
above the Gantt chart in Figure 8.1b. Switching between the
schedules is performed upon known “true” condition CT2, which
is broadcasted with the signalling message Sg2. CT2 informs
that P2 has completed at such time that switching to S2 has
become profitable. In the opposite case, when switching to S2 is
not profitable, due to, for example, that P2 has not completed at
that time, Sg2 transports a “false” condition CF2. Thus, two exe-
cution scenarios are possible in the tree Φ: under “true” condi-
tion CT2 and under “false” condition CF2. As illustrated in
Figure 8.1b, in schedule S1, in the CF2 case, processes P3, P4 and
P5 and message m2 are grouped under this condition as CF2{P4,
P3, P5} on node N2 and as CF2{m2} on the bus. They will be acti-

1. Note that if P2 is re-executed, message m2 will be, anyway, sent at 150 
ms with a “stale” value.
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vated in the schedule only when “false” condition CF2 is
received. In schedule S2, to which the scheduler switches in the
case of “true” condition CT2, processes P3, P4 and P5 and mes-
sage m2 are grouped under CT2 that will activate them.

With the signalling mechanism, the overall utility produced
by application A1 is improved. In the Gantt chart in Figure 8.1b,
process P2 completes at 70 ms with utility of 45. In this case
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switching to the schedule S2 is profitable and, hence, signalling
message Sg2 with the “true” condition CT2 is broadcasted. The
scheduler switches from S1 to S2 after arrival of Sg2, as shown in
the figure. According to the new order in schedule S2, process P4
is executed after its predecessor P3, with the utilities of 55 and
70, respectively. The resulting utility of this execution scenario,
thus, will be 170, instead of only 145 in Figure 8.1a.

As another example, in Figure 8.2 we depict execution scenar-
ios for application A2, which is composed of 6 processes, P1 to P6,
where processes P2 to P5 are soft with utility functions U2(t) to
U5(t) and processes P1 and P6 are hard with deadlines 150 and
380 ms, respectively. Message m2 is hard and all other messages
are soft. A single f 2 schedule will produce the overall utility of
117.5 for the execution scenario depicted in Figure 8.2a. If, how-
ever, we send a signal Sg1 after the worst-case execution time of
the hard process P1 and generate the corresponding schedule Sb,
we can produce better overall utility of 135, by switching to the
schedule Sb, as depicted in Figure 8.2b.

8.1.2 SCHEDULE TREE GENERATION

The tree of fault-tolerant schedules is constructed with the
FTTreeGenerationDistributed heuristic, outlined in Figure 8.3. This
heuristic is an almost exact copy of the FTTreeGeneration heuristic,
which we have presented in Section 7.4.1 for monoprocessor
systems. In the distributed context, however, the root schedule
Sroot and new schedules φnew are generated with the
FTSGDistributed heuristic, outlined in Figure 8.4, which takes care
of communication and signalling. Note that, as an additional
input, we also receive the mapping M of processes in the
application graph G.

Our fN schedule generation heuristic, FTSGDistributed, is based
on the monoprocessor FTSG heuristic, which we have proposed in
Section 7.4.2, with a number of differences such as handling
communication over the bus with signalling messages and
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assigning guards. Processes and messages in FTSGDistributed are
scheduled under known conditions or guards [Ele00]. The sched-
uler will switch from a parent schedule Sparent to the new sched-
ule φnew in the case it receives the signalling message Sgi
containing a true condition.

Current guard is initially set to true for the constructed sched-
ule φnew in the case of no parent schedule (and φnew = Sroot sched-
ule is generated, for example, S1 in Figure 8.1b). If there exists a
parent schedule, the value of the current guard is initialized
with the condition value upon which the schedule φnew is acti-

 FTTreeGenerationDistributed(Sroot, k, T, M, M, G): const R, Δ, dε

 1 Φ = ∅
 2 Φ’ = Sroot; φmax = Sroot

 3 do
 4 improvement = false

 5 if φmax ≠ ∅ and TreeSize(Φ) ≤ M then
 6 improvement = true
 7 Φ = Φ ∪ φmax; Remove(φmax, Φ’)

 8 for all Pi ∈ φmax do
 9 φnew = FTSGDistributed(Pi, φmax, k, T, M, G)
 10 IntervalPartitioning(Pi, φmax, φnew, Δ)

 11 Unew = Evaluate(Φ ∪ φnew, dε)
 12 if Unew > Umax then Φ’ = Φ’ ∪ φnew

 13 end for
 14 Umax = 0; φmax = ∅
 15 for all φj ∈ Φ’ do
 16 Uj = Evaluate(Φ ∪ φj, dε)

 17 if Umax < Uj then Umax = Uj; φmax = φj

 18 end for
 19 end if
 20 while improvement
 21 return Φ
 end FTTreeGenerationDistributed

Figure 8.3: Schedule Tree Generation 
in the Distributed Context
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vated by its parent schedule Sparent (line 1).1 The current guard
will be updated after scheduling of each signalling message Sgj
in φnew.

During construction of φnew, we consider that Pi executes with
its expected execution time for all execution scenarios in φnew.
Because of the reduced execution time of Pi, from the worst case
to the expected case, more soft processes can be potentially
scheduled in φnew than in Sparent, which will give an increased
overall utility to the schedule φnew compared to Sparent.

The algorithm in Figure 8.4, similar to the monoprocessor
heuristic FTSG, iterates while there exist processes and mes-
sages in the ready list LR, which are selected to be scheduled

1. This condition value will be calculated online based on the actual fin-
ishing time of the process and will initiate switching to the schedule 
φnew, as discussed in Section 8.1.3.

 FTSGDistributed(Pi, Sparent, k, T, M, G): const R

 1 φnew = ∅; SetCurrentGuard(Pi, φnew)

 2 LR = GetReadyNodes(G)
 3 while LR ≠ ∅ do
 4 A = LeadToSchedulableSolution(LR, k, T, M, G)

 5 for each resource rj ∈N ∪ {B} do Bestj = ProcessSelect(rj,A,k,T,M,G)
 6 Best = SelectBestCRT(all Bestj)
 7 K = ObtainGuards(Best, φnew)

 8 Schedule(Best, K, φnew)
 9 if Best is a process thenAddSlack(Best, φnew); AddSgMsg(Best, LR)
 10 if Best is a signal then UpdateCurrentGuards(Best, φnew)

 11 UpdateReadyNodes(Best, LR)
 12 Dropping(rj, 
 13 end while
 14 return φnew

 end FTSGDistributed

Figure 8.4: Single Schedule Generation in the 
Distributed Context

LR, k, T, G)



CHAPTER 8

156

(lines 2-3). List LR includes all “ready” soft and hard processes
and messages. By a “ready” hard process or message, we will
understand an unscheduled hard process or message, whose all
hard predecessors are already scheduled. A “ready” soft process
or message is simply an unscheduled soft process or message. At
each iteration, the heuristic determines which processes and
messages, if chosen to be executed, lead to a schedulable solution
(line 4), and copy them to the list A. Then the “best” processes on
computation nodes and the “best” message on the bus are
selected from A (ProcessSelect, line 5) that would potentially con-
tribute to the greatest overall utility. We select processes and
messages according to the MU priority function proposed in
[Cor04b] and modified by us to capture possible process drop-
ping (see Section 7.4.2, where, during priority computation, we
consider the degraded utility U*(t), obtained with a service deg-
radation rule R, instead of the original U(t)). Out of the “best”
processes and messages on different resources, we select the one
which can be scheduled the earliest (line 6).

We schedule the selected process or message Best under the
current set of known conditions K (lines 7-8). For each process
we add a recovery slack (AddSlack, line 9). Recovery slacks of hard
processes will accommodate re-executions against all k faults.
Recovery slacks of soft processes, however, must not reduce the
utility value of the no fault scenarios and will, thus, accommo-
date re-executions against as much faults as possible but, in
general, not against all k faults. For each process Pj we also add
its signalling message Sgj to the ready list LR (AddSgMsg, line 9).
When scheduling a signalling message (line 10), we change cur-
rent guards of computation nodes at arrival time of the message.

Finally, the list LR is updated with the ready successors of the
scheduled process or message (line 11). Those soft processes,
whose executions will not lead to any utility increase or would
exceed application period T, are removed from the ready list LR,
i.e., dropped (line 12).
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The FTSGDistributed heuristic will return either φnew = Sroot or
an fN schedule φnew that will be integrated into the schedule tree
Φ by the FTTreeGenerationDistributed heuristic in Figure 8.3.

8.1.3 SWITCHING BETWEEN SCHEDULES

Switching between schedules in the schedule tree, at runtime, is
also performed very fast but is different from the monoprocessor
case. At each possible switching point, e.g. after completion of a
process Pi, the scheduler can have at most two possible alterna-
tives, i.e., to signal or not to signal the switching to the “new”
schedule φnew. As in the monoprocessor case, we store a pointer
to the “new” schedule φnew in its parent schedule Sparent, when
attaching the “new” schedule φnew to the schedule tree (line 7,
Figure 8.3). However, the pointer is associated to a signalling
message of the process Pi, whose finishing time triggers the
potential switching to the “new” schedule φnew. We also store the
pre-computed switching intervals as attached to this process.
Thus, the runtime scheduler checks if the completion time of the
process Pi matches the switching interval and, if so, encapsu-
lates the corresponding switching condition into the signalling
message, which is broadcasted through the bus.

Upon arrival of the signalling message, the runtime scheduler
on each computation node will de-reference the pointer, associ-
ated to this message, and will switch to the “new” schedule φnew.
Thus, no searching of the appropriate schedules is performed
online in the distributed context and the online time overhead is
reduced.

8.2 Experimental Results
For our experiments we have generated 1008 applications of 20,
30, 40, 50, 60, 70 and 80 processes (24 applications for each
dimension) for 2, 3, 4, 5, 6 and 7 computation nodes. Execution
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times of processes in each application have been varied from 10
to 100 ms, and message transmission times between 1 and 4 ms.
Deadlines and utility functions have been assigned individually
for each process in the application. For the main set of experi-
ments we have considered that 50% of all processes in each
application are soft and the other 50% are hard. We have set the
maximum number k of transient faults to 3 and recovery over-
head to 10% of process execution time. As the worst-case execu-
tion time of a process can be much longer than its expected
execution time, we have also assigned a tail factor TFi = WCETi /
(AETi × 2) to each process Pi. Experiments have been run on a
2.83 GHz Intel Pentium Core2 Quad processor with 8 Gb mem-
ory.

At first, we were interested to evaluate our heuristics with the
increased number of computation nodes and the number of proc-
esses. For this set of experiments we have set the tail factor to 5
for all soft processes in the applications. Table 8.1 shows an
improvement of the schedule tree on top of a single fN schedule
in terms of total utility, considering an fN schedule in the case of
no faults as a 100% baseline. The average improvement is rang-
ing from 3% to 22% in case of 20 processes on 6 computation
nodes and 40 processes on 2 computation nodes, respectively.
Note that in this table we depict the normalized utility values

Table 8.1: Normalized Utility (Un = UFTTree/UfN×100%) and 
the Number of Schedules (n)

N 20 proc. 30 proc. 40 proc. 50 proc. 60 proc. 70 proc. 80 proc. 
Un n Un n Un n Un n Un n Un n Un n 

2 117 4.3 119 5.3 122 5.6 117 5.8 116 5.4 114 6.5 112 4.9 
3 111 3.8 113 4.6 119 6.9 119 6.0 118 5.8 115 7.4 114 7.5 
4 109 2.7 112 4.5 113 5.4 118 7.0 115 7.0 115 7.3 113 6.8 
5 106 2.5 112 2.6 113 5.6 112 5.8 116 8.0 113 5.8 115 7.0 
6 103 2.2 109 4.2 110 4.5 112 6.1 115 7.3 113 6.7 113 6.3 
7 103 1.8 106 3.0 109 4.8 112 5.4 110 6.0 110 5.8 112 7.0 
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for schedule trees that have been obtained in the case of no
faults. During our experiments, we have observed that the util-
ity values for faulty cases closely follow the no fault scenarios
with about 1% decrease (on average) in the utility value for each
fault, as illustrated, for example, in Figure 8.5b.

As the number of computation nodes increases, in general, the
schedule tree improves less on top of a single fN schedule, which
could seem counterintuitive. However, this is because, with an
increased number of computation nodes, less soft processes are
allocated per node on average and the number of possible value-
based intra-processor scheduling decisions by the tree genera-
tion algorithm is reduced. At the same time, the number of inter-
processor scheduling decisions is supposed to increase. However,
these decisions are less crucial from the point of view of obtain-
ing utility due to the greater availability of computational
resources, and a single fN schedule with a fixed order of proc-
esses is sufficient to utilize them. Moreover, a limited number of
signalling messages, e.g. one per process, restricts the number of
possible inter-processor decisions by the tree generation algo-
rithm. Hence, the total number of exploitable scheduling alter-
natives is reduced with more computation nodes. In case of 20
processes and 2 nodes, the average number of soft processes is 5
per node (considering 50% soft processes in the application, 20 ×
0.5 / 2 = 5) and the utility improvement is 17%. In the case of 7
nodes, only an average of 1.4 soft processes are allocated per
node and, hence, the utility improvement is only 3%. However,
as the number of processes in the application is growing, the
trend is softened. For 40 processes and 2 nodes the improvement
is 22% with the average of 10 soft processes per node. For 7
nodes the improvement is 9% with 2.9 soft processes per node on
average. For 80 processes, the improvement in case of 2 and 7
nodes is already the same, 12% for 20 and 5.7 soft processes per
node, respectively.

The average size of the schedule tree is between 2.2 schedules
for 20 processes on 6 nodes and 8.0 schedules for 60 processes on
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5 nodes that correspond to 1.3Kb and 9.4Kb of memory,
respectively. As the size of the application grows, the amount of
memory per schedule will increase. Thus, a tree of 7 schedules
for an 80-process application on 5 nodes would require 11.4Kb of
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memory. During our experiments we could also observe that for
many applications already 2-3 schedules give at least half of the
utility improvement. For example, for 40 processes and 2
computation nodes, 3 schedules will give 21% improvement.

Off-line tree construction times with FTTreeGenerationDistributed

are depicted in Figure 8.5a. Our heuristic produces a tree of
schedules in a matter of minutes for 20, 30 and 40 processes, and
below one hour for 50 and 60 processes. Tree construction time is
around 4 hours for 5 nodes and 80 processes. Although the off-
line tree construction time is high for large applications, the
online overhead is still very small and is constant for all applica-
tions, in spite of the application size, as discussed in Section
8.1.3.

For a given total number of processes, the tree construction
time is reduced with the number of computation nodes. This can
be explained taking into account that the average number of soft
processes per computation node is reduced, which leads to a
smaller amount of scheduling alternatives to be explored by the
tree generation algorithm. In case of 2 nodes, a greater number
of soft processes for each computation node is allocated and, as
the result, more valuable scheduling alternatives in total have
to be considered than in the case of, for example, 7 nodes. Our
tree generation algorithm, thus, has to spend much more time
evaluating scheduling alternatives for less nodes than in the
case of more nodes, as confirmed by the experimental results
given in Figure 8.5a.

In our next set of experiments, we have varied the percentage
of soft and hard processes in the applications. We have addition-
ally generated 1080 applications of 20, 30, 40, 50 and 60 proc-
esses for 2, 3, 4, 5 and 6 computation nodes, respectively. The
percentage of soft processes has been initially set to 10% and
hard processes to 90%. We have gradually increased the percent-
age of soft processes up to 90% of soft processes and 10% of hard
processes, with a step of 10% (and have generated 120 applica-
tions of different dimensions for each setup). The improvement
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produced by FTTreeGenerationDistributed over all dimensions is
between 14 and 16%. The average number of schedules has
increased from 2 for 10% of soft processes to 6 for 90% of soft
processes, with the increased execution time of the heuristic
from 10 to 30 minutes.

We were also interested to evaluate our heuristic with differ-
ent tail factors TF, which we have varied from 1 to 10 for appli-
cations with 40 processes on 2 nodes. As our results in
Figure 8.5b show, improvement produced by FTTreeGeneration-

Distributed is larger in the case of a greater tail factor. If for the
tail factor 1, the improvement is 7.5%, it is around 20% for the
tail factors of 5-6 and 24% for the tail factors above 7. This is due
to the fact that, if the tail factor increases, more soft processes
are dropped in a single fN schedule while they are allowed to
complete in the case of the schedule tree. The processes are more
rarely executed with the execution times close to the worst case
with the greater tail factors. Switching to another schedule in
the schedule tree (after completion of several process) will allow
many of these soft process to complete, without the risk of dead-
line violations, and contribute to the overall utility of the appli-
cation. Note that the total utilities of fault scenarios, as depicted
in Figure 8.5b, closely follow the no fault scenarios with only
about 1% utility value decrease for each fault.

We have also run our experiments on a real-life example, the
vehicle cruise controller (CC), previously used to evaluate sched-
uling algorithms in Chapter 4, which is composed of 32 proc-
esses. CC has been mapped on 3 computation units: Electronic
Throttle Module (ETM), Anti-lock Braking System (ABS) and
Transmission Control Module (TCM). We have considered that
16 processes, which closely involved with the actuators, are
hard. The rest of processes have been assigned with utility func-
tions. The tail factor is 5 with k = 2 transient faults, recovery
overhead of 10% of process execution time and signalling mes-
sage transmission time of 2 ms. In terms of total utility
FTTreeGenerationDistributed could improve on top of a single f 3
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schedule with 22%, with 4 schedules that would need 4.8Kb of
memory.

8.3 Conclusions
In this chapter we have presented an approach to the
scheduling of mixed soft and hard real-time distributed
embedded systems with fault tolerance.

We have proposed a quasi-static scheduling approach that
generates a tree of fault-tolerant schedules off-line that maxi-
mizes the total utility value of the application and satisfies
deadlines in the distributed context. Depending on the current
execution situation and fault occurrences, an online distributed
scheduler chooses which schedule to execute on a particular
computation node, based on the pre-computed switching condi-
tions broadcasted with the signalling messages over the bus.

The obtained tree of fault-tolerant schedules can deliver an
increased level of quality-of-service and guarantee timing con-
straints of safety-critical distributed applications under limited
amount of resources.
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Chapter 9
Hardware/Software Design

for Fault Tolerance

IN THIS PART OF THE THESIS we combine hardware harden-
ing with software-level fault tolerance in order to achieve the
lowest-possible system hardware cost while satisfying hard
deadlines and fulfilling the reliability requirements. We propose
an optimization framework for fault tolerance, where we use re-
execution to provide fault tolerance in software, while several
alternative hardware platforms with various levels of hardening
can be considered for implementation.

In this chapter we illustrate, on a simple example, the benefits
of looking into software and hardware simultaneously to reduce
the amount of software fault tolerance and minimize the cost of
the hardware. We propose a system failure probability (SFP)
analysis to ensure that the system architecture meets the relia-
bility requirements. This analysis connects the levels of fault
tolerance (maximum number of re-executions) in software to the
levels of hardening in hardware (hardening levels). In the next
chapter, we will propose a set of design optimization heuristics,
based on the SFP analysis, in order to decide the hardening lev-
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els of computation nodes, the mapping of processes on computa-
tion nodes, and the number of re-executions on each
computation node.

9.1 Hardened Architecture and Motivational 
Example

To reduce the probability of transient faults, the designer can
choose to use a hardened, i.e., a more reliable, version (h-ver-
sion) of the computation node. Thus, each node Nj can be available
in several versions , with different hardening levels h, associ-
ated with the cost , respectively. For each pair {Pi, }, where
process Pi is mapped to the h-version of node Nj, we know the
worst-case execution time (WCET) tijh and the probability pijh of
failure of a single execution of process Pi. WCETs are deter-
mined with worst-case analysis tools [Erm05, Sun95, Hea02,
Jon05, Gus05, Lin00, Col03, Her00, Wil08] and the process fail-
ure probabilities can be obtained using fault injection tools
[Aid01, Ste07].

In this part of our work, we will consider a reliability goal ρ =
1 − γ, with respect to transient faults, which has to be met by the
safety-critical embedded system. γ is the maximum probability
of a system failure due to transient faults on any computation
node within a time unit, e.g. one hour of functionality. With suf-
ficiently hardened nodes, the reliability goal can be achieved
without any re-execution at software level, since the probability
of the hardware failing due to transient faults is acceptably
small. At the same time, as discussed in Section 2.2.5, hardware
hardening comes with an increased cost and a significant over-
head in terms of speed (hardening performance degradation). To
reduce the cost or to increase the performance, designers can
decide to reduce the hardening level. However, as the level of
hardening decreases, the probability of faults being propagated
to the software level will increase. Thus, in order to achieve the

Nj
h

Cj
h Nj

h



HARDWARE/SOFTWARE DESIGN FOR FAULT TOLERANCE

169

reliability goal, a certain number of re-executions will have to be
introduced at the software level, which, again, leads to the worst
case performance degradation.

In the example, depicted in Figure 9.1, we show how harden-
ing can improve schedulability if the fault rate is high. In
Figure 9.1, we consider an application A1 composed of one proc-
ess P1, which runs on one computation node N1, with three h-
versions,  without hardening and  and  progressively
more hardened. The corresponding failure probabilities
(denoted “p”), the WCET (denoted “t”) and the costs are depicted
in the table. The application runs with period T = 360 ms. We
have to meet a deadline of 360 ms and the reliability goal of 1 −
10-5 within one hour. As will be shown in Section 9.2, the hard-
ening levels are connected to the number of re-executions in soft-
ware, to satisfy the reliability goal according to the SFP
analysis. In this example, according to the SFP analysis, using

Figure 9.1: Reduction of the Number of Re-executions with 
Hardening
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, we have to introduce 6 re-executions to reach the reliability
goal, as depicted in Figure 9.1a, which, in the worst case, will
miss the deadline of 360 ms.1 However, with the h-version ,
the failure probability is reduced by two orders of magnitude,
and only two re-executions are needed for satisfying the reliabil-
ity goal ρ. This solution will meet the deadline as shown in
Figure 9.1b. In case of the most hardened architecture depicted
in Figure 9.1c, only one re-execution is needed. However, using

 will cost twice as much as the previous solution with less
hardening. Moreover, due to hardening performance degrada-
tion, the solution with the maximal hardening will complete in
the worst-case scenario exactly at the same time as the less
hardened one. Thus, the architecture with  should be chosen.
The selected architecture will satisfy the reliability goal and
meet deadlines with the lowest-possible hardware cost.

9.2 System Failure Probability (SFP) Analysis
In this section we present an analysis that determines the sys-
tem failure probability, based on the number k of re-executions
introduced in software and the process failure probability of the
computation node with a given hardening level.

As an input, we get the mapping of process Pi on computation
node  (M(Pi) = ) and the process failure probability pijh of
process Pi, executed on computation node  with hardening
level h.

In the analysis, first, we calculate the probability Pr(0; ) of
no faults occurring (no faulty processes) during one iteration of
the application on the h-version of node Nj, which is the proba-

1. Numerical computations for this example with the SFP analysis are 
presented in Appendix III. A computational example with the SFP 
analysis is also presented in Section 9.2.1 of this chapter.
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bility that all processes mapped on  will be executed cor-
rectly:

We call the f-fault scenario the combination with repetitions of
f on Π( ), where Π( ) is the number of processes mapped on
the computation node . Under a combination with repetitions
of n on m, we understand the process of selecting n elements
from a set of m elements, where each element can be selected
more than once and the order of selection does not matter
[Sta97].

For example, an application A is composed of processes P1, P2
and P3, which are mapped on node N1. k1= 3 transient faults
may occur, i.e., f = 3 in the worst case. Let us consider one possi-
ble fault scenario, depicted in Figure 9.2. Process P1 fails and is
re-executed, its re-execution fails but then it is re-executed
again without faults. Process P2 fails once and is re-executed
without faults. Thus, in this fault scenario, from a set of proc-
esses P1, P2 and P3, processes P1 and P2 are selected; moreover,
process P1 is selected twice, which corresponds to repetition of
process P1. Thus, the combination is {P1, P1, P2}.

The probability of recovering from a particular combination of
f faults consists of two probabilities, the probability that this
combination of f faults has happened and that all the processes,
mapped on Nj, will be eventually (re-)executed without faults.
The latter probability is, in fact, the no fault probability Pr(0;

Nj
h

Pr 0 Nj
h

;( ) 1 pijh–( )
Pi M Pi( ) Nj

h
=∀

∏= (9.1)
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Figure 9.2: A Fault Scenario as a Combination with 
Repetitions
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). Thus, the probability of successful recovering from f faults
in a particular fault scenario S* is

where , ,
. The combination with repetitions is

expressed here with a finite submultiset (S*, m*) of a multiset
(S, m) [Sta97]. Informally, a multiset is simply a set with repeti-
tions. Formally, in the present context, we define a multiset as a
function m: S → N, on set S, which includes indices of all proc-
esses mapped on , to the set N of (positive) natural numbers.
For each process Pa with index a in S, the number of re-execu-
tions of process Pa in a particular fault scenario is the number
m(a), which is less or equal to f, the number of faults (expressed
as a supremum of function m(a)). For example, in Figure 9.2,
m(1) = 2 and m(2) = 1. The number of elements in S* is f, e.g. the
number of faulty processes. Thus, if a is repeated f times, m(a) =
f, i.e., Pa fails f times, S* will contain only repetitions of a and
nothing else.

From (9.2), the probability that the system recovers from all
possible f faults is a sum of probabilities of all f-fault recovery
scenarios1:

Suppose that we consider a situation with maximum kj re-exe-
cutions on the node . The node fails if more than kj faults are
occurring. The failure probability of node  with kj re-execu-
tions is

1. The combinations of faults in the re-executions are mutually exclusive.

Nj
h

Pr
S∗ f Nj

h
;( ) Pr 0 Nj

h
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∏⋅= (9.2)
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where we subtract from the initial failure probability with only
hardware hardening, , the probabilities of all the
possible successful recovery scenarios provided with kj re-execu-
tions.

Finally, the probability that the system composed of n compu-
tation nodes with kj re-executions on each node Nj will not
recover, in the case more than kj faults have happened on any
computation node Nj, can be obtained as follows:

According to the problem formulation, the system non-failure
probability in the time unit τ (i.e., one hour) of functionality has
to be equal or above the reliability goal ρ = 1 − γ, where γ is the
maximum probability of a system failure due to transient faults
within the time unit τ. Considering that the calculations above
have been performed for one iteration of the application (i.e.,
within a period T), we obtain the following condition for our sys-
tem to satisfy the reliability goal

9.2.1 COMPUTATION EXAMPLE

To illustrate how formulae (9.1)-(9.6) can be used in obtaining
the number of re-execution to be introduced at software level, we
will consider the architecture in Figure 9.3 for an application A2

Pr f kj> Nj
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;( )– Pr f Nj
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(with all the necessary details provided in the figure). At first,
we compute the probability of no faulty processes for both nodes

 and :1

Pr(0; ) = ⎝(1– 1.2·10-5)·(1– 1.3·10-5)⎠ = 0.99997500015.
Pr(0; ) = ⎝(1– 1.2·10-5)·(1– 1.3·10-5)⎠ = 0.99997500015.

According to formulae (9.4) and (9.5),
Pr(f > 0; ) = 1 – 0.99997500015 = 0.00002499985.
Pr(f > 0; ) = 1 – 0.99997500015 = 0.00002499985.
Pr((f > 0; ) ∪ (f > 0; )) = ⎛1 – (1 – 0.00002499985) · (1 –

0.00002499985)⎞ = 0.00004999908.
The system period T is 360 ms, hence system reliability is (1 –

0.00004999908)10000 = 0.60652865819, which means that the
system does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now consider k1 = 1 and k2 = 1:
Pr(1; )=⎝0.99997500015·(1.2·10-5+1.3·10-5)⎠=0.00002499937.
Pr(1; )=⎝0.99997500015·(1.2·10-5+1.3·10-5)⎠=0.00002499937.

1. Symbols ⎛ and ⎞ indicate that numbers are rounded up with 10-11 accu-
racy; ⎝ and ⎠ indicate that numbers are rounded down with 10-11 accu-
racy. This is needed in order to keep the safeness of the probabilities 
calculated.
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Figure 9.3: Computation Example with SFP Analysis
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According to formulae (9.4) and (9.5),
Pr(f >1; )= ⎛1–0.99997500015 – 0.00002499937⎞ = 4.8·10-10.
Pr(f >1; )=⎛1– 0.99997500015 – 0.00002499937⎞ = 4.8·10-10.
Pr((f > 1; ) ∪ (f > 1; )) = 9.6·10-10.

Hence, the system reliability is (1 – 9.6·10-10)10000 =
0.99999040004 and the system meets its reliability goal ρ = 1 –
10-5. Thus, in order to meet its reliability requirements, one
transient fault has to be tolerated on each computation node
during one system period.

9.3 Conclusions
In this chapter we have illustrated the trade-off between
increasing hardware reliability by hardening and tolerating
transient faults at the software level. We have also proposed a
system failure probability (SFP) analysis to evaluate if the sys-
tem meets its reliability goal ρ with the given reliability of hard-
ware components and the given number of re-executions in
software. This analysis will play an important role in our optimi-
zation framework presented in the next chapter.
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Chapter 10
Optimization with

Hardware Hardening

IN THIS CHAPTER we propose an approach to design optimiza-
tion of fault-tolerant hard real-time embedded systems, which
combines hardware and software fault tolerance techniques. We
consider the trade-off between hardware hardening and process
re-execution to provide the required levels of fault tolerance
against transient faults with the lowest-possible system hard-
ware cost. We present design optimization heuristics to select
the fault-tolerant architecture and decide process mapping such
that the system cost is minimized, deadlines are satisfied, and
the reliability requirements are fulfilled. Our heuristic will use
the system failure probability (SFP) analysis, presented in
Chapter 9, to evaluate the system reliability.
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10.1 Motivational Example
In Figure 10.1 we consider several architecture selection alter-
natives in the distributed context, for the application A, com-
posed of four processes, which can be mapped on three h-
versions of two nodes N1 and N2.

The cheapest two-node solution that meets the deadline and
reliability goal is depicted in Figure 10.1a. The architecture con-
sists of the h-versions  and  and costs 32 + 40 = 72 mone-
tary units. Based on the SFP analysis, the reliability goal can be
achieved with one re-execution on each computation node.1 Let
us now evaluate some possible monoprocessor architectures.
With the architecture composed of only  and the schedule pre-
sented in Figure 10.1b, according to the SFP analysis, the relia-
bility goal is achieved with k1 = 2 re-executions at software
level.2 As can be seen in Figure 10.1b, the application is
unschedulable in this case. Similarly, the application is also
unschedulable with the architecture composed of only , with
the schedule presented in Figure 10.1c. Figure 10.1d and
Figure 10.1e depict the solutions obtained with the monoproces-
sor architecture composed of the most hardened versions of the
nodes. In both cases, the reliability goal ρ is achieved without re-
executions at software level (kj = 0), however, as can be observed,
the solution in Figure 10.1d is not schedulable, even though k1 =
0 with the architecture consisting of . This is because of the
performance degradation due to the hardening. This degrada-
tion, however, is smaller in the case of  and, thus, the solution
in Figure 10.1e is schedulable. If we compare the two schedula-
ble alternatives in Figure 10.1a and Figure 10.1e, we observe
that the one consisting of less hardened nodes (Figure 10.1a) is
more cost efficient than the monoprocessor alternative with the

1. See numerical computations for this architecture in Section 9.2.1, pre-
sented as a computation example with the SFP analysis.

2. Numerical computations for all architectures in this example are pre-
sented in Appendix III.
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most hardened node (Figure 10.1e). In other words, considering
a distributed system with two less hardened computation nodes

Figure 10.1: Selection of the Hardened 
Hardware Architecture
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is less costly than considering a single node with extensive hard-
ening.

As the example in Figure 10.1 illustrates, the decision on
which architecture to select and how much hardening to use for
each computation node in the architecture is crucial in providing
cost-efficient design solutions with fault tolerance.

10.2 Problem Formulation
As an input to our design optimization problem we get an appli-
cation A, represented as a merged acyclic directed graph G.
Application A runs on a bus-based architecture, as discussed in
Section 3.1.3, with hardened computation nodes as discussed in
Section 9.1. The reliability goal ρ, the deadline, and the recovery
overhead μ are given. Given is also a set of available computa-
tion nodes each with its available hardened h-versions and the
corresponding costs. We know the worst-case execution times and
the failure probabilities for each process on each h-version of com-
putation node. The maximum transmission time of all messages,
if sent over the bus, is given.

As an output, the following has to be produced: (1) a selection
of the computation nodes and their hardening level; (2) a map-
ping of the processes to the nodes of the selected architecture; (3)
the maximum number of re-executions on each computation
node; and (4) a schedule of the processes and communications.

The selected architecture, the mapping and the schedule
should be such that the total cost of the nodes is minimized, all
deadlines are satisfied, and the reliability goal ρ is achieved.
Achieving the reliability goal implies that hardening levels are
selected and the number of re-executions are chosen on each
node Nj such that the produced schedule, in the worst case, sat-
isfies the deadlines.
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10.3 Design Strategy and Algorithms
We illustrate our hardening optimization framework in
Figure 10.2 as a sequence of iterative design optimization heu-
ristics, represented as rotating circles in the figure. In the outer
loop we explore available architectures, e.g., possible combina-
tions of computation nodes. We evaluate the schedulability of
each selected architecture and check if it meets the reliability
goal ρ against transient faults. We also determine the cost of the
architecture. The least costly and valid architecture will be
eventually chosen as the final result of the overall design explo-
ration.

From the outer architecture optimization heuristic for each
chosen architecture, we call a mapping heuristic, which returns
a valid mapping with schedule tables, and obtains the amount of
hardware hardening and the number of re-executions. In the
mapping heuristic, for each mapping move, we obtain the
amount of hardening required for the mapping solution such
that it is schedulable and meets the reliability goal ρ.

Figure 10.2: Optimization with Hardware Hardening
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The amount of hardening, or hardening levels of computation
nodes, are determined by the hardening optimization heuristic,
which increases the reliability of computation nodes until the
current mapping solution becomes schedulable.

Inside the hardening optimization heuristic, for each hard-
ened and mapped solution, we obtain the necessary number of
re-executions on each computation node with the re-execution
optimization heuristic. This, innermost, heuristic assigns the
number of re-executions to application processes until the relia-
bility goal ρ is reached, which is evaluated with the system fail-
ure probability (SFP) analysis.

Our design strategy is outlined in Figure 10.3, which is the
outermost architecture optimization heuristic in Figure 10.2.
The design heuristic explores the set of architectures, and even-
tually selects that architecture that minimizes cost, while still
meeting the schedulability and reliability requirements of the
application. The heuristic starts with the monoprocessor archi-
tecture (n = 1), composed of only one (the fastest) node (lines 1-
2). The mapping, selection of software and hardware fault toler-
ance (re-executions and hardening levels) and the schedule are
obtained for this architecture (lines 5-9). If the application is
unschedulable, the number of computation nodes is directly
increased, and the fastest architecture with n = n + 1 nodes is
chosen (line 15). If the application is schedulable on that archi-
tecture with n nodes, i.e., SL ≤ D, the cost HWCost of that archi-
tecture is stored as the best-so-far cost HWCostbest. The next
fastest architecture with n nodes (in the case of no hardening) is
then selected (line 18). If on that architecture the application is
schedulable (after hardening is introduced) and the cost HWCost
< HWCostbest, it is stored as the best-so-far. The procedure con-
tinues until the architecture with the maximum number of
nodes is reached and evaluated.

If the cost of the next selected architecture with the minimum
hardening levels is higher than (or equal to) the best-so-far cost
HWCostbest, the architecture will be ignored (line 6).
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The evaluation of an architecture is done at each iteration
step with the MappingAlgorithm function, presented in Section 10.4.
MappingAlgorithm receives as an input the selected architecture,
produces the mapping, and returns the schedule corresponding
to that mapping. The cost function used for optimization is also
given as a parameter. We use two cost functions: (1) schedule
length, which produces the shortest-possible schedule length SL
for the selected architecture for the best-possible mapping (line
7), and (2) architecture hardware cost, in which the mapping
algorithm takes an already schedulable application as an input

Figure 10.3: General Design Strategy with Hardening

 DesignStrategy(G, N, D, ρ)
 1 n = 1

 2 AR = SelectArch(N, n)
 3 HWCostbest = MAX_COST
 4 while n ≤  |N | do
 5 SetMinHardening(AR)
 6 if HWCostbest > GetCost(AR) then
 7 SL = MappingAlgorithm(G,AR,D,ρ, ScheduleLengthOptimization)

 8 if SL ≤ D then
 9 HWCost = MappingAlgorithm(G, AR, D,ρ, CostOptimization)
 10 if HWCost < HWCostbest then
 11 HWCostbest = HWCost
 12 ARbest = AR
 13 end if
 14 else
 15 n = n + 1
 16 end if
 17 end if
 18 AR = SelectNextArch(N, n)
 19 end while
 20 return ARbest

 end DesignStrategy
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and then optimizes the mapping to improve the cost of the
application without impairing the schedulability (line 9).
MappingAlgorithm tries a set of possible mappings, and for each
mapping it optimizes the levels of fault tolerance in software
and hardware, which are required to meet the reliability goal ρ.
The levels of fault tolerance are optimized inside the mapping
algorithm with the HardeningOpt heuristic presented in Section
10.5, which returns the levels of hardening and the number of
re-executions in software. The relation between these functions
is illustrated in Figure 10.3. The needed maximum number of
re-executions in software is obtained with ReExecutionOpt

heuristic, called inside HardeningOpt for each vector of hardening
levels. Then the obtained alternative of fault tolerance levels is
evaluated in terms of schedulability by the scheduling algorithm
Scheduling, which is described in Section 10.6. After completion of
HardeningOpt, Scheduling is called again to determine the schedule
for each selected mapping alternative in MappingAlgorithm.

The basic idea behind our design strategy is that the change of
the mapping immediately triggers the change of the hardening
levels. To illustrate this, let us consider the application A in
Figure 10.1 with the mapping corresponding to Figure 10.1a.
Processes P1 and P2 are mapped on N1, while processes P3 and
P4 are mapped on N2. Both nodes, N1 and N2, have the second
hardening level (h = 2),  and . With this architecture,
according to our SFP calculation, one re-execution is needed on
each node in order to meet the reliability goal. As can be seen in
Figure 10.1a, the deadlines are satisfied in this case. If, however,
processes P1 and P2 are moved to node N2, resulting in the map-
ping corresponding to Figure 10.1e, then using the third harden-
ing level (h = 3) is the only option to guarantee the timing and
reliability requirements, and this alternative will be chosen by
our algorithm for the respective mapping. If, for a certain map-
ping, the application is not schedulable with any available hard-
ening level, this mapping will be discarded by our algorithm.

N1
2 N2

2



OPTIMIZATION WITH HARDWARE HARDENING

185

10.4 Mapping Optimization
In our design strategy we use the MappingAlgorithm heuristic with
two cost functions, schedule length and the architecture hard-
ware cost, as presented in Figure 10.4.

For our mapping heuristic with hardened components, we
have extended the TabuSearchMPA algorithm, proposed in Chap-
ter 5, to consider the different hardening and re-execution lev-
els. The tabu search algorithm takes as an input the application
graph G, the selected architecture AR, deadlines D, reliability
goal ρ and a flag Type, which specifies if the mapping algorithm
is used for schedule length optimization or for the architecture
cost optimization, and produces a schedulable and fault-tolerant
implementation xbest. In case of the schedule length optimiza-
tion, an initial mapping is performed (InitialMapping, line 5) and
the obtained initial schedule length for this mapping is set as
the initial Cost (Scheduling, line 5). In the case of architecture
hardware cost optimization, the initial Cost will be the given
hardware cost (ObtainCost, line 7) and the initial mapping, best in
terms of the schedule length but not in terms of cost, is already
prepared (see our strategy in Figure 10.3). During architecture
cost optimization, our mapping algorithm will search for the
mapping with the lowest-possible architecture hardware cost.

The mapping heuristic, in both cases, investigates the
processes on the critical path (line 12). Thus, at each iteration,
processes on the critical part are selected for the re-mapping
(GenerateMoves, line 12). Processes recently re-mapped are
marked as “tabu” (by setting up the “tabu” counter) and are not
touched unless leading to the solution better than the best so far
(lines 14-15). Processes, which have been waiting for a long time
to be re-mapped, are assigned with the waiting priorities and
will be re-mapped first (line 17). The heuristic changes the
mapping of a process if it leads to (1) a solution that is better
than the best-so-far (including “tabu” processes), or (2) to a
solution that is worse than the best-so-far but is better than the
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other possible solutions (lines 20-25). The selected move is then
applied (PerformMove, line 27), the current Cost is updated (lines
28-30) and the best-so-far BestCost is changed if necessary (line
32). At every iteration, the waiting counters are increased and

MappingAlgorithm(G, AR, D, ρ,Type {CostOptimization, ScheduleLengthOptimization})
 1 -- given a merged graph G and an architecture AR produces a mapping M 
 2 -- such that the solution is fault-tolerant, schedulable & meets reliability goal ρ
 3 -- optimizes either Type = “CostOptimization” or “ScheduleLengthOptimization”
 4 if Type ≡ ScheduleLengthOptimization then 

-- for the schedule length, do initial mapping
 5 xbest = xnow = InitialMapping(AR); BestCost = Scheduling(G, AR, xbest)
 6 else -- otherwise, get the previous mapping best in terms of the schedule length
 7 xbest = xnow = GetCurrentMapping(AR); BestCost = ObtainCost(G, AR, xbest)
 8 end if
 9 Tabu = ∅; Wait = ∅ -- The selective history is initially empty
 10 while TerminationCondition not satisfied do
 11 -- Determine the neighboring solutions considering the selective history
 12 CP= CriticalPath(G); Nnow = GenerateMoves(CP) -- calls HardeningOpt inside
 13 -- eliminate tabu moves if they are not better than the best-so-far
 14 Ntabu = {move(Pi) | ∀ Pi ∈CP ∧ Tabu(Pi)=0 ∧ Cost(move(Pi)) < BestCost}
 15 Nnon-tabu = N \ Ntabu

 16 -- add diversification moves 
 17 Nwaiting = {move(Pi) | ∀ Pi ∈ CP ∧ Wait(Pi) > |G|}
 18 Nnow = Nnon-tabu ∪ Nwaiting

 19 -- Select the move to be performed
 20 xnow = SelectBest(Nnow)
 21 xwaiting = SelectBest(Nwaiting); xnon-tabu = SelectBest(Nnon-tabu)
 22 if Cost(xnow) < BestCost then x = xnow -- select xnow if better than best-so-far
 23 else if ∃ xwaiting then x = xwaiting -- otherwise diversify
 24 else x = xnon-tabu -- if no better and no diversification, select best non-tabu
 25 end if
 26 -- Perform selected mapping move and determine levels of hardening
 27 PerformMove(AR, x); HardeningOpt(G, AR, x, ρ, InitialHardening(x))
 28 if Type ≡ ScheduleLengthOptimization then Cost = Scheduling(G, AR, x)
 29 else Cost = ObtainCost(G, AR, x)
 30 end if
 31 -- Update the best-so-far solution and the selective history tables
 32 If Cost < BestCost then xbest = x; BestCost = Cost end if
 33 Update(Tabu); Update(Wait)
 34 end while
 35 return xbest -- return mapping M
end MappingAlgorithm

Figure 10.4: Mapping
Optimization with Hardening
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the “tabu” counters are decreased (line 33). The heuristic stops
after a certain number of steps without any improvement
(TerminationCondition, line 10).

In order to evaluate a particular mapping in terms of cost and
schedulability, for this mapping, before calling the scheduling
heuristic, we have to obtain the hardening levels in hardware
and the maximum number of re-executions in software. This is
performed with the HardeningOpt function, presented in the next
section. HardeningOpt is called inside the GenerateMoves function
evaluating each available mapping move on the critical path
(line 12) and before the “best” move is applied (line 27).

10.5 Hardening/Re-execution Optimization
Every time we evaluate a mapping move by the MappingAlgorithm,
we run HardeningOpt and ReExecutionOpt to obtain hardening levels
in hardware and the number of re-executions in software. The
heuristic, outlined in Figure 10.5, takes as an input the architec-
ture AR with the initial hardening levels H0 and the given map-
ping M. The obtained final hardening solution has to meet the
reliability goal ρ.

At first, the hardening optimization heuristic reaches our first
objective, schedulability of the application. The heuristic
increases the schedulability by increasing the hardening levels
in a greedy fashion, obtaining the number of re-executions for
each vector of hardening (lines 1-9, with the IncreaseAllHardening

function). The schedulability is evaluated with the Scheduling

heuristic. We increase the hardening in this way to provide a
larger number of alternatives to be explored in the next optimi-
zation step, where we preserve the schedulability and optimize
cost. In the next step, once a schedulable solution is reached, we
iteratively reduce hardening by one level for each node, again, at
the same time obtaining the corresponding number of re-execu-
tions (lines 9-24). For example, in Figure 10.1a, we can reduce
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from  to , and from  to . If the application is schedu-
lable, as obtained with the Scheduling function (line 15), such a
solution is accepted (line 16). Otherwise, it is not accepted, for
example, in the case we reduce from  to . Among the sched-
ulable hardened alternatives, we choose the one with the lowest
hardware cost and continue (line 20 and 22). The heuristic iter-

N1
2 N1

1 N2
2 N2

1

Figure 10.5: Hardening Optimization Algorithm

 HardeningOpt(G, AR, M, ρ, H0): const Hmax, Hmin

 1 REX0 = ReExecutionOpt(G, AR, M, ρ, H0)
 2 SL = Scheduling(G, AR, M, REX0)
 3 if SL ≤  D then
 4 H = H0

 5 else
 6 H = IncreaseAllHardening(AR, H0)

 7 if H > Hmax then
 8 return unschedulable
 9 end if
 10 while true do
 11 for all Nj ∈ N do
 12 if hj > Hmin then 

 13 ReduceHardening(hj)
 14 REX = ReExecutionOpt(G, AR, M, ρ, H)
 15 SLj = Scheduling(G, AR, M, REX)

 16 if SLj ≤ D thenHWCostj = GetCost(AR, H)
 17 IncreaseHardening(hj)
 18 end if
 19 end for
 20 best = BestCostResource(∀HWCostj)
 21 if no improvement or H ≡ Hmin then break

 22 else ReduceHardening(hbest)
 23 end if
 24 end while
 25 REX = ReExecutionOpt(G, AR, M, ρ, H)
 26 return {REX; H}

 end HardeningOpt

N1
2 N1

1
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ates as long as improvement is possible, i.e., there is at least one
schedulable alternative, or until the minimum hardening level
(Hmin) is reached for all the nodes (line 21). In Figure 10.1a, the
heuristic will stop once h-versions  to  have been reached
since the solutions with less hardening are not schedulable.

The re-execution optimization heuristic ReExecutionOpt is
called in every iteration of HardeningOpt to obtain the number of
re-executions in software (line 14 and inside the IncreaseAllHarden-

ing function, line 6). The heuristic takes as an input the architec-
ture AR, mapping M, and the hardening levels H. It starts
without any re-executions in software at all. The heuristic uses
the SFP analysis and gradually increases the number of re-exe-
cutions until the reliability goal ρ is reached. The exploration of
the number of re-executions is guided towards the largest
increase in the system reliability. For example, if increasing the
number of re-executions by one on node N1 will increase the sys-
tem reliability from 1− 10-3 to 1− 10-4 and, at the same time,
increasing re-executions by one on node N2 will increase the sys-
tem reliability from 1− 10-3 to 1− 5·10-5, the heuristic will choose
to introduce one more re-execution on node N2.

10.6 Scheduling
In our hardening optimization framework we use the shifting-
based scheduling strategy, which we have proposed in Chapter
4, that uses “recovery slack” in order to accommodate the time
needed for re-executions in the case of faults. After each process
Pi we assign a slack equal to (  + μ) × kj, where kj is the
number of re-executions on the computation node Nj with hard-
ening level h,  is the worst-case execution time of the process
on this node, and μ is the re-execution overhead. The recovery
slack is also shared between processes in order to reduce the
time allocated for recovering from faults.

N1
2 N2

2

tijh

tijh
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The Scheduling heuristic is used by the HardeningOpt and the
mapping optimization heuristics to determine the schedulability
of the evaluated solution, and produces the best possible sched-
ule for the final architecture.

10.7 Experimental Results
For the experiments, we have generated 150 synthetic applica-
tions with 20 and 40 processes. The worst-case execution times
(WCETs) of processes, considered on the fastest node without
any hardening, have been varied between 1 and 20 ms. The
recovery overhead μ has been randomly generated between 1
and 10% of process WCET.

Regarding the architecture, we consider nodes with five differ-
ent levels of hardening with randomly generated process failure
probabilities. We have considered three fabrication technologies
with low, medium and high transient fault rates, where the tech-
nology with the high fault rate (or, simply, the high FR technol-
ogy) has the highest level of integration and the smallest
transistor sizes. We have generated process failure probabilities
within the following probability intervals for these technologies:

low FR technology: between 2.1·10-9 and 2.4·10-5;
medium FR technology: between 2.1·10-8 and 2.4·10-4; and
high FR technology: between 2.1·10-7 and 2.4·10-3.

The hardening performance degradation (HPD) from the mini-
mum to the maximum hardening level has been varied from 5%
to 100%, increasing linearly with the hardening level. For a
HPD of 5%, the WCET of processes increases with each harden-
ing level with 1, 2, 3, 4, and 5%, respectively; for HPD = 100%,
the increases will be 1, 25, 50, 75, and 100% for each level,
respectively. Initial costs of computation nodes (without harden-
ing) have been generated between 1 and 6 cost units. We have
assumed that the hardware cost increases linearly with the
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hardening level. The system reliability requirements have been
varied between ρ = 1 − 7.5·10-6 and 1 − 2.5·10-5 within one hour.
The deadlines have been assigned to all the applications inde-
pendent of the transient fault rates and hardening performance
degradation of the computation nodes. The experiments have
been run on a Pentium 4 2.8 GHz processor with 1Gb memory.

In our experimental evaluation, we have compared our design
optimization strategy from Section 10.3, denoted OPT, to two
strategies, in which the hardening optimization step has been
removed from the mapping algorithms. In the first strategy,
denoted MIN, we use only computation nodes with the minimum
hardening levels. In the second strategy, denoted MAX, only the
computation nodes with the maximum hardening levels are
used.

Figure 10.6: % Accepted Architectures as a 
Function of Hardening Performance 
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The experimental results are presented in Figure 10.6,
Table 10.1 and Figure 10.7, which demonstrate the efficiency of
our design approaches in terms of the applications (in percent-
age) accepted out of all considered applications. By the accepta-
ble application we mean an application that meets its reliability
goal, is schedulable, and does not exceed the maximum architec-
tural cost (ArC) imposed. In Figure 10.6, for the medium FR
technology and ArC = 20 units, we show how our strategies per-
form with an increasing performance degradation due to hard-
ening. The MIN strategy always provides the same result because
it uses the nodes with the minimum hardening levels and
applies only software fault tolerance techniques. The efficiency
of the MAX strategy is lower than for MIN and is further reduced
with the increase of performance degradation. The OPT gives
18% improvement on top of MIN, if HPD = 5%, 10% improvement
if HPD = 25%, and 8% improvement for 50% and 100%. More
detailed results for ArC = 15 and ArC = 25 cost units are shown
in Table 10.1, which demonstrate similar trends.

In Figure 10.7a and Figure 10.7b, we illustrate the perform-
ance of our design strategies for the three different technologies
and their corresponding fault rates. The experiments in
Figure 10.7a have been performed for HPD = 5%, while the ones
in Figure 10.7b correspond to HPD = 100%. The maximum

Table 10.1: % Accepted Architectures with 
Different Hardening Performance Degradation 

(HPD) and with Different Maximum Architecture 
Costs (ArC) for the Medium FR Technology

 HPD = 5% HPD = 25% HPD = 50% HPD = 100% 
ArC 15 20 25 15 20 25 15 20 25 15 20 25 

MAX 35 71 92 33 63 84 27 49 74 23 41 65 

MIN 76 76 82 76 76 82 76 76 82 76 76 82 
OPT 92 94 98 86 86 92 80 84 90 78 84 90 
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architectural cost is 20 units. In the case of the low FR technol-
ogy, the MIN strategy is as good as our OPT due to the fact that the
reliability requirements can be achieved exclusively with only
software fault tolerance techniques. However, for the medium
FR technology, our OPT strategy outperforms MIN. For the high
FR technology, OPT is significantly better than both other strat-
egies since, in this case, finding a proper trade-off between the
levels of hardening in hardware and the levels of software re-
execution becomes more important.

The execution time of our OPT strategy for the examples that
have been considered is between 3 minutes and 60 minutes.

We have also run our experiments on the vehicle cruise con-
troller (CC) composed of 32 processes, previously used to evalu-
ate several other optimization heuristics presented in the thesis.

Low Medium High0

20

40

60

80

100
MAX MIN OPT

0

20

40

60

80

100

Low Medium High

MAX
MIN
OPT

Figure 10.7: % Accepted Architectures for 
Different Fault Rates with ArC = 20 for 
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The CC considers an architecture consisting of three nodes:
Electronic Throttle Module (ETM), Anti-lock Braking System
(ABS) and Transmission Control Module (TCM). We have set
the system reliability requirements to ρ = 1 − 1.2·10-5 within one
hour and considered μ between 1 and 10% of process average-
case execution times. The process failure probabilities have been
generated between 4.5·10-8 and 5·10-5; five h-versions of the
computation nodes have been considered with HPD = 25% and
linear cost functions. We have considered a deadline of 300 ms.
We have found that CC is not schedulable if the MIN strategy has
been used. However, the MAX and OPT approaches are able to
produce a schedulable solution. Moreover, our OPT strategy with
the trading-off between hardware and software fault tolerance
levels has produced results 66% better than the MAX in terms of
cost.

10.8 Conclusions
In this chapter we have considered hard real-time applications
mapped on distributed embedded architectures. We were inter-
ested to derive the least costly implementation that meets
imposed timing and reliability constraints. We have considered
two options for increasing the reliability: hardware hardening
and software re-execution.

We have proposed a design optimization framework for mini-
mizing of the hardware cost by trading-off between hardware
hardening and software re-execution. Our experimental results
have shown that, by selecting the appropriate level of hardening
in hardware and re-executions in software, we can satisfy the
reliability and time constraints of the applications while mini-
mizing the hardware cost of the architecture. The optimization
relies on a system failure probability (SFP) analysis, which con-
nects the level of hardening in hardware with the number of re-
executions in software.
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Chapter 11
Conclusions and

Future Work

IN THIS THESIS we have presented several strategies for
design optimization and scheduling of distributed fault-tolerant
embedded systems. We have considered hard real-time and
mixed soft and hard real-time embedded systems.

In the context of hard real-time systems, we have proposed
two scheduling techniques, as well as mapping and policy
assignment approaches. We have also taken into account debu-
gability and testability properties of fault-tolerant applications
by considering transparency requirements. We have proposed
scheduling and mapping approaches that can handle transpar-
ency as well as the trade-off transparency vs. performance.

In the context of mixed soft and hard real-time systems, we
have proposed a value-based scheduling approach, which gener-
ates a set of trees that guarantee the deadlines for the hard proc-
esses even in the case of faults while maximizing the overall
utility.

In the context of embedded systems with hardened hardware
components, we have proposed a design optimization approach
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to trade-off hardware hardening and software re-execution to
provide cost-efficient, schedulable and reliable implementa-
tions. We have also proposed an analysis approach to support
our design optimization, which connects hardening levels with
the number of re-executions, and determines if the obtained sys-
tem architecture meets the desired reliability goal.

In this final chapter, we summarize the work presented in the
thesis and point out ideas for future work.

11.1 Conclusions
In this thesis we have considered real-time systems, where the
hardware architecture consists of a set of heterogeneous compu-
tation nodes connected to a communication channel. The real-
time application is represented as a set of processes communi-
cating with messages. The processes are scheduled based on off-
line generated quasi-static schedules. To provide fault tolerance
against transient faults propagated to the software level, proc-
esses are assigned with re-execution, replication, or recovery
with checkpointing. To increase the reliability of hardware com-
ponents, hardening techniques are used.

All proposed algorithms have been implemented and evalu-
ated on numerous synthetic applications and a real-life exam-
ple.

In this section we will present conclusions for each part of the
thesis in more details.

11.1.1 HARD REAL-TIME SYSTEMS

Scheduling. In the context of hard real-time systems we have
proposed two novel scheduling approaches with fault tolerance:
conditional scheduling and shifting-based scheduling. These
approaches allow us to efficiently incorporate fault tolerance
against multiple transient faults into static cyclic schedules.
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The main contribution of the first approach is the ability to
handle performance versus transparency and memory size
trade-offs. Our conclusion is that this scheduling approach also
generates the most efficient schedules.

The second scheduling approach handles only a fixed trans-
parency setup, transparent recovery, where all messages on the
bus have to be sent at fixed times, regardless of fault occur-
rences. The order of processes on computation nodes is also fixed
in all alternative execution scenarios. Based on our investiga-
tions, we conclude that this scheduling approach is much faster
than the conditional scheduling approach and requires less
memory to store the generated schedule tables.

Mapping and fault tolerance policy assignment. We have
developed several algorithms for policy assignment and process
mapping, including mapping with performance/transparency
trade-off.

At fault tolerance policy assignment, we decide on which fault
tolerance technique or which combination of techniques to
assign to a certain process in the application. The fault tolerance
technique can be either rollback recovery, which provides time-
redundancy, or active replication, which provides space-redun-
dancy. We have implemented a tabu search-based optimization
approach that decides the mapping of processes to the nodes in
the architecture and the assignment of fault tolerance policies to
processes.

According to our evaluations, the proposed approach can effi-
ciently optimize mapping and policy assignment and is able to
provide schedulable solutions under limited amount of
resources.

Transparency/performance trade-off. In our scheduling and
mapping optimization techniques, we can handle transparency
requirements imposed on the application. Transparency is an
important property that makes a system easier to observe and
debug. The amount of memory required to store alternative
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schedules is also smaller. However, transparency may lead to
significant performance overheads. Thus, we have proposed a
fine-grained approach to transparency, where transparency can
be selectively applied to processes and messages. Our conclusion
is that the performance/transparency trade-offs imposed by
designers can be supported during the design process.

Checkpoint optimization. We have also addressed the prob-
lem of checkpoint optimization. The conclusion of this study is
that by globally optimizing the number of checkpoints, as
opposed to the approach when processes are considered in isola-
tion, significant improvements can be achieved. We have also
integrated checkpoint optimization into a fault tolerance policy
assignment and mapping optimization strategy, and an optimi-
zation algorithm based on tabu search has been implemented.

11.1.2 MIXED SOFT AND HARD REAL-TIME SYSTEMS

In the context of mixed soft and hard real-time applications, the
timing constraints have been captured using deadlines for hard
processes and time/utility functions for soft processes. 

We have proposed an approach to the synthesis of fault-
tolerant schedules for mixed hard/soft applications. Our quasi-
static scheduling approach guarantees the deadlines for the
hard processes even in the case of faults, while maximizing the
overall utility of the system. In the context of distributed
embedded systems, depending on the current execution situation
and fault occurrences, an online distributed scheduler chooses
which schedule to execute on a particular computation node,
based on the pre-computed switching conditions broadcasted
with the signalling messages over the bus.

This study demonstrates that the obtained tree of fault-toler-
ant schedules can deliver an increased level of quality-of-service
and guarantee timing constraints of safety-critical distributed
applications under limited amount of resources.
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11.1.3 EMBEDDED SYSTEMS WITH HARDENED HARDWARE 
COMPONENTS

In this thesis, we have also presented an approach, considering
hard real-time applications, where the reliability of hardware
components is increased with hardening. Re-executions have
been used in software to further increase the overall system reli-
ability against transient faults. We have proposed the system
failure probability (SFP) analysis to evaluate if the system
meets its reliability goal ρ with the given reliability of hardware
components and the given number of re-executions in software.

We were interested to derive the least costly implementation
that meets the imposed timing and reliability constraints. We
have proposed a design optimization framework for minimizing
of the overall system cost by trading-off between hardware hard-
ening and software re-execution. The optimization relies on the
system failure probability (SFP) analysis, which connects the
level of hardening in hardware with the number of re-executions
in software.

Based on our experimental results, we conclude that, by
selecting the appropriate level of hardening in hardware and re-
executions in software, we can satisfy the reliability and time
constraints of the applications while minimizing the hardware
cost of the architecture. 

11.2 Future Work
The work that has been presented in this thesis can be used as a
foundation for future research in the area of design optimization
of fault-tolerant embedded systems. We see several directions
for the future work based on this thesis.

Failure probability analysis. Our system failure
probability (SFP) analysis is safe but is very time-consuming
since it is based on exact mathematical computations.
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Development of a fast probability calculation, which is not exact
but still safe, could be an important contribution to hardware/
software design for fault tolerance. Extension of the SFP
analysis to replication and rollback recovery with checkpointing
is another interesting direction of future work.

Relaxing assumptions regarding fault tolerance
mechanisms. In this thesis we have considered that fault
tolerance mechanisms are themselves fault-tolerant, i.e., they
use their own internal fault tolerance techniques for self-
protection against transient faults. However, the costs implied
by these techniques can be high. This cost can be, potentially,
reduced by considering “imperfect” fault tolerance mechanisms
that would allow a fault to happen during, for example,
recovering or storing a checkpoint. Trading-off reliability for the
reduced cost of fault tolerance mechanisms, with additional
measures to cope with “imperfect” fault tolerance, can
potentially reduce the overall system cost while still satisfying
the reliability goal.

Error detection. We consider error detection overheads as a
given input to our design optimization and scheduling
algorithms. Researchers have proposed a number of methods to
optimize error detection, which, however, are considered in
isolation. Thus, a joint design optimization of the error detection
techniques with the fault tolerance techniques can be an
interesting direction for future work.

Fault tolerance and power consumption. Researchers have
proposed a number of techniques to optimize power
consumption in the context of fault-tolerant embedded systems.
One such design optimization framework, based on our shifting-
based scheduling, that connects reliability and power
consumption is, for example, discussed in [Pop07]. More work in
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this area would be beneficial for the future development of
reliable embedded systems that can deliver high performance at
low power consumption.

Fault tolerance and embedded security. Security has
become an important concern to modern embedded systems.
Fault tolerance mechanisms against transient faults may, on
one side, provide additional protection against attacks on the
system. On the other side, these fault tolerance mechanisms
may be exploited by an attacker to gain more information about
the system or attempt to take control over it. Thus, studying
fault tolerance in the context of embedded security and
developing a design optimization framework for coupling
security and fault tolerance techniques, based on the work
presented in this thesis, can be an important contribution.
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 Appendix I

VEHICLE CRUISE CONTROLLER (CC). In this thesis we have
used the vehicle cruise controller (CC) example from [Pop03]. In
this appendix we briefly discuss the functionality of the CC and
present its process graph.

The CC provides several functions: (a) maintaining a constant
speed during driving at speeds between 35 and 200 km/h, (b)
offering interface to the driver with the buttons to increase/
decrease speed, (c) resuming a previous reference speed, and,
finally, (d) it is suspended when the brake pedal has been
pressed. The CC interacts with five distributed nodes: the Anti-
lock Braking System (ABS), the Transmission Control Module
(TCM), the Engine Control Module (ECM), the Electronic Throttle
Module (ETM), and the Central Electronic Module (CEM). In this
thesis we consider the architectures to implement the CC, where
the CC functionality is mapped on three nodes, ABS, ETM and
TCM.

In [Pop03] the CC functionality is modelled as a process
graph, which consists of 32 processes, as depicted in Figure A.1.
All processes in the application have to be executed, unless some
functions are specified as optional (soft). For example, in Part
III, we consider a CC implementation with 16 soft processes out
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of 32. In Part II and Part IV, we consider that all processes in the
CC process graph are mandatory (hard).

Figure A.1: The Cruise Controller Process Graph 
(Adapted from [Pop03])
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Appendix II

FORMULA (6.3) IN CHAPTER 6. In the presence of k faults, for
process Pi with the worst-case execution time Ci, error-detection
overhead αi, recovery overhead μi, and checkpointing overhead
χi, the optimum number of checkpoints , when process Pi is
considered in isolation, is given by

Proof:1 We consider process Pi in isolation in the presence of k
faults. The execution time Ri of process Pi with  checkpoints
in the worst-case fault scenario is obtained with formula (6.1):

1. This proof, in general terms, follows the proof of Theorem 2 (formula 
(6.2) in Section 6.1) in [Pun97].
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The problem of finding the optimum number of checkpoints 
for process Pi, when we consider Pi in isolation, reduces to the
following minimization problem:

The conditions for minima in a continuous system are

Since  has to be integer, we have 

We have to choose among these two values of .
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which means that if , we select the floor

value as locally optimal number of checkpoints. If

, we select the ceiling.

When , the execution time Ri of process
Pi in the worst-case fault scenario will be the same if we select

 or if . However, in this situation, we prefer to choose 
because the lower number of checkpoints, caeteris paribus,
reduces the number of possible execution scenarios and com-
plexity.
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 Appendix III

PROBABILITY ANALYSIS FOR FIGURE 9.1. 

(A). Let us compute the probability of no fault in process P1 on
the least hardened node :1

Pr(0; ) = ⎝(1– 4·10-2)⎠ = 0.96.

Formulae (9.4) and (9.5) are simplified in the case of a single
node and can be used as follows:

Pr(f > 0; ) = ⎛1 – 0.96⎞ = 0.04.
The system period T is 360 ms, hence system reliability

against transient faults is (1 – 0.04)10000 = 0.00000000000, or
simply 0, i.e., the system is not reliable at all, and, thus, does not
satisfy the reliability goal ρ = 1 – 10-5.

Let us now try with a single re-execution, i.e., k1 = 1:
Pr(1; )= ⎝0.96·(4·10-2)⎠=0.0384.

According to the simplified formulae (9.4) and (9.5),
Pr(f >1; )= ⎛1– 0.96 – 0.0384⎞ = 0.0016.

1. Here and later on, symbols ⎛ and ⎞ indicate that numbers are rounded 
up with 10-11 accuracy; ⎝ and ⎠ indicate that numbers are rounded 
down with 10-11 accuracy. This is needed in order to keep the safeness 
of the probabilities calculated.

N1
1

N1
1

N1
1

N1
1

N1
1
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Hence, the system reliability against transient faults is (1 –
0.0016)10000 = 1.111·10-7, which is quite far from the desired
reliability goal ρ = 1 – 10-5.

For k1 = 2: Pr(2; )= ⎝0.96·0.04·(4·10-2)⎠=0.001536, and
Pr(f >2; )= ⎛1– 0.96 – 0.0384 – 0.001536⎞ = 0.000064.
The system reliability against transient faults is, thus,

0.52728162474, which is considerably better but still much less
than ρ = 1 – 10-5.

For k1 = 3: Pr(3; )= ⎝0.96·0.04·0.04·(4·10-2)⎠ = 0.00006144,
and Pr(f > 3; ) = ⎛1 – 0.96 – 0.0384 – 0.001536 – 0.00006144⎞ =
0.00000256. The system reliability against transient faults over
the system period T is 0.97472486966, which is less than ρ = 1 –
10-5.

For k1 = 4: Pr(4; )= ⎝0.96·0.04·0.04·0.04·(4·10-2)⎠ =
0.0000024576, and Pr(f > 4; ) = ⎛1 – 0.96 – 0.0384 – 0.001536
– 0.00006144 – 0.0000024576⎞ = 0.0000001024. The system reli-
ability over the system period T is already 0.99897652406,
which is, however, less than ρ = 1 – 10-5.

For k1 = 5: Pr(5; )= ⎝0.96·0.04·0.04·0.04·0.04·(4·10-2)⎠ =
0.00000009830, and Pr(f > 5; ) = ⎛1 – 0.96 – 0.0384 – 0.001536
– 0.00006144 – 0.0000024576 – 0.00000009830⎞ =
0.00000000410. The obtained reliability over the system period
T is 0.99995900084, which is now only slightly less than the
required ρ = 1 – 10-5.

Finally, for k1 = 6: Pr(6; ) = ⎝0.96·0.04·0.04·0.04·0.04·0.04·
(4·10-2)⎠ = 0.00000000393, and Pr(f > 6; ) = ⎛1 – 0.96 – 0.0384
– 0.001536 – 0.00006144 – 0.0000024576 – 0.00000009830 –
0.00000000393⎞ = 0.00000000017. The obtained reliability over
the system period T is 0.99999830000, which meets the reliabil-
ity goal ρ = 1 – 10-5.

Thus, 6 re-executions must be introduced into process P1
when running on the first h-version  of computation node N1,
in order to satisfy the reliability goal ρ.
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(B). Let us compute the probability of no fault in process P1 on
the second h-version  of the node N1:

Pr(0; ) = ⎝(1– 4·10-4)⎠ = 0.9996.

Formulae (9.4) and (9.5) are simplified in the case of a single
node and can be used as follows:

Pr(f > 0; ) = ⎛1 – 0.9996⎞ = 0.0004.
The system period T is 360 ms, hence the system reliability

against transient faults is (1 – 0.0004)10000 = 0.01830098833,
which does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now try with a single re-execution, i.e., k1 = 1:
Pr(1; )= ⎝0.9996·(4·10-4)⎠=0.00039984.

According to the simplified formulae (9.4) and (9.5),
Pr(f >1; )= ⎛1– 0.9996 – 0.00039984⎞ = 0.00000016.
Hence, the system reliability against transient faults is (1 –

0.00000016)10000 = 0.99840127918, which still does not satisfy
the reliability goal ρ = 1 – 10-5.

For k1 = 2: Pr(2; ) =  ⎝0.9996 · 0.0004 · (4 · 10-4)⎠ =
0.00000015993, and

Pr(f > 2; ) = ⎛1– 0.9996 – 0.00039984 – 0.00000015993⎞ =
0.00000000007.

The system reliability over the system period T is, thus,
0.99999930000, which meets the reliability goal ρ = 1 – 10-5.

Thus, 2 re-executions must be introduced into process P1
when running on the second h-version  of computation node
N1, in order to satisfy the reliability goal ρ.

(C). Let us compute the probability of no fault in process P1 on
the most hardened version  of node N1:

Pr(0; ) = ⎝(1– 4·10-6)⎠ = 0.999996.

Formulae (9.4) and (9.5) are simplified in the case of a single
node and can be used as follows:

Pr(f > 0; ) = ⎛1 – 0.999996⎞ = 0.000004.

N1
2

N1
2

N1
2

N1
2

N1
2

N1
2

N1
2

N1
2

N1
3

N1
3

N1
3



214

The system period T is 360 ms, hence system reliability
against transient faults is (1 – 0.000004)10000 = 0.96078936228,
which does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now try with k1 = 1:
Pr(1; )= ⎝0.999996·(4·10-6)⎠=0.00000399998.

According to the simplified formulae (9.4) and (9.5),
Pr(f >1; )= ⎛1– 0.999996 – 0.00000399998⎞ = 2·10-11.
Hence, the system reliability against transient faults is (1 –

2·10-11)10000 = 0.99999980000, which meets the reliability goal ρ
= 1 – 10-5.

Thus, 1 re-execution must be introduced into process P1 when
running on the third h-version  of computation node N1, in
order to satisfy the reliability goal ρ.

PROBABILITY ANALYSIS FOR FIGURE 10.1. 

(A). Let us, at first, compute the probability of no faulty proc-
esses for both hardened nodes  and :

Pr(0; ) = ⎝(1– 1.2·10-5)·(1– 1.3·10-5)⎠ = 0.99997500015.
Pr(0; ) = ⎝(1– 1.2·10-5)·(1– 1.3·10-5)⎠ = 0.99997500015.

According to formulae (9.4) and (9.5),
Pr(f > 0; ) = 1 – 0.99997500015 = 0.00002499985.
Pr(f > 0; ) = 1 – 0.99997500015 = 0.00002499985.
Pr((f > 0; ) ∪ (f > 0; )) = ⎛1 – (1 – 0.00002499985) · (1 –

0.00002499985)⎞ = 0.00004999908.
The system period T is 360 ms, hence system reliability is (1 –

0.00004999908)10000 = 0.60652865819, which means that the
system does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now consider k1 = 1 and k2 = 1:
Pr(1; )=⎝0.99997500015·(1.2·10-5+1.3·10-5)⎠=0.00002499937.
Pr(1; )=⎝0.99997500015·(1.2·10-5+1.3·10-5)⎠=0.00002499937.

According to formulae (9.4) and (9.5),
Pr(f >1; )= ⎛1–0.99997500015 – 0.00002499937⎞ = 4.8·10-10.
Pr(f >1; )=⎛1– 0.99997500015 – 0.00002499937⎞ = 4.8·10-10.

N1
3

N1
3

N1
3

N1
2 N2

2

N1
2

N2
2

N1
2

N2
2

N1
2 N2

2

N1
2

N2
2

N1
2

N2
2



APPENDIX III

215

Pr((f > 1; ) ∪ (f > 1; )) = 9.6·10-10.
Hence, the system reliability is (1 – 9.6·10-10)10000 =

0.99999040004 and the system meets its reliability goal ρ = 1 –
10-5.

Thus, 1 re-execution must be introduced into all processes run
on the second h-versions  and  of computation nodes N1
and N2, in order to satisfy the reliability goal ρ.

(B). Let us compute the probability of no faulty processes on the
hardened node :

Pr(0; )= ⎝(1–1.2·10-5)·(1–1.3·10-5)·(1–1.4·10-5)·(1–1.6·10-5)⎠ =
0.99994500112. 

According to formulae (9.4) and (9.5), simplified for a single
node,

Pr(f > 0; ) = 1 – 0.99994500112 = 0.00005499888.
The system period T is 360 ms, hence, system reliability is (1 –

0.00005499888)10000 = 0.57694754589, which means that the
system does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now consider k1 = 1:
Pr(1; )= ⎝0.99994500112 · (1.2 · 10-5 + 1.3 · 10-5 + 1.4·10-5 +

1.6 · 10-5)⎠ = 0.00005499697, and Pr(f > 1; ) = ⎛1 –
0.99994500112 – 0.00005499697⎞ = 0.00000000191.

Hence, the system reliability is (1 – 1.89·10-9)10000 =
0.99998090018 and the system does not meet its reliability goal
ρ = 1 – 10-5, with a very small deviation though.

Let us now consider k1 = 2:
Pr(2; )= ⎝0.99994500112·(1.2·10-5·1.2·10-5 + 1.2·10-5·1.3·10-5

+ 1.2·10-5·1.4·10-5 + 1.2·10-5·1.6·10-5 + 1.3·10-5·1.3·10-5 + 1.3·10-5

· 1.4·10-5 + 1.3·10-5·1.6·10-5 + 1.4·10-5·1.4·10-5 + 1.4·10-5·1.6·10-5

+ 1.6·10-5·1.6·10-5)⎠ = 0.00000000189, and Pr(f > 2; ) = ⎛1 –
0.99994500112 – 0.00005499697 – 0,00000000189⎞ =
0.00000000002. Thus, the probability of system failure, which
would require more than 2 re-executions, is (1 – 2·10-11)10000 =
0.99999980000. Hence, the system meets its reliability goal ρ = 1
– 10-5 with k1 = 2 re-executions.
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(C). Let us compute the probability of no faulty processes on the
hardened node :

Pr(0; )= ⎝(1–1·10-5)·(1–1.2·10-5)·(1–1.2·10-5)·(1–1.3·10-5)⎠ =
0.99995300082. 

According to formulae (9.4) and (9.5), simplified for a single
node,

Pr(f > 0; ) = 1 – 0.99995300082 = 0.00004699918.
The system period T is 360 ms, hence, system reliability is (1 –

0.00004699918)10000 = 0.62500049017, which means that the
system does not satisfy the reliability goal ρ = 1 – 10-5.

Let us now consider k2 = 1:
Pr(1; )= ⎝0.99995300082 · (1 · 10-5 + 1.2 · 10-5 + 1.2·10-5 + 1.3 ·

10-5)⎠ = 0.00004699779, and Pr(f > 1; ) = ⎛1 – 0.99995300082
– 0.00004699779⎞ = 0.00000000139.

Hence, the system reliability is (1 – 1.39·10-9)10000 =
0.99998610009 and the system does not meet its reliability goal
ρ = 1 – 10-5, with a very small deviation.

Let us now consider k2 = 2:
Pr(2; )= ⎝0.99995300082 · (1·10-5·1·10-5 + 1·10-5·1.2·10-5 +

1·10-5·1.2·10-5+1·10-5·1.3·10-5+1.2·10-5·1.2·10-5+1.2·10-5·1.2·10-5

+ 1.2·10-5·1.3·10-5 + 1.2·10-5·1.2·10-5 + 1.2·10-5·1.3·10-5 + 1.3·10-5

· 1.3·10-5)⎠ = 0.00000000138, and Pr(f > 2; ) = ⎛1 –
0.99995300082 – 0.00004699779 – 0.00000000138⎞ =
0.00000000001. Thus, the probability of system failure, which
requires more than 2 re-executions, is (1 – 10-11)10000 =
0.99999990000. Hence, the system meets its reliability goal ρ = 1
– 10-5 with 2 re-executions.

(D). Let us compute the probability of no faulty processes on the
hardened node :

Pr(0; )= ⎝(1 – 1.2 · 10-10) · (1 – 1.3 · 10-10) · (1 – 1.4 · 10-10) · (1
– 1.6 · 10-10)⎠ = 0.99999999945. 

According to formulae (9.4) and (9.5), simplified for a single
node,
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Pr(f > 0; ) = 1 – 0.99999999945 = 0.00000000055.
The system period T is 360 ms, hence, system reliability is (1 –

5.5·10-10)10000 = 0.99999450001, which means that the system
meets the reliability goal ρ = 1 – 10-5, even without any re-exe-
cutions in software.

(E). Let us compute the probability of no faulty processes on the
hardened node :

Pr(0; )= ⎝(1 – 1 · 10-10) · (1 – 1.2 · 10-10) · (1 – 1.2 · 10-10) · (1
– 1.3 · 10-10)⎠ = 0.99999999953. 

According to formulae (9.4) and (9.5), simplified for a single
node,

Pr(f > 0; ) = 1 – 0.99999999953 = 0.00000000047.
The system period T is 360 ms, hence, system reliability is (1 –

4.7·10-10)10000 = 0.99999530001, which means that the system
meets the reliability goal ρ = 1 – 10-5, even without any re-exe-
cutions in software.
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List of Notations

Application and Basic Architecture

A Application

G(V, E) Merged directed acyclic hypergraph of the appli-
cation A

V Set of processes (vertices)

E Set of messages (edges)

Pi ∈ V Process

eij ∈ E An edge that indicates that output of process Pi
is an input of process Pj

mi Message

di ∈ D Deadline of process Pi

D Set of process deadlines

D Global cumulative deadline

T Hyperperiod of the application A

Nj ∈ N Computation node

N Set of computation nodes

B Communication bus
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rj ∈ N ∪ {B} Resource (either a computation node Nj ∈ N
or the bus B)

Worst-case execution time of process Pi executed
on computation node Nj

Ci Worst-case execution time of process Pi (mapping
is not specified)

Best-case execution time of process Pi executed
on computation node Nj

Expected (average) execution time of process Pi
executed on computation node Nj

Ui(t) Utility function of soft process Pi

R Service degradation rule

σi Service performance degradation coefficient for
process Pi (to capture the input “stale” values)

Ui
*(t) Modified utility of soft process Pi capturing serv-

ice performance degradation

U Overall utility

TFi Tail factor of process Pi, TFi = WCETi / (AETi × 2)

Succ(Pi) Set of successors of process Pi

Pred(Pi) Set of predecessors of process Pi

Fault Tolerance Techniques

k The maximum number of faults that can happen
in the worst case during one application run (or
hyperperiod T)

f A current number of faults during one applica-
tion run (execution scenario)

Pi/j jth re-execution of process Pi

tij
w

tij
b

tij
e
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Pi(j) jth replica of process Pi, where Pi(1) is the origi-
nal process

mi(j) jth replica of message mi

kth execution (checkpointing) segment of process
Pi

jth recovery of kth execution (checkpointing) seg-
ment of process Pi

α Error detection overhead

μ Recovery overhead

γ Checkpointing overhead

Oi Constant checkpointing overhead for process Pi,
Oi = αi + γi

Ei Actual execution time of process Pi

Si Recovery time of process Pi in the worst case

Ri The total execution time of process Pi, Ri =Si + Ei

ni The number of checkpoints in process Pi

The optimal number of checkpoints in process Pi
if process Pi is considered in isolation

Fault-Tolerant Process Graph

G(VP∪VC∪VT, ES∪EC) Fault-tolerant process graph corre-
sponding to application A = G(V, E)

VP Set of regular processes and messages

VC Set of conditional processes

VT Set of synchronization nodes

 ∈ VT Synchronization node

mth copy of process Pi ∈ V

Pi
k

Pi j⁄
k

ni
0

vi

Pi
m
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Synchronization node corresponding to process
Pi ∈ A

Synchronization node corresponding to message
mi ∈ A

ES Set of simple edges

EC Set of conditional edges

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of
 is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ ES Simple edge that indicates that the output of 
is the input of 

 ∈ EC Conditional edge that indicates that the output
of  is the input of 

 ∈ EC Conditional edge that indicates that the output
of  is the input of 

 ∈ EC Conditional edge that indicates that the output
of  is the input of 

Pi
S

mi
S

eij
mn Pi

m

Pj
n

eij
mS Pi

m

Pj
S

eij
Sn Pi

S

Pj
n

eij
mSm

Pi
m mj

S

eij
Smn mi

S

Pj
n

eij
SS Pi

S

Pj
S

eij
SmS mi

S

Pj
S

eij
SSm Pi

S

mj
S

eij
mn

Pi
m Pj

n

eij
mS

Pi
m Pj

S

eij
mSm

Pi
m mj

S
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The “true” condition value (“fault” condition) if
 experiences a fault

The “false” condition value (“no fault” condition)
if  does not experience a fault

Guard of  (a boolean expression that captures
the necessary activation conditions (fault sce-
nario) for the respective node)

K Current guard

K Set of guards

Set of guards of synchronization node ϑi

vcn ∈ VC Valid combination of copies of the predecessor
processes

VC Set of valid combination of copies of the predeces-
sor processes

Scheduling

S Schedule

S Set of schedules (schedule tables)

Φ A tree of fault-tolerant schedules

Si ∈ Φ Schedule in the schedule tree Φ

Si
j ∈ Φ Schedule in the schedule tree Φ that corresponds

to jth group of schedules

Sroot First “root” schedule in the schedule tree, to
which other schedules are attached

M Size of the schedule tree

φnew New schedule in the schedule tree to switch to
(and the new schedule produced by the schedul-
ing algorithm)

Sparent Parent schedule

FPi
m

Pi
m

FPi
m

Pi
m

KPi
m Pi

m

Kϑi
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tc Completion (finishing) time of a process

Δ Evaluation step

dε Simulation error

LR Ready list of processes [and messages]

Lϑ List of synchronization nodes

CRT Process time counter

RS Root schedule (for shifting-base scheduling)

T: W → {Frozen, Regular} Transparency function

W Set of processes and messages

wi ∈ W A process or a message

T(wi) Transparency requirements for wi

T(A) Transparency requirements for application A

Sgi Signalling message of process Pi

CTi “True” condition upon completion of process Pi

CFi “False” condition upon completion of process Pi

rex Number of re-executions in the schedule associ-
ated to a process

δG The worst-case execution time (end-to-end delay)
of scheduled application A

δCS The end-to-end delay of application A scheduled
with conditional scheduling

δSBS The end-to-end delay of application A scheduled
with shifting-based scheduling

δNFT The end-to-end delay of application A in case of
no faults

UFTTree, Un The overall utility produced by application A
for a tree of fault-tolerant schedules
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UfN The overall utility produced by application A for
a single fN schedule

Mapping and Fault Tolerance Policy Assignment

M: V → N Process mapping function

P: V → {Replication, Re-execution, Replication & 
Re-execution} Function which specifies whether a process

is replicated, re-executed, or replicated and re-
executed

P: V → {Replication, Checkpointing, Replication & 
Checkpointing} Function which specifies whether a proc-

ess is replicated, checkpointed, or replicated and
checkpointed

Q: V → Ν Function for assigning a number of replicas

VR Set of process replicas

R: V ∪ VR → Ν Function for assigning a number of re-exe-
cutions (recoveries) to processes and replicas

X: V ∪ VR → Ν Function for assigning a number of check-
points to processes and replicas

M(Pi) Mapping of process Pi

P(Pi) Fault tolerance technique or a combination of
fault tolerance techniques assigned to process Pi

Q(Pi) Number of replicas of process Pi

R(Pi), R(Pi(j)) Number of re-executions (recoveries) for
process Pi or replica Pi(j)

X(Pi), X(Pi(j)) Number of checkpoints for process Pi or rep-
lica Pi(j)

ψ System configuration, ψ = <F, M, S> (for re-exe-
cution) or ψ = <F, X, M, S> (for checkpointing)
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F Fault tolerance policy assignment, F = <P, Q, R>
(for re-execution) or F = <P, Q, R, X> (for check-
pointing)

xbest Best solution

Nnow Set of possible moves

Nwaiting Waiting moves

Nnon-tabu Non-tabu moves

xnow Current solution

xwaiting Waiting solution

xnon-tabu Non-tabu solution

Tabu Set of tabu counters

Wait Set of waiting counters

CP Set of processes on the critical path

Hardened Architecture and Hardening Optimization

h Hardening level of a computation node

Hardening version h of computation node Nj

Cost of version h of computation node Nj

tijh Worst-case execution time of process Pi on h-ver-
sion of computation node Nj

pijh Process failure probability of process Pi on h-ver-
sion of computation node Nj

ρ Reliability goal, ρ = 1 − γ

γ The maximum probability of a system failure due
to transient faults on any computation node
within a time unit, e.g. one hour of functionality

kj The maximum number of transient faults toler-
ated in software on computation node Nj during
one iteration of the application (hyperperiod T)

Nj
h

Cj
h
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{Pi, } Mapping of process Pi on h-version of computa-
tion node Nj

AR System architecture

HWCostj Hardening cost of node Nj

SL Schedule length

H Hardening level of the architecture

Hmin Minimum hardening level of the architecture

System Failure Probability (SFP) Analysis

Pr(0; ) Probability of no faults occurring (no faulty proc-
esses) during one iteration of the application
(hyperperiod T) on the h-version of node Nj

PrS*(f; ) Probability of successful recovering from f
faults in a particular fault scenario S*

Pr(f; ) Probability that the system recovers from all pos-
sible f faults during one iteration of the applica-
tion

Pr(f > kj; ) The failure probability of the h-version of
node Nj with kj re-executions during one itera-
tion of the application

Probability that the system composed of
n computation nodes with kj re-executions on
each node Nj will not recover, in the case more
than kj faults have happened on any computation
node Nj during one iteration of the application

Nj
h

Nj
h

Nj
h

Nj
h

Nj
h

Pr f kj> Nj
h

;( )
j 1=

n

∪⎝ ⎠
⎛ ⎞
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List of Abbreviations

ABS Anti-lock Braking System

AET Expected (Average) Execution Time

ALU Arithmetic Logic Unit 

ArC Architecture Cost

ASAP As Soon As Possible

ASIC Application Specific Integrated Circuit

AUED All Unidirectional Error Detecting

BCET Best Case Execution Time

CC Cruise Controller

CEM Central Electronic Module

CP Critical Path

CPU Central Processing Unit

CRC Cyclic Redundancy Check

CRT Process Time Counter

CS Conditional Scheduling

ECM Engine Control Module
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EDAC Error Detection And Correction

EDF Earliest Deadline First

EMI Electromagnetic Interference

ET Event Triggered

ETM Electronic Throttle Module

FPGA Filed Programmable Gate Array

FTPG Fault-Tolerant Process Graph

HPD Hardening Performance Degradation

IC Integrated Circuit

MARS Maintainable Real Time System

MC Mapping with Checkpointing

MC0 Mapping with Locally Optimal Checkpoiting

MCR Mapping with Checkpointing and Replication

MR Mapping with Replication

MU Multiple Utility

MX Mapping with Re-execution

MXR Mapping with Re-execution and Replication

NFT Non-Fault-Tolerant

PCP Partial Critical Path

QoS Quality of Service

RM Rate Monotonic

RS Root Schedule

RT Real-Time

SBS Shifting-based Scheduling

SEC-DED Single Error Correcting, Double Error Detecting

SEU Single Event Upset
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SFP System Failure Probability

SFS Strongly Fault Secure

SFX Straightforward Re-execution

SP Soft Priority

TCM Transmission Control Module

TT Time Triggered

WCET Worst Case Execution Time

WCTT Worst Case Transmission Time

XBW X-by-Wire
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