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ABSTRACT

Safety-critical applications have to function correctly even in presence of faults. This thesis
deals with techniques for tolerating effects of transient and intermittent faults. Re-
execution, software replication, and rollback recovery with checkpointing are used to
provide the required level of fault tolerance.  These techniques are considered in the context
of distributed real-time systems with non-preemptive static cyclic scheduling.

Safety-critical applications have strict time and cost constrains, which means that not only
faults have to be tolerated but also the constraints should be satisfied. Hence, efficient
system design approaches with consideration of fault tolerance are required.

The thesis proposes several design optimization strategies and scheduling techniques that
take fault tolerance into account. The design optimization tasks addressed include, among
others, process mapping, fault tolerance policy assignment, and checkpoint distribution.

Dedicated scheduling techniques and mapping optimization strategies are also proposed to
handle customized transparency requirements associated with processes and messages. By
providing fault containment, transparency can, potentially, improve testability and
debugability of fault-tolerant applications.

The efficiency of the proposed scheduling techniques and design optimization strategies is
evaluated with extensive experiments conducted on a number of synthetic applications and
a real-life example. The experimental results show that considering fault tolerance during
system-level design optimization is essential when designing cost-effective fault-tolerant
embedded systems.

This work has been partially supported by the National Graduate School in Computer Sci-
ence (CUGS) of Sweden.
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Abstract

SAFETY-CRITICAL APPLICATIONS HAVE to function correctly
even in presence of faults. This thesis deals with techniques for
tolerating effects of transient and intermittent faults. Re-execu-
tion, software replication, and rollback recovery with check-
pointing are used to provide the required level of fault tolerance.
These techniques are considered in the context of distributed
real-time systems with non-preemptive static cyclic scheduling.

Safety-critical applications have strict time and cost con-
strains, which means that not only faults have to be tolerated
but also the constraints should be satisfied. Hence, efficient sys-
tem design approaches with consideration of fault tolerance are
required.

The thesis proposes several design optimization strategies
and scheduling techniques that take fault tolerance into
account. The design optimization tasks addressed include,
among others, process mapping, fault tolerance policy assign-
ment, and checkpoint distribution.

Dedicated scheduling techniques and mapping optimization
strategies are also proposed to handle customized transparency
requirements associated with processes and messages. By pro-
viding fault containment, transparency can, potentially,
improve testability and debugability of fault-tolerant applica-
tions.

The efficiency of the proposed scheduling techniques and
design optimization strategies is evaluated with extensive
experiments conducted on a number of synthetic applications
and a real-life example. The experimental results show that con-
sidering fault tolerance during system-level design optimization
is essential when designing cost-effective fault-tolerant embed-
ded systems.
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Chapter 1
Introduction

THIS THESIS DEALS with the design and optimization of fault-
tolerant distributed embedded systems for safety-critical appli-
cations. Such distributed embedded systems are responsible for
critical control functions in aircraft, automobiles, robots, tele-
communication and medical equipment. Therefore, they have to
function correctly even in the presence of faults.

Faults in a distributed embedded system can be permanent,
intermittent or transient (also known as soft errors). Permanent
faults cause long-term malfunctioning of components. Transient
and intermittent faults appear for a short time. Causes of inter-
mittent faults are within system boundaries, while causes of
transient faults are external to the system. The effects of tran-
sient and intermittent faults, even though they appear for a
short time, can be as devastating as the effects of permanent
faults. They may corrupt data or lead to logic miscalculations,
which can result in a fatal failure.

Due to their higher rate, transient and intermittent faults
cannot be addressed in a cost-effective way by applying tradi-
tional hardware-based fault tolerance techniques suitable for
tolerating permanent faults. In this thesis we deal with tran-
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sient and intermittent faults and consider several software-
based fault tolerance techniques, including re-execution, soft-
ware replication, and rollback recovery with checkpointing.

Embedded systems with fault tolerance have to be carefully
designed and optimized, in order to satisfy strict timing require-
ments without exceeding a certain limited amount of resources.
Moreover, not only performance and cost-related requirements
have to be considered but also other issues such as debugability
and testability have to be taken into account.

In this introductory chapter, we motivate the importance of
considering transient and intermittent faults during the design
optimization of embedded systems. We introduce a set of design
optimization problems and present the contributions of our
work. An overview of the thesis with short descriptions of the
chapters is also presented.

1.1 Motivation
In this section we discuss the main sources of transient and
intermittent faults and how to consider such faults during
design optimization.

1.1.1 TRANSIENT AND INTERMITTENT FAULTS

There are several reasons why the rate of transient and inter-
mittent faults is increasing in modern electronic systems: high
complexity, smaller transistor sizes, higher operational fre-
quency, and lower voltage levels [Mah04, Con03, Har01].

The rate of transient faults is often much higher compared to
the rate of permanent faults. Transient-to-permanent fault
ratios can vary between 2:1 and 50:1 [Sos94], and more recently
100:1 or higher [Kop04]. Automobiles, for example, are largely
affected by transient faults [Cor04, Han02] and proper fault tol-
erance techniques against transient faults are needed.
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Intermittent faults are also very common in automotive sys-
tems. It is observed that already now more than 50% of automo-
tive electronic components returned to the vendor have no
physical defects, and the malfunctioning is the result of inter-
mittent faults produced by other components [Kim99].

Causes of transient and intermittent faults can vary a lot. At
first, we will list possible causes of transient faults, which are
outside of system boundaries and may include several external
factors such as:
 • (solar) radiation (mostly neutrons) that can affect electronic

systems not only on the Earth orbit and in space but also on
the ground [Sri96, Nor96, Tan96, Ros05, Bau01];

 • electromagnetic interference by mobile phones, wireless com-
munication equipment [Str06], power lines, and radar
[Han02];

 • lightning storms that can affect power supply, current lines,
or directly electronic components [Hei05].

In contrast to transient faults, the causes of intermittent
faults are within the system boundaries. They can be triggered,
for example, by one device affecting other components through
radio emission or via the power supply. One such component can
create several intermittent faults at the same time. There are
several possible causes of intermittent faults listed in literature:
 • internal electromagnetic interference [Wan03];
 • crosstalk between two or more internal wires [Met98];
 • ion particles in the silicon that are generated by radioactive

elements naturally present in the silicon [May78];
 • temperature variations [Wei04];
 • power supply fluctuations due to influence of internal compo-

nents [Jun04];
 • software errors (also called Heisenbugs) that manifest them-

selves under rare circumstances and, therefore, are difficult
to find during software testing [Kop04].

From the fault tolerance point of view, transient faults and
intermittent faults manifest themselves in a similar manner:
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they happen for a short time and then disappear without caus-
ing a permanent damage. Hence, fault tolerance techniques
against transient faults are also applicable for tolerating inter-
mittent faults and vice versa. Therefore, from now, we will refer
to both types of faults as transient faults and we will talk about
fault tolerance against transient faults, meaning tolerating both
transient and intermittent faults.

1.1.2 FAULT TOLERANCE AND DESIGN OPTIMIZATION

Safety-critical applications have strict time and cost constraints,
which means that not only faults have be to tolerated but also
the imposed constraints have to be satisfied.

Traditionally, hardware replication was used as a fault-toler-
ance technique against transient faults. For example, in the
MARS [Kop90, Kop89] approach each fault-tolerant component
is composed of three computation units, two main units and one
shadow unit. Once a transient fault is detected, the faulty com-
ponent must restart while the system is operating with the non-
faulty component. This architecture can tolerate one permanent
fault and one transient fault at a time, or two transient faults.
Another example is the XBW [Cla98] architecture, where hard-
ware duplication is combined with double process execution.
Four process replicas are run in total. Such an architecture can
tolerate either two transient faults or one transient fault with
one permanent fault. Interesting implementations can be also
found in avionics. For example, the JAS 39 Gripen [Als01] archi-
tecture contains seven hardware replicas that can tolerate up to
three transient faults. However, such a solution is very costly
and can be used only if the amount of resources is virtually
unlimited. In other words, existing architectures are either too
costly or are unable to tolerate multiple transient faults.

In order to reduce cost, other techniques are required such as
software replication [Xie04, Che99], recovery with checkpoint-
ing [Jie96, Pun97, Yin06], and re-execution [Kan03a]. However,
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if applied in a straightforward manner to an existing design,
techniques against transient faults introduce significant time
overheads, which can lead to unschedulable solutions. On the
other hand, using faster components or a larger number of
resources may not be affordable due to cost constraints. There-
fore, efficient design optimization techniques are required in
order to meet time and cost constraints in the context of fault
tolerant systems.

Transient faults are also common for communication chan-
nels, even though we do not deal with them explicitly. Fault tol-
erance against multiple transient faults affecting
communications have already been studied. Solutions such as a
cyclic redundancy code (CRC) are implemented in communica-
tion protocols available on the market [Kop93, Fle04].

1.2 Contributions
In our approach, an embedded system is represented as a set of
processes communicating by sending messages. Processes are
mapped on computation nodes connected to the communication
infrastructure. The mapping of processes is decided using opti-
mization algorithms such that the performance is maximized.
Processes and communication schedules are determined off-line
by static cyclic scheduling. Our design optimization thoroughly
considers the impact of communications on the overall system
performance.

To provide resiliency against transient faults, processes are
assigned with re-execution, replication, or recovery with check-
pointing. Design optimization algorithms consider various over-
heads introduced with fault tolerance techniques. In addition to
performance and cost-related requirements, debugability and
testability of embedded systems are also taken into account dur-
ing design optimization. In this thesis, we relate the two latter
properties to transparency, which provides fault containment
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and, thus, potentially, can improve the debugability and testa-
bility of the system.

The main contributions of this thesis are:
 • a static cyclic scheduling framework [Izo05] to schedule

processes and messages, providing fault isolation of compu-
tation nodes;

 • a conditional static scheduling framework [Izo06b] that
creates more efficient schedules than the ones generated
with the above mentioned technique. This approach also
allows to trade-off between transparency and schedule
length;

 • a technique for schedule length estimation of condi-
tional schedules [Izo06a] that evaluates design solutions
in terms of performance without the need of extensive com-
putation;

 • mapping and fault tolerance policy assignment strate-
gies [Izo05, Izo06a] for mapping of processes to computation
nodes and assigning of a proper combination of fault toler-
ance techniques to processes, such that the performance is
maximized;

 • an approach to the optimization of checkpoint distri-
bution in rollback recovery [Izo06c].

1.3 Thesis Overview
The thesis is structured as follows:

 • Chapter 2 introduces basic concepts of fault tolerance in the
context of system-level design and optimization algorithms.
It also provides reference sources of related work.

 • Chapter 3 presents our hardware architecture, application
model, and fault model. We introduce the notion of transpar-
ency and frozenness, related to testability and debugability
requirements of applications. This chapter also presents how
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to model fault tolerance techniques in the context of static
cyclic scheduling.

 • Chapter 4 presents two static cyclic scheduling techniques
with fault tolerance requirements, including scheduling with
transparency/performance trade-offs. These scheduling tech-
niques are used by design optimization strategies presented
in the later chapters to derive fault-tolerant schedule tables.

 • Chapter 5 discusses mapping and policy assignment optimi-
zation issues. First, we propose a mapping and fault toler-
ance policy assignment strategy that combines software
replication with re-execution. Second, we present a mapping
optimization strategy that can handle transparency proper-
ties during design optimization and supports transparency/
performance trade-offs. An efficient schedule length estima-
tion technique used as a cost function for the mapping opti-
mization strategy with transparency is proposed.

 • Chapter 6 introduces our checkpoint distribution strategies.
We also present mapping and policy assignment optimiza-
tion with checkpointing and rollback recovery.

 • Chapter 7, finally, presents our conclusions and directions
for future work.
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Chapter 2
Background and

Related Work

THIS CHAPTER presents background and related work in the
area of system-level design, including a generic design flow for
embedded systems. We also discuss classic fault tolerance tech-
niques. Finally, we present relevant research work on design
optimization for fault tolerant systems and suggest a possible
design flow enhanced with fault tolerance techniques.

2.1 Design and Optimization
System-level design of embedded systems is typically composed
of several steps, as illustrated in Figure 2.1. In the first, “System
Specification”, step, an abstract system model is developed. In
our application model, functional blocks are represented as proc-
esses and communication data is encapsulated into messages.
Time constraints are imposed in form of deadlines assigned to
the whole application, to individual processes or to groups of
dependent processes.



CHAPTER 2

10

The hardware architecture is selected in the next, “Architec-
ture Selection”, step. The architecture for automotive applica-
tions that we consider in this thesis consists of a set of
computation nodes connected to a bus. The computation nodes
are heterogeneous and have different performance characteris-
tics. They also have different costs, depending on their perform-
ance, reliability, power consumption and other parameters.
Designers should choose an architecture with a good price-to-
quality ratio within the imposed cost constraints.

In the “Mapping & Hardware/Software Partitioning” step,
mapping of application processes on computation nodes has to
be decided such that the performance of the system is maxi-
mized and certain design constraints are satisfied [Pra94c,
Pop04c, Pop04a]. These constraints can include memory con-
straints, power constraints, as well as security- and safety-
related constraints. To further improve performance, some proc-
esses can be implemented in hardware using ASICs or FPGAs.
The decision on whether to implement processes in hardware is
taken during hardware/software partitioning of the application
[Cho95, Ele97, Ern93, Bol97, Dav99, Lak99].

System Specification

Architecture Selection

Mapping & Hardware/

Scheduling

Back-end Synthesis

Figure 2.1: Generic Design Flow

Feedback
loops

Software Partitioning
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After mapping and partitioning, the execution order and start
times of processes are analysed in the “scheduling” step. Sched-
uling can be either static or dynamic. In the case of dynamic
scheduling, start times are obtained on-line based on priorities
assigned to the processes [Liu73, Tin94, Aud95]. In static cyclic
scheduling [Kop97, Jia00], start times of processes and sending
times of messages are pre-defined off-line and stored in the form
of schedule tables. In this thesis we focus on non-preemptive
static cyclic scheduling. Researchers have developed several
algorithms to efficiently produce static schedules off-line. Many
of the algorithms are based on list scheduling heuristics [Cof72,
Deo98, Jor97, Kwo96].

If, according to the resulted schedule, deadlines are not satis-
fied, then either mapping or partitioning should be changed at
first (see a feedback line in Figure 2.1). If no schedulable solu-
tion can be found by optimizing process mapping and/or schedul-
ing, then the hardware architecture needs to be modified and
the optimization will be performed again.

Eventually, a schedulable solution will be found and the
actual back-end system synthesis of a prototype will begin in
both hardware and software (shown as the last step in the
design flow).

If the prototype does not meet requirements, then either the
design or specification will have to be changed. However, re-
design of the prototype has to be avoided as much as possible
with efficient design optimization on early design stages (with
mapping and scheduling) to reduce design costs.

2.1.1 OPTIMIZATION HEURISTICS

In general, design optimization by mapping and partitioning is
an NP-hard problem [Gar03]. Therefore, exact approaches, pro-
ducing optimal solutions, such as constraint-logic programming
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(CLP) [Hen96], integer-linear programming (ILP) [Pra94c], or
branch-and-bound approaches [Kas84], are very time-consum-
ing and impractical for many real-life applications.

To overcome the complexity of mapping and partitioning opti-
mization, various heuristics that provide near-optimal but effi-
cient design solutions were proposed. Usually, in these
heuristics, mapping and partitioning are changed incrementally
with small modifications, or moves, until a schedulable design
solution is found.

There are several general-purpose optimization heuristics
[Ree93] that can be used for system-level design optimization,
such as simulated annealing [Met53, Col95, Rab93, Ele97], tabu
search [Glo86, Han86, Ele97, Man04], and genetic algorithms
[Hol75, Gol89, Con05, Bax95]. Many researchers either adapt
general-purpose heuristics or develop custom algorithms that
are often greedy-based and, possibly, with some methods to
recover from local optima.

At first, system-level design optimization heuristics were
applied to solve simple hardware/software partitioning of an
application mapped on a monoprocessor system, where some
functions were implemented on ASICs or FPGAs for accelera-
tion [Cho95, Gup95, Axe96, Ele97, Ern93]. More advanced
approaches consider the design of complex and heterogeneous
systems [Bol97, Dav98, Dav99, Dic98, Lak99]. Later, these
approaches were extended towards the design of distributed
embedded systems [Pop03]. For example, the design of multi-
cluster distributed systems was considered in [Pop04a] and
[Pop04b]. Moreover, issues related to the design optimization of
fault-tolerant systems have recently received a close attention
from the research community. In Section 2.4, after presenting
basic fault tolerance techniques, we will discuss related work on
design optimization with fault tolerance, highlighting the limi-
tations of approaches proposed so far.
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2.2 Fault Tolerance Techniques
In this section, we present several error-detection techniques
that can be applied for transient faults. Then, we discuss soft-
ware-based fault tolerance techniques such as re-execution, roll-
back recovery with checkpointing, and software replication.

2.2.1 ERROR DETECTION TECHNIQUES

In order to achieve fault tolerance, a first requirement is that
transient faults have to be detected. Researchers have proposed
several error-detection techniques against transient faults:
watchdogs, assertions, signatures, duplication, memory protec-
tion codes, and few others.

Signatures. Signatures [Nah02a, Jie92, Mir95, Sci98, Nic04]
are one of the most powerful error detection techniques. In this
technique, a set of logic operations can be assigned with pre-
computed “check symbols” (or “checksum”) that indicate
whether a fault has happened during those logic operations. Sig-
natures can be implemented either in hardware, as a parallel
test unit, or in software. Both hardware and software signatures
can be systematically applied without knowledge of implemen-
tation details.

Watchdogs. In the case of watchdogs [Ben03, Mah88, Mir95],
program flow or transmitted data is periodically checked for the
presence of errors. The simplest watchdog schema, watchdog
timer, monitors the execution time of processes, whether it
exceeds a certain limit [Mir95]. Another approach is to incorpo-
rate simplified signatures into a watchdog. For example, it is
possible to calculate a general “checksum” that indicates correct
behaviour of a computation node [Sos94]. Then the watchdog
will periodically test the computation node with that checksum.
Watchdogs can be implemented either in hardware as a separate
processor [Ben03, Mah88] or in software as a special test pro-
gram.
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Assertions. Assertions [Gol03, Hil00, Pet05] are an applica-
tion-level error-detection technique, where logical test state-
ments indicate erroneous program behaviour (for example, with
an “if” statement: if not <assertion> then <error>). The logical
statements can be either directly inserted into the program or
can be implemented in an external test mechanism. In contrast
to watchdogs, assertions are purely application-specific and
require extensive knowledge of the application details. However,
assertions are able to provide much higher error coverage than
watchdogs.

Duplication. If the results produced by duplicated entities
are different, then this indicates the presence of a fault. Exam-
ples of duplicated entities are duplicated instructions [Nah02b],
functions [Gom06], procedure calls [Nah02c], and whole proc-
esses. Duplication is usually applied on top of other error detec-
tion techniques to increase error coverage.

Memory protection codes. Memory units, which store pro-
gram code or data, can be protected with error detection and cor-
rection codes (EDACs) [Shi00, Pen95]. EDAC code separately
protects each memory block to avoid propagation of errors. A
common schema is “single-error-correcting, double-error-detect-
ing” (SEC-DEC) [Pen95] that can correct one error and detect
two errors simultaneously in each protected memory block.

Other error-detection techniques. There are several other
error-detections techniques, for example, transistor-level cur-
rent monitoring [Tsi01] or the widely-used parity-bit check.

Error coverage of error-detection techniques has to be as high
as possible. Therefore, several error-detection techniques are
often applied together. For example, hardware signatures can be
combined with transistor-level current monitoring, memory pro-
tection codes and watchdogs. In addition, the application can
contain assertions and duplicated procedure calls.

Error-detection techniques introduce an error-detection over-
head α, which is the time needed for detecting faults. The error-
detection overhead can vary a lot with the error-detection tech-
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nique used. In our work, unless other specified, we account the
error-detection overhead in the worst-case execution time of
processes.

2.2.2 RE-EXECUTION

Once a fault is detected with error-detection techniques, a fault
tolerance mechanism has to be invoked to handle this fault. The
simplest fault tolerance technique to recover from fault occur-
rences is re-execution [Kan03a]. In re-execution, a process is
executed again if affected by faults.

The time needed for the detection of faults is accounted for by
error-detection overhead α. When a process is re-executed after a
fault was detected, the system restores all initial inputs of that
process. The process re-execution operation requires some time
for this that is captured by the recovery overhead µ. In order to
be restored, the initial inputs to a process have to be stored
before the process is executed first time. For the sake of simplic-
ity, however, we will ignore this particular overhead, except for
the discussion of rollback recovery with checkpointing in Chap-
ter 6.1

Figure 2.2 shows re-execution of process P1 in the presence of
a single fault. As illustrated in Figure 2.2a, the process has the
worst-case execution time of 60 ms, which includes the error-

1. The overhead due to saving process inputs does not influence the 
design decisions during mapping and policy assignment optimization 
when re-execution is used. However, we will consider this overhead in 
rollback recovery with checkpointing as part of the checkpointing over-
head during the discussion in Chapter 6.

a) b)P1

C1 = 60 ms

α =10 ms

Figure 2.2: Re-execution

P1/1 P1/2

µ = 10 ms
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detection overhead α of 10 ms. In Figure 2.2b process P1 experi-
ences a fault and is re-executed. We will denote the j-th execu-
tion of process Pi as Pi/j. Accordingly, the first execution of
process P1 is denoted as P1/1 and its re-execution P1/2. The recov-
ery overhead µ = 10 ms is depicted as a light grey rectangle in
Figure 2.2.

2.2.3 ROLLBACK RECOVERY WITH CHECKPOINTING

The time overhead due to re-execution can be reduced with more
complex fault tolerance techniques such as rollback recovery
with checkpointing [Pun97, Yin06, Ora94]. The main principle of
this technique is to restore the last non-faulty state of the failing
process, i.e., to recover from faults. The last non-faulty state, or
checkpoint, has to be saved in advance in the static memory and
will be restored if the process fails. The part of the process
between two checkpoints or between a checkpoint and the end of
the process is called execution segment.

There are several approaches to distribute checkpoints. One
approach is to insert checkpoints in the places where saving of
process states is the fastest [Ziv97]. However, this approach is
application-specific and requires knowledge of application
details. Another approach is to systematically insert check-
points, for example, at equal intervals, which is easier for system
design and optimization [Yin06, Pun97, Kwa01].

An example of rollback recovery with checkpointing is pre-
sented in Figure 2.3. We consider processes P1 with the worst-
case execution time of 60 ms and error-detection overhead α of
10 ms, as depicted in Figure 2.3a. In Figure 2.3b, two check-

Figure 2.3: Rollback Recovery with Checkpointing

a) b) P1 P1
1 2

χ = 5 ms

c)

µ = 10 ms

P1 P1/1
1 2

P1/2
2P1

C1 = 60 ms

α =10 ms
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points are inserted at equal intervals. The first checkpoint is the
initial state of process P1. The second checkpoint, placed in the
middle of process execution, is for storing an intermediate proc-
ess state. Thus, process P1 is composed of two execution seg-
ments. We will name the k-th execution segment of process Pi as

. Accordingly, the first execution segment of process P1 is 
and its second segment is . Saving process states, including
saving initial inputs, at checkpoints, takes a certain amount of
time that is considered in the checkpointing overhead χ, depicted
as a black rectangle.

In Figure 2.3c, a fault affects the second execution segment
 of process P1. This faulty segment is executed again starting

from the second checkpoint. Note that the error-detection over-
head α is not considered in the last recovery in the context of
rollback recovery with checkpointing because, in this example,
we assume that a maximum of one faults can happen.

We will denote the j-th execution of k-th execution segment of
process Pi as . Accordingly, the first execution of execution
segment  has the name  and its second execution is
named . Note that we will not use the index j if we only
have one execution of a segment or a process, as, for example,
P1’s first execution segment  in Figure 2.3c.

When recovering, similar to re-execution, we consider a recov-
ery overhead µ, which includes the time needed to restore check-
points. In Figure 2.3c, the recovery overhead µ, depicted with a
light gray rectangle, is 10 ms for process P1.

The fact that only a part of a process has to be restarted for
tolerating faults, not the whole process, can considerably reduce
the time overhead of rollback recovery with checkpointing com-
pared to simple re-execution.
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2.2.4 ACTIVE AND PASSIVE REPLICATION

The disadvantage of recovery techniques is that they are unable
to explore spare capacity of available computation nodes and, by
this, to possibly reduce the schedule length. If the process expe-
riences a fault, then it has to recover on the same computation
node. In contrast to recovery and re-execution, active and pas-
sive replication techniques can utilize spare capacity of other
computation nodes. Moreover, active replication provides the
possibility of spatial redundancy, e.g. the ability to execute proc-
ess replicas in parallel on different computation nodes.

In the case of active replication [Xie04], all replicas of proc-
esses are executed independently of fault occurrences. In the
case of passive replication, also known as primary-backup
[Ahn97], on the other hand, replicas are executed only if faults
occur. In Figure 2.4 we illustrate primary-backup and active
replication. We consider process P1 with the worst-case execu-
tion time of 60 ms and error-detection overhead α of 10 ms, see
Figure 2.4a. Process P1 will be replicated on two computation
nodes N1 and N2, which is enough to tolerate a single fault. We
will name the j-th replica of process Pi as Pi(j). Note that, for the
sake of uniformity, we will consider the original process as the

N1

N2

N1

N2

N1

N2

N1

N2

Figure 2.4: Active Replication (b) and Primary-Backup (c)
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first replica. Hence, the replica of process P1 is named P1(2) and
process P1 itself is named as P1(1).

In the case of active replication, illustrated in Figure 2.4b,
replicas P1(1) and P1(2) are executed in parallel, which, in this
case, improves system performance. However, active replication
occupies more resources compared to primary-backup because
P1(1) and P1(2) have to run even if there is no fault, as shown in
Figure 2.4b1. In the case of primary-backup, illustrated in
Figure 2.4c, the “backup” replica P1(2) is activated only if a fault
occurs in P1(1). However, if faults occur, primary-backup takes
more time to complete compared to active replication as shown
in Figure 2.4c2, compared to Figure 2.4b2.

In our work, we are mostly interested in active replication.
This type of replication provides the possibility of spatial redun-
dancy, which is lacking in re-execution and recovery. Moreover,
re-execution, in fact, is a restricted case of primary-backup
where replicas are only allowed to execute on the same compu-
tation node with the original process.

2.3 Transparency
Tolerating transient faults leads to many execution scenarios,
which are dynamically adjusted in the case of fault occurrences.
The number of execution scenarios grows exponentially with the
number of processes and the number of tolerated transient
faults. In order to debug, test, or verify the system, all its execu-
tion scenarios have to be taken into account. Therefore, debug-
ging, verification and testing become very difficult. A possible
solution against this problem is transparency.

Originally, Kandasamy et al. [Kan03a] propose transparent
re-execution, where recovering from a transient fault on one
computation node is hidden from other nodes. Transparency has
the advantage of fault containment and increased debugability.
Since the occurrence of faults in certain process does not affect
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the execution of other processes, the total number of execution
scenarios is reduced. Therefore, less number of execution alter-
natives have to be considered during debugging, testing, and
verification. However, transparency can increase the worst-case
delay of processes, reducing performance of the embedded sys-
tem.

2.4 Design Optimization with Fault Tolerance
Fault-tolerant embedded systems have to be optimized in order
to meet time and cost constraints. Researchers have shown that
schedulability of an application can be guaranteed for pre-emp-
tive on-line scheduling under the presence of a single transient
fault [Ber94, Bur96, Han03, Yin06].

Liberato et al. [Lib00] propose an approach for design optimi-
zation of monoprocessor systems in the presence of multiple
transient faults and in the context of pre-emptive earliest-dead-
line-first (EDF) scheduling.

Hardware/software co-synthesis with fault tolerance is
addressed in [Sri95] in the context of event-driven fixed priority
scheduling. Hardware and software architectures are synthe-
sized simultaneously, providing a specified level of fault toler-
ance and meeting the performance constraints. Safety-critical
processes are re-executed in order to tolerate transient fault
occurrences. This approach, in principle, also addresses the
problem of tolerating multiple transient faults, but does not con-
sider static cyclic scheduling.

Xie et al. [Xie04] propose a technique to decide how replicas
can be selectively inserted into the application, based on process
criticality. Introducing redundant processes into a pre-designed
schedule is used in [Con05] in order to improve error detection.
Both approaches only consider one single fault.

Power-related optimization issues in fault-tolerant applica-
tions are tackled in [Yin04] and [Jia05]. Ying Zhang et al.
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[Yin04] study fault tolerance and dynamic power management.
Rollback recovery with checkpointing is used in order to tolerate
multiple transient faults in the context of message-passing dis-
tributed systems. Fault tolerance is applied on top of a pre-
designed system, whose process mapping ignores the fault toler-
ance issue.

Kandasamy et al. [Kan03a] propose constructive mapping and
scheduling algorithms for transparent re-execution on multi-
processor systems. The work was later extended with fault-tol-
erant transmission of messages on a time-division multiple
access bus [Kan03b]. Both papers consider only one fault per
computation node. Only process re-execution is used.

Very few research work is devoted to general design optimiza-
tion in the context of fault tolerance. For example, Pinello et al.
[Pin04] propose a simple heuristic for combining several static
schedules in order to mask fault patterns. Passive replication is
used in [Alo01] to handle a single failure in multiprocessor sys-
tems so that timing constraints are satisfied. Multiple failures
are addressed with active replication in [Gir03] in order to guar-
antee a required level of fault tolerance and satisfy time con-
straints.

None of these previous work is considering optimal assign-
ment of fault tolerance policies. Several other limitations of pre-
vious research, which we will also overcome in this thesis, are
the following:

 • design optimization of embedded systems with fault toler-
ance is very limited, as, for example, process mapping is not
considered together with fault tolerance issues;

 • multiple faults are not addressed in the framework of static
cyclic scheduling; and

 • transparency, if at all addressed, is restricted to a whole com-
putation node and is not flexible.
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2.4.1 DESIGN FLOW WITH FAULT TOLERANCE TECHNIQUES

In Figure 2.5 we enhance the generic design flow presented in
Figure 2.1, with the consideration of fault tolerance techniques.

In the “System Specification” step, designers specify the max-
imum number of faults, which have to be tolerated. They intro-
duce transparency (debugability) requirements in order to
improve debugability and testability of the system.

Specifying the maximum
number of faults

Introducing transparency
(debugability) requirements

Assigning a proper combination
of fault tolerance techniques

to processes

Figure 2.5: Design Flow with Fault Tolerance
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In the second step, the fault-tolerant architecture with the
sufficient level of redundancy needs to be chosen. For example,
in order to tolerate a single permanent fault, designers can
decide to duplicate computation nodes and the bus, as in the
Time-Triggered Architecture (TTA) [Kop03].

In the “Mapping & Hardware/Software Partitioning” step,
processes are assigned with fault-tolerance techniques against
transient faults. We call the assignment of fault tolerance tech-
niques to processes fault-tolerance policy assignment. For exam-
ple, some processes can be assigned with re-execution, some
with active replication, and some with a combination of re-exe-
cution and replication. Designers also choose such a mapping
that replicas of a process are mapped on different computation
nodes.

Besides the classical scheduling task, our scheduling algo-
rithms for fault tolerance perform

 • an allocation of recovery slacks on computation nodes for re-
execution and rollback recovery;

 • accounting for recovery, checkpointing, and error-detection
overheads;

 • an accommodation of transparency properties of processes
and messages into schedules;

 • scheduling replicas of a process and their outputs.

In the last step, “Back-end Synthesis”, the fault-tolerant
design is synthesized into a prototype.
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Chapter 3
Preliminaries

IN THIS CHAPTER we introduce our application model, hard-
ware architecture, and fault model. We also present our
approach to process recovery.

3.1 System Model
In this section we present details regarding our application
model and system architecture.

3.1.1 APPLICATION MODEL

We consider a set of real-time periodic applications Ak. Each
application Ak is represented as an acyclic directed graph
Gk(Vk,Ek). Each process graph is executed with period Tk. The
graphs are merged into a single graph with a period T obtained
as the least common multiple (LCM) of all application periods
Tk. This graph corresponds to a virtual application A, captured
as a directed, acyclic graph G(V, E). Each node Pi ∈V represents a
process and each edge eij ∈ E from Pi to Pj indicates that the out-
put of Pi is the input of Pj.
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Processes are non-preemptable and cannot be interrupted by
other processes. Processes send their output values encapsu-
lated in messages, when completed. All required inputs have to
arrive before activation of the process. Precedence constraints,
e.g. that one process cannot start before the others terminate,
are introduced with edges without messages. Figure 3.1a shows
a simple application represented as a graph composed of five
nodes (processes P1 to P5) connected with five edges (messages
m1, m2, and m3, plus two precedence constraints).

In this thesis, we will consider hard real-time applications,
common for safety-critical systems. Time constraints are
imposed with a global hard deadline D, which is an interval of
time within which the application A has to complete. Some proc-
esses may also have local deadlines dlocal. We model such dead-
lines by inserting a dummy node between a process, that has a
local deadline, and the sink node of process graph G. The dummy
node is a process with execution time Cdummy = D − dlocal, which,
however, is not allocated to any resource [Pop03].

3.1.2 SYSTEM ARCHITECTURE

The real-time application is assumed to run on a hardware
architecture, which is composed of a set of computation nodes
connected to a communication infrastructure. Each node con-
sists of a memory subsystem, a communication controller, and a

Figure 3.1: A Simple Application and 
a Hardware Architecture
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central processing unit (CPU). For example, an architecture
composed of two computation nodes (N1 and N2) connected to a
bus is shown in Figure 3.1b.

The application processes have to be mapped (allocated) on
the computation nodes. The mapping of an application process is
determined by a function M: V → N, where N is the set of nodes in
the architecture. We consider that the mapping of the application
is not fixed and has to be determined as part of the design opti-
mization.

We consider that for each process its worst-case execution
time (WCET) is given. Using WCET guarantees predictable
behaviour, which is important for safety-critical systems.
Although finding the WCET of a process is not trivial, there
exists an extensive portfolio of methods that can provide design-
ers with safe worst-case execution time estimations [Erm05,
Sun95, Hea02, Jon05, Gus05, Lin00, Col03, Her00].

Figure 3.1c shows the worst-case execution times of processes
of the application depicted in Figure 3.1a. For example, process
P2 has the worst-case execution time of 40 ms if mapped on com-
putation node N1 and 60 ms if mapped on computation node N2.
By “X” we show mapping restrictions. For example, process P3
cannot be mapped on computation node N2.

In the case of processes mapped on the same computation
node, message transmission time between them is accounted for
in the worst-case execution time of the sending process. If proc-
esses are mapped on different computation nodes, then mes-
sages between them are sent through the communication
network. We consider that the worst-case transmission time
(WCTT) of messages is given. The worst-case transmission time
of messages, however, does not include waiting time in the queue
of the communication controller. Figure 3.1d shows the worst-
case transmission times of messages for the application depicted
in Figure 3.1a.
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In this thesis, we consider a static non-preemptive scheduling
approach, where both communications and processes are stati-
cally scheduled. The start times of processes and sending times
of messages are determined off-line using scheduling heuristics.
These start and sending times are stored in form of schedule
tables on each computation node. Then the real-time scheduler of
a computation node will use the schedule table of that node in
order to invoke processes and send messages on the bus.

In Figure 3.2b we depict a static schedule for the application
and the hardware architecture presented in Figure 3.1 in the
case where this application is mapped as shown in Figure 3.2a.
Processes P1, P3 and P5 are mapped on computation node N1
(grey circles), while processes P2 and P4 are mapped on N2 (white
circles). The schedule table of the computation node N1 contains
start times of processes P1, P3 and P5, which are 0, 20, and 90 ms,
respectively. The schedule table of N2 contains start times of P2
and P4, 20 and 80 ms, plus sending time of message m2, which is
80 ms. According to the static schedule, the application will com-
plete at 140 ms, which satisfies the deadline D of 200 ms.

Although, so far, we have illustrated the generation of a single
schedule for a single execution scenario, in general, an applica-
tion can have different execution scenarios. For example, some
parts of the application might not be executed under certain con-
ditions. In this case, several execution scenarios, corresponding
to different conditions, have to be stored. At execution time, the

Figure 3.2: A Static Schedule
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real-time scheduler will choose the appropriate schedule that cor-
responds to the actual conditions. If the conditions change, the
real-time scheduler will accordingly switch to the appropriate
schedule. This mechanism will be exploited in the following sec-
tions for capturing the behaviour of fault-tolerant applications.
In the case of fault-tolerant systems and if the alternative sce-
narios are due to fault occurrences, the corresponding schedules
are called contingency schedules.

3.2 Fault Model and Basic Fault Tolerance 
Techniques

We assume that a maximum number k of transient faults can
happen during a system period T. This model is an extension of
the single fault model proposed in [Kan03a]. For example, in
Figure 3.3a we show a simple application of two processes that
has to tolerate the maximum number of two faults, e.g. k = 2.

Overheads due to fault tolerance techniques have to be
reflected in a system architecture. Error detection itself intro-
duces a certain time overhead, which is denoted with αi for a
process Pi. Usually, unless otherwise specified, we account the
error-detection overhead in the worst-case execution time of
processes. In the case of re-execution or rollback recovery with
checkpointing, a process restoration or recovery overhead µi has
to be considered for a process Pi. The recovery overhead includes

Figure 3.3: Fault Model and Fault Tolerance Techniques
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the time needed to restore the process state. Rollback recovery
with checkpointing is also characterized by a checkpointing
overhead χi, which is related to the time needed to store interme-
diate process states.

We consider that the worst-case time overheads related to the
particular fault tolerance techniques are given. For example,
Figure 3.3b shows recovery, detection and checkpointing over-
heads associated with the processes of the simple application
depicted in Figure 3.3a. The worst-case fault scenarios of this
application in the presence of two faults, if re-execution and roll-
back recovery with checkpointing are applied, are shown in
Figure 3.3c and Figure 3.3d, respectively.1 As can be seen, the
overheads related to the fault tolerance techniques have a sig-
nificant impact on the overall system performance. In
Figure 3.3d, for example, overheads contribute to a delay of 75
ms, while the execution of processes without overheads would
take only 180 ms.

As discussed in Section 2.3, such fault tolerance techniques as
re-execution and rollback recovery with checkpointing make
debugging, testing, and verification potentially difficult. Trans-
parency is one possible solution to this problem. Our approach to
handling transparency is by introducing the notion of frozenness
applied to a process or a message. A frozen process or a frozen
message has to be scheduled at the same start time in all fault
scenarios, independently of external fault occurrences2. We con-

1. The overhead due to saving process inputs is ignored in the context of 
re-execution, as discussed in Section 2.2.2.

2. External, i.e., outside the frozen process or message.

P1 P2 P2 P2P1 P1

P1 P2P1 P1 no faultsa)

b)

Figure 3.4: Transparency and Frozenness
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sider also that transparency requirements are given with a func-
tion T: W → {Frozen, Regular}, where W is the set of all processes
and messages sent over the bus.

For example, Figure 3.4 shows the non-fault scenario and the
worst-case fault scenario of the application depicted in
Figure 3.3a, if re-execution is applied and process P2 is frozen.
Process P2 is scheduled at 145 ms in both execution scenarios
independently of external fault occurrences, e.g., faults in proc-
ess P1. However, if faults occurrences are internal, i.e., within
process P2, process P2 has to be re-executed as shown in
Figure 3.4b.

3.3 Recovery in the Context of Static Cyclic 
Scheduling

In the context of static cyclic scheduling, each execution scenario
has to be explicitly modelled [Ele00]. Tolerating transient faults
with re-execution and rollback recovery with checkpointing
leads to a large number of execution scenarios. In this section,
we present our approach to model re-execution and rollback
recovery with checkpointing in the context of static scheduling.

3.3.1 RE-EXECUTION

In the case of re-execution, faults lead to different execution sce-
narios that correspond to a set of alternative contingency sched-
ules. For example, considering the same application as in
Figure 3.1a, with a maximum number of faults k = 1, re-execu-
tion will require three alternative schedules as depicted in
Figure 3.5a. The fault scenario in which P2 experiences a fault is
shown with shaded circles. In the case of a fault in P2, the real-
time scheduler switches from the non-fault schedule S0 to the
schedule S2 corresponding to a fault in process P2.
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Similarly, in the case of multiple faults, every fault occurrence
will trigger a switching to the corresponding alternative contin-
gency schedule. Figure 3.5b represents a tree of constructed
alternative schedules for the same application of two processes,
if two transient faults can happen at maximum, i.e. k = 2. For
example, as depicted with shaded circles, if process P1 experi-
ences a fault, the real-time scheduler switches from the non-
fault schedule S0 to contingency schedule S1. Then, if process P2
experiences a fault, the real-time scheduler switches to schedule
S4.

3.3.2 ROLLBACK RECOVERY WITH CHECKPOINTING

In a static schedule, similar to re-execution, every recovery
action of rollback recovery with checkpointing will lead to differ-
ent execution scenarios and will correspond to a set of alterna-
tive contingency schedules.
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Figure 3.6 represents a tree of constructed alternative sched-
ules for the application in Figure 3.1a and the rollback recovery
schema with two checkpoints as in Figure 3.3d. In the schedule,
every execution segment  is considered as a “small process”
that is recovered in case of fault occurrences. Therefore, the
number of contingency schedules is larger than it is in the case
of pure re-execution. In Figure 3.6 we highlight the fault sce-
nario presented in Figure 3.1d with shaded circles. The real-
time scheduler switches between schedules S0, S4, and S14.

Pi
j
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Chapter 4
Scheduling with Fault

Tolerance Requirements

IN THIS CHAPTER  we propose two scheduling techniques for
fault-tolerant embedded systems, namely conditional schedul-
ing and shifting-based scheduling. Conditional scheduling pro-
duces shorter schedules than the shifting-based scheduling, and
also allows to trade-off transparency for performance. Shifting-
based scheduling, however, has the advantage of low memory
requirements for storing contingency schedules and fast sched-
ule generation time.

Both scheduling techniques are based on a fault-tolerant con-
ditional process graph (FT-CPG) representation, which is used
to generate fault-tolerant schedule tables.

Although the proposed scheduling algorithms are applicable
for a variety of fault tolerance techniques, such as replication,
re-execution, and rollback recovery with checkpointing, for the
sake of simplicity, in this chapter we will discuss them in the
context of only re-execution.
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4.1 Performance/Transparency Trade-offs
As defined in Section 3.2, transparency refers to the mechanism
of masking fault occurrences. The notion of transparency has
been introduced with the notion of frozenness applied to proc-
esses and messages, where a frozen process or a frozen message
has to be scheduled independently of external fault occurrences.

Increased transparency makes a system easier to debug and,
in principle, safer. Moreover, since transparency reduces the
number of execution scenarios, the amount of memory required
to store contingency schedules corresponding to these scenarios
is less. However, transparency increases the worst-case delays of
processes, which can violate timing constraints of the applica-
tion. These delays can be reduced by trading-off transparency
for performance.

Let us illustrate such a trade-off with the example in
Figure 4.1, where we have an application consisting of four proc-
esses, P1 to P4 and three messages, m1 to m3, mapped on an
architecture with two computation nodes, N1 and N2. Messages
m1 and m2 are sent from P1 to processes P4 and P3, respectively.
Message m3 is sent from P2 to P3. The worst-case execution
times of each process are depicted in the figure, and the deadline
of the application is 210 ms. We consider a fault scenario where
two transient faults (k = 2) can occur.

Whenever a fault occurs, the faulty process has to be re-exe-
cuted. As discussed in Section 3.3, in the context of static cyclic
scheduling, each fault scenario will correspond to an alternative
static schedule. Thus, the real-time scheduler in a computation
node that experiences a fault has to switch to another schedule
with a new start time for that process. For example, according to
the schedule in Figure 4.1a1, the processes are scheduled at
times indicated by the white rectangles in the Gantt chart. Once
a fault occurs in P3, the scheduler on node N2 will have to switch
to another schedule. In this schedule, P3 is delayed with C3 +  µ
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to account for the fault, where C3 is the worst-case execution
time of process P3 and µ is the recovery overhead. If, during the
second execution of P3, a second fault occurs, the scheduler has
to switch to another schedule illustrated in Figure 4.1a2.
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In Figure 4.1a1, we have constructed the schedule such that
each execution of a process Pi is followed by a recovery slack,
which is idle time on the computation node, needed to recover
(re-execute) the process, in the case that it fails. For example, for
P3 on node N2, we introduce a recovery slack of k × (C3 + µ) = 50
ms to make sure that we can recover P3 even in the case it expe-
riences the maximum number of faults (Figure 4.1a2). Thus, a
fault occurrence that leads to the re-execution of any process Pi
will impact only Pi. We call such an approach fully transparent
because fault occurrences in a process are transparent to all
other processes on the same or other computation nodes.

In Figure 4.1 we illustrate three alternative scheduling strate-
gies, representing different transparency/performance trade-offs.
For each alternative, we show the schedule when no faults occur
(a1–c1) and depict the corresponding worst-case scenario, resulting
in the longest schedule (a2–c2). The end-to-end worst-case delay
of an application will be given by the maximum finishing time of
any alternative schedule, since this is a situation that can hap-
pen in the worst-case scenario. Thus, we would like to have in
a2–c2 schedules of the worst-case scenario that meet the dead-
line of 210 ms depicted with a thick vertical line.

In general, a fully transparent approach, as depicted in
Figure 4.1a1 and 4.1a2, has the drawback of producing unneces-
sarily large delays. In the case of full transparency, the largest
delay is produced by the scenario depicted in Figure 4.1a2,
which has to be activated when two faults happen in P3. Faults
in the other processes are masked within the recovery slacks
allocated between processes. The worst-case end-to-end delay in
the case of full transparency is 265 ms, which will miss the dead-
line.

To meet the deadline, another approach, depicted in
Figure 4.1b1 and 4.1b2, is not to isolate the effect of fault occur-
rences at all. Figure 4.1b1 shows the execution scenario if no
fault occurs. In this case, a fault occurrence in process Pi can
affect the schedule of another process Pj. For example, a fault
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occurrence in P1 on N1 will cause another node N2 to switch to
an alternative schedule that delays the activation of P4, which
receives message m1 from P1. This is done via the error message

, depicted as a black rectangle on the bus, which broadcasts
the error occurrence on P1 to other computation nodes. This
would lead to a worst-case scenario of only 156 ms, depicted in
Figure 4.1b2, that meets the deadline.

However, transparency (masking fault occurrences) is highly
desirable because it makes the application easier to debug, and a
designer would like to introduce as much transparency as possi-
ble without violating the timing constraints. Thus, an approach
is required, which allows to fine-tune the application properties
such that the deadlines are satisfied and transparency is pre-
served as much as possible. An example of such an approach is
depicted in Figure 4.1c1 and 4.1c2, where tolerating faults in the
other processes is transparent to process P3 and its input mes-
sages m2 and m3, but not to P1, P2, P4 and m1. In this case, P3,
m2 and m3 are said to be frozen, i.e., they have the same start
time in all schedules. The debugability is improved because it is
easier to observe the behaviour of P3 in the alternative sched-
ules. Its start time does not change due to the occurrence and
handling of faults. Moreover, the memory needed to store the
alternative schedules is also reduced with transparency, since
there are less start times to store. In this case, the worst-case
end-to-end delay of the application is 206, as depicted in
Figure 4.1c2, and the deadline is met.

In Figure 4.2, we present fault scenarios to illustrate changes
of start times of processes and messages in the case of the cus-
tomized transparency depicted in Figure 4.1c1 and 4.1c2.
Figure 4.2a repeats the fault-free scenario as in Figure 4.1c1. In
Figure 4.2b, we show that, if process P1 is affected by faults, the
start times of regular process P2 and regular message m1 are
changed. However, the start times of frozen messages m2 and
m3, as well as process P3, are not affected. In Figure 4.2c, proc-
ess P4 is affected by faults, however, the start time of frozen

FP1
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process P3 is calculated such that the fault occurrences in proc-
ess P4 cannot disrupt it.

In this thesis, we propose an approach to transparency, which
offers the designer the possibility to trade-off transparency with
performance. Given an application A(V, E) we will capture the
transparency using the function T: W → {Frozen, Regular}, where
W is the set of all processes and messages sent over the bus. In a
fully transparent system, all messages and processes are frozen.
Our approach allows the designer to specify the frozen status for
individual processes and messages considering, for example, the
difficulty to trace them during debugging, achieving thus a
desired transparency/performance trade-off.

The conditional scheduling will handle these transparency
requirements by allocating the same start time1 for vi in all the
alternative schedules of application A. For example, to handle

1. A frozen process Pi with a start time ti, if affected by a fault, will be re-
executed at a start time ti* = ti + Ci + µ.

Figure 4.2: Fault Scenarios for Customized Transparency
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the situation in Figure 4.1c, where P3 and its inputs m2 and m3
are not affected by faults, T(m2), T(m3) and T(P3) will have to be
set to “frozen”.

The shifting-based scheduling will consider only one transpar-
ency set-up, where all messages sent on the bus and only those
messages are set to “frozen”, e.g. T(m1), T(m2), and T(m3) for the
set-up in Figure 4.1. The same start time will be preserved for
the “frozen” messages in the schedule table.

4.2 Fault-Tolerant Conditional Process Graph
The scheduling techniques presented in this chapter are based
on a fault-tolerant conditional process graph (FT-CPG) repre-
sentation. FT-CPG captures alternative schedules in the case of
different fault scenarios. Every possible fault occurrence is con-
sidered as a condition, which is “true” if the fault happens and
“false” if the fault does not happen. Graphically, an FT-CPG is a
fork-and-join structure, where each branch corresponds to a
change of conditions. These branches would meet in the case of
frozen processes and messages.

Definition. Formally, an FT-CPG is a directed acyclic graph
G(VP∪VC∪VT, ES∪EC). We will denote a node in the FT-CPG with

 that will correspond to the mth copy of process Pi ∈ A. Each
node  ∈ VP with simple edges at the output is a regular node.
A node  ∈ VC with conditional edges at the output is a condi-
tional process that produces a condition.

Each node  ∈ VT is a synchronization node and represents
the synchronization point corresponding to a frozen process or
message (i.e., T(vi) = frozen). We denote with  the synchroni-
zation node of process Pi ∈ A and with  the synchronization
node of message mi ∈ A. Synchronization nodes will take zero
time to execute.

Pi
m

Pi
m

Pi
m

vi

Pi
S

mi
S
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ES and EC are the sets of simple and conditional edges, respec-
tively. An edge  ∈ ES from  to  indicates that the output
of  is the input of . Synchronization nodes  and  are
also connected through edges to regular and conditional proc-
esses and other synchronization nodes:
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ;
 •  ∈ ES from  to ; and
 •  ∈ ES from  to .
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Figure 4.3: Fault-Tolerant Conditional Process Graph
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Edges  ∈ EC,  ∈ EC,  and  ∈ EC are conditional
edges and have an associated condition value. The condition
value produced is “true” (denoted with ) if  experiences a
fault, and “false” (denoted with ) if  does not experience a
fault. Alternative paths starting from such a process, which cor-
respond to complementary values of the condition, are disjoint1.
Note that edges , , , , , and  coming from a
synchronization node cannot be conditional.

A boolean expression , called guard, can be associated to
each node  in the graph. The guard captures the necessary
activation conditions in a given fault scenario.

In Figure 4.3a we have an application A modelled as a process
graph G, which can experience at most two transient faults (for
example, during the execution of processes P2 and P4). Trans-
parency requirements are depicted with rectangles on the appli-
cation graph, where process P3, message m2 and message m3 are
set to be frozen. For scheduling purposes we will convert the
application A to a fault-tolerant conditional process graph (FT-
CPG) G, represented in Figure 4.3b. In an FT-CPG the fault
occurrence information is represented as conditional edges and
the frozen processes/messages are captured using synchroniza-
tion nodes. One of the conditional edges is  to  in
Figure 4.3b, with the associated condition  denoting that 
has no faults. Message transmission on conditional edges takes
place only if the associated condition is satisfied.

The FT-CPG in Figure 4.3b captures all the fault scenarios
that can happen during the execution of application A in
Figure 4.3a. The subgraph marked with thicker edges and
shaded nodes in Figure 4.3b captures the execution scenario
when processes P2 and P4 experience one fault each. We will
refer to every such subgraph corresponding to a particular exe-
cution scenario as an alternative path of the FT-CPG. The fault

1. They can only meet in a synchronization node.
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scenario for a given process execution, for example , the first
execution of P4, is captured by the conditional edges  (fault)
and  (no-fault). The transparency requirement that, for exam-
ple, P3 has to be frozen, is captured by the synchronization node

 inserted before the conditional edge with copies of process P3.
In Figure 4.3b, process  is a conditional process because it
“produces” condition , while  is a regular process. In the
same figure,  and , like , are synchronization nodes
(depicted with a rectangle).

Regular and conditional processes are activated when all their
inputs have arrived. A synchronization node can be activated
after inputs coming on one of the alternative paths, correspond-
ing to a particular fault scenario, have arrived. For example, one
alternative path with faults in processes P2 and P4 is marked
with thicker edges in Figure 4.3b. In this path, a transmission
on the edge  will be enough to activate .

A guard is associated to each node in the graph. In
Figure 4.3b, an example of a guard associated to a node is, for
example,  = , which means that  will be activated
in the fault scenario where P2 experienced a fault, while P1 did
not. A node is activated only when the value of the associated
guard is true.

4.2.1 GENERATION OF FT-CPG

In Figure 4.3b we depict the FT-CPG G, which is the result of
transforming the application A in Figure 4.3a. Each process Pi is
transformed into a structure which models all possible fault
occurrence scenarios with Pi, consisting of a number of condi-
tional nodes and their corresponding conditional edges, and a
set of regular nodes.

In Figure 4.4 we outline the BuildFTCPG algorithm that
traces processes in the merged graph G with transparency
requirements T in the presence of k faults, transforming them
into corresponding sub-structures of the FT-CPG G. In the first
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step, BuildFTCPG places the root process into the FT-CPG (line
2). Then, re-executions of the root process are inserted, con-
nected through “faulty” conditional edges with the “true” condi-

Figure 4.4:  Generation of FT-CPG

 BuildFTCPG(G, T, k )
 1 G = ∅
 2 Pi = RootNode(G); Insert( , G); AssignFaults( , k) -- insert the root node

 3 for f = k − 1 downto 0 do -- insert re-executions of the root node

 4 Insert( , G); Connect( , ); AssignFaults( , f)
 5 end for
 6 L = ∅ -- add successors of the root node to the ready list

 7 for ∀Succ(Pi) ∈ G do L = L ∪ Succ(Pi)
 8 while L  ∅ do -- trace all processes in the merged graph G

 9 Pi = ExtractProcess(L)
 10 VC = GetValidPredCombinations(Pi, G)
 11 for vcn ∈ VC do -- insert copies of process Pi

 12 Insert( ,G); Connect( , ∀ ∈vcn); AssignFaults( ,k− jointfaults(vcn))
 13 end for
 14 for ∀mj ∈ InputMessages(Pi) if T(mj) do -- transform frozen messages

 15 Insert( , G); ReConnect(∀ (mj), ) -- insert synchronization node

 16 MergeCopies( ); Connect( , ); AssignFaults( , k)
 17 end for
 18 if T(Pi) then -- if process Pi is frozen, then insert corresponding synchronization node

 19 Insert( , G); ReConnect(∀ , )
 20 MergeAllCopies( ); Connect( , ); AssignFaults( , k)
 21 end if
 22 for ∀  do -- add re-executions of copies  of process Pi

 23 for f = faults( )− 1 downto 0 do
 24 Insert( , G); Connect( , ); AssignFaults( , f)
 25 end for
 26 end for
 27 ReLabel( ∪ ) -- re-label copies  of process Pi and their re-executions

 28 for ∀Succ(Pi) ∈ G do -- add successors of process Pi to the ready list

 29 if ∀Succ(Pi)  L then L = L ∪ Succ(Pi)
 30 end for
 31 end while
 32 return G
 end BuildFTCPG
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tion value (lines 3-5). The copy of the root process and its re-
executions are assigned with k, k− 1, k− 2, ..., 0 faults, respec-
tively, which will be used in the later steps. In Figure 4.5, we
show an intermediate state of generation of the FT-CPG
depicted in Figure 4.3b. The result after the first step is high-
lighted with a dashed line. After the first step, processes , 
and  are inserted, connected with two conditional edges 
and .

In the next step, BuildFTCPG places successors of the root
process into the ready list L (line 7). For generation of the FT-
CPG, the order of processes in the ready list L is not important
and BuildFTCPG extracts the first available process Pi for trans-
formation (line 9).

For each process Pi, extracted from the ready list L, Build-
FTCPG prepares a set of valid combinations VC of predecessor
processes (line 10). The combinations are valid if the predecessor
processes in each combination vcn ∈ VC correspond to a common
set of condition values and, all together, do not experience more
than k faults. For example, in Figure 4.5, the combination of
predecessors of process P3 consisting of processes  and  is
valid, while combination of  and  is not.  and  belong
to a fault scenario (a set of conditions), where process P1 does not
experience faults. However,  and  belong to two contradic-
tory fault scenarios: (1) no faults happen in P1 and (2) a fault,
marked as , happens in the first execution of P1.1 Similarly,
the combination consisting of  and  is valid but the combi-
nation of  and  is not. However, for example, the combina-
tion of  and  is also not valid, even though processes 
and  belong to a common set of conditions, e.g. fault occur-
rences do not contradict with each other. This combination is not

1. In Figure 4.5, “faulty” edges with “true” conditions  are thick, while 
the “non-faulty” edges are thin. For the actual names of “false” condi-
tions  associated to “non-faulty” edges, look into Figure 4.3b.
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valid because  and , taken together, experience 3 faults,
which is more than k = 2.

For each valid combination vcn ∈ VC , BuildFTCPG inserts a
copy  of process Pi and assign it to all the predecessors in vcn
with corresponding conditional and unconditional edges (lines
11-13). The conditional edges are “non-faulty” with the “false”
conditional value. These conditional and unconditional edges
can carry copies of input messages to process Pi. For example, in
Figure 4.5, conditional edge , connecting  and , carries
a copy of message m1.

Each copy  can experience at most f = k − joint_faults(vcn)
faults (see AssignFaults function, line 12). For example, the copy

 of process P3, corresponding to the combination of  and
, can experience f = 2 − 0 = 2 faults, but the copy  of P3, cor-

responding to the combination of  and , will not experience
faults because f = 2 − 2 = 0.

If any of the input messages mj to process Pi is frozen, then a
synchronization node  is introduces (lines 14-17). Edges con-
taining the message mj are re-connected to  (both conditional
and unconditional); message mj is also removed from these
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Figure 4.5:  FT-CPG Generation without 
Synchronization Nodes
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edges (see ReConnect function, line 15). Copies  of process Pi,
that differ only in the conditions passed through those edges
(with mj), are merged (MergeCopies function, line 16). The
remaining copies  of Pi are connected to  with uncondi-
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Figure 4.6:  Inserting Synchronization Nodes
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tional edges carrying message mj. BuildFTCPG performs this
operation for every frozen input message. In Figure 4.6, we show
how frozen messages m2 and m3 are introduced for the applica-
tion A depicted in Figure 4.3a. First, for message m2, synchroni-
zation node  is inserted into the structure depicted in
Figure 4.5, as shown in Figure 4.6a, and copies of process P3 are
re-connected to this synchronization node. Note that none of the
copies is merged in this case because the conditions associated to
all of them are different. Second, for message m3, we introduce
synchronization node , as illustrated in Figure 4.6b. In this
case, 10 copies of process P3, in Figure 4.6a, are merged into 6
copies, which are, then, connected to the synchronization node

.
If process Pi is frozen, then synchronization node  is intro-

duced (lines 18-21). All edges that connect copies  of Pi to com-
binations of valid predecessors vcn ∈ VC and synchronization
nodes  are re-connected to  (ReConnect function, line 19).
All copies  of Pi are merged into a single copy , which is
connected to the synchronization node  through uncondi-
tional edge (MergeAllCopies function, line 19). The maximum
number of faults f = k is associated to . For example, the
application A in Figure 4.3a has frozen process P3. Once this
process is reached by the FT-CPG generation algorithm, after
introducing frozen message m3, synchronization node  is cre-
ated. Then, all copies of process P3, in Figure 4.6b, are merged
into single copy  connected to , as shown in the FT-CPG in
Figure 4.3b.

After copies of process Pi are introduced and, if needed,
merged, BuildFTCPG adds re-executions of Pi’s copies against
possible fault occurrences (lines 22-26). The number of faults f
has been associated to each copy  of process Pi in the previous
steps. To tolerate these faults, f re-executions are inserted, con-
nected through “faulty” conditional edges. Note that the first re-
execution  is connected to the copy  of process Pi, while
every other re-execution is connected to the previous process re-
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execution, e.g. the second re-execution is connected to the first,
the third to the second, and so on. The number of faults is
accordingly associated to the re-executions, e.g. first re-execu-
tion  is associated with f− 1 faults, second re-execution

 with f− 2 faults, and the last re-execution  with 0
faults. The numbers of faults associated to re-executions will be
later used for transforming successors of process Pi.

After re-labelling (line 27), re-executions of copy  will have
indices following the index of copy , e.g. , , and so
on. The original copies  are re-labelled accordingly. In
Figure 4.5, for example, the copy  of process P4 can be re-exe-
cuted two times with re-executions labelled as  and ; the
copy  can be re-executed once with re-execution ; the copy

 of process P4 is not re-executed.
When process Pi has been finally transformed, its successors

are placed into the ready list L (lines 28-30). BuildFTCPG contin-
ues until all processes in the merged graph G are transformed
into corresponding sub-structures of the FT-CPG G.

4.3 Conditional Scheduling
The problem that we are addressing with conditional scheduling
can be formulated as follows. Given an application A, mapped on
an architecture consisting of a set of hardware nodes N intercon-
nected via a broadcast bus B, and a set of transparency require-
ments on the application T(A), we are interested to determine
the schedule table S such that the worst-case end-to-end delay
δG, by which the application completes execution is minimized,
and the transparency requirements captured by T are satisfied.
If the resulting delay is smaller than the deadline, the system is
schedulable. 
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4.3.1 SCHEDULE TABLE

The output produced by the FT-CPG scheduling algorithm is a
schedule table that contains all the information needed for a dis-
tributed run time scheduler to take decisions on activation of
processes. It is considered that, during execution, a very simple
non-preemptive scheduler located in each node decides on proc-
ess and communication activation depending on the actual val-
ues of conditions. 

Only one part of the table has to be stored in each node,
namely, the part concerning decisions that are taken by the cor-
responding scheduler. Figure 4.7 presents the schedules for the
nodes N1 and N2 produced by the conditional scheduling algo-
rithm in Figure 4.8 for the FT-CPG in Figure 4.3. In each table
there is one row for each process and message from application
A. A row contains activation times corresponding to different
values of conditions. In addition, there is one row for each condi-
tion whose value has to be broadcasted to other computation
nodes. Each column in the table is headed by a logical expression
constructed as a conjunction of condition values. Activation
times in a given column represent starting times of the proc-
esses and transmission of messages when the respective expres-
sion is true. 

According to the schedule for node N1 in Figure 4.7, process P1
is activated unconditionally at the time 0, given in the first col-
umn of the table. Activation of the rest of the processes, in a cer-
tain execution cycle, depends on the values of the conditions, i.e.,
the unpredictable occurrence of faults during the execution of
certain processes. For example, process P2 has to be activated at
t = 30 if  is true, at t = 100 if  is true, etc.FP1

1 FP1
1 FP1

2∧
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At a certain moment during the execution, when the values of
some conditions are already known, they have to be used to take
the best possible decisions on process activations. Therefore,
after the termination of a process that produces a condition, the
value of the condition is broadcasted from the corresponding
computation node to all other computation nodes. This broad-
cast is scheduled as soon as possible on the communication
channel, and is considered together with the scheduling of the
messages. The scheduler in a node knows from its schedule table
when to expect a condition message.

To produce a deterministic behaviour, which is globally con-
sistent for any combination of conditions (faults), the table has
to fulfil several requirements: 

1. No process will be activated if, for a given execution cycle,
the conditions required for its activation are not fulfilled.

2. Activation times have to be uniquely determined by the con-
ditions.

3. Activation of a process Pi at a certain time t has to depend

only on condition values which are determined at the respec-
tive moment t and are known to the processing element
which executes Pi.

4.3.2 CONDITIONAL SCHEDULING ALGORITHM

According to our application model, some processes can only be
activated if certain conditions (i.e., fault occurrences), produced
by previously executed processes, are fulfilled. Thus, at a given
activation of the system, only a certain subset of the total
amount of processes is executed and this subset differs from one
activation to the other. As the values of the conditions are unpre-
dictable, the decision on which process to activate and at which
time has to be taken without knowing which values the condi-
tions will later get. On the other side, at a certain moment dur-
ing execution, when the values of some conditions are already
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known, they have to be used in order to take the best possible
decisions on when and which process to activate, in order to
reduce the schedule length. 

Optimal scheduling has been proven to be an NP-complete
problem [Ull75] in even simpler contexts. Hence, heuristic algo-
rithms have to be developed to produce a schedule of the proc-
esses such that the worst case delay is as small as possible. Our
strategy for the synthesis of fault-tolerant schedules is pre-
sented in Figure 4.8. The FTScheduleSynthesis function takes as
input the application A with the transparency requirements T,
the number k of transient faults that have to be tolerated, the
architecture consisting of computation nodes N and bus B, the
mapping M, and produces the schedule table S.

Our synthesis approach employs a list scheduling based heu-
ristic, FTCPGScheduling, presented in Figure 4.10, for scheduling
each alternative fault-scenario. However, the fault scenarios
cannot be independently scheduled: the derived schedule table
has to fulfil the requirements (1) to (3) presented in Section
4.3.1, and the synchronization nodes have to be scheduled at the
same start time in all alternative schedules. 

 FTScheduleSynthesis(A, T, k,N, B, M)
 1 S = ∅; G = BuildFTCPG(A, k)
 2 LS = GetSynchronizationNodes(G)
 3 PCPPriorityFunction(G, LS)
 4 for each Si ∈ LS do
 5 tmax = 0;KSi = ∅
 6 FTCPGScheduling(0, G, Si, source, k)
 7 for each Kj ∈ KSi do 
 8 Insert(S, Si, tmax, Kj)
 9 end for
 10 end for
 11 return S
 end FTScheduleSynthesis

Figure 4.6: Fault-Tolerant Schedule Synthesis StrategyFigure 4.8:
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In the first line of the FTScheduleSynthesis algorithm, we ini-
tialize the schedule table S and build the FT-CPG G as presented
in Section 4.2.1 List scheduling heuristics use priority lists from
which ready processes are extracted in order to be scheduled at
certain moments. A process is ready if all its predecessors have
been scheduled. We use the partial critical path (PCP) priority
function [Ele00] in order to assign priorities to processes (line 3). 

A synchronization node Si, in order to mask fault occurrences,
must have the same start time ti in the schedule S, regardless of
the guard KSi under which it is scheduled. For example, the syn-
chronization node  in Figure 4.9 has the same start time of
105, in each corresponding column of the table in Figure 4.7. In
order to determine the start time ti of a synchronization node

1. For efficiency reasons, the actual implementation is slightly different 
from the one presented here. In particular, the FT-CPG is not explicitly 
generated as a preliminary step of the scheduling algorithm. Instead, 
during the scheduling process, the currently used nodes of the FT-CPG 
are generated on the fly.

Figure 4.8: Alternative paths investigated by 
FTCPGScheduling for the synchronization node m2
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Si∈LS, where LS is the list of synchronization nodes, we will
have to investigate all the alternative fault-scenarios (modelled
as different alternative paths through the FT-CPG) that lead to
Si. Figure 4.9 depicts the three alternative paths that lead to 
for the graph in Figure 4.3b. These paths are generated using
the FTCPGScheduling function (called in line 6, Figure 4.8), which
records the maximum start time tmax of Si over the start times

m2
S

Figure 4.9:  Conditional Scheduling

 FTCPGScheduling(t, G, S, L, f)
 1for each R ∈ N ∪ {B} do
 2 LR = LocalReadyList(L, R)
 3 while LR ≠ ∅ do
 4 Pi := Head(LR)
 5 t = ResourceAvailable(R, t) -- the earliest time when R is free
 6 K = KnownConditions(R, t) -- the conditions known to R at time t
 7 if Pi = S then -- synchronization node currently under investigation
 8 if t > tmax then 
 9 tmax = t -- the latest start time is recorded
 10 KSi = KSi ∪ {K} -- the guard of the synchronization node is recorded
 11 end if
 12 return -- exploration stops at the synchronization node S
 13 else if Pi ∈ VT and Pi unscheduled then -- other synchronization nodes
 14 return -- are not scheduled at the moment
 15 end if Pi ∈ EC and BroadcastCondition(Pi) = false then
 16 return -- the condition does not have to be broadcast to other nodes
 17 end if
 18 Insert(S, Pi, t, K) -- the node is placed in the schedule
 19 if Pi ∈ VC and f > 0 then -- conditional process and faults can still occur
 20 -- schedule the faulty branch
 21 FTCPGScheduling(t, G, L ∪ GetReadyNodes(Pi, true), f - 1)
 22 -- schedule the non-faulty branch
 23 FTCPGScheduling(t, G, L ∪ GetReadyNodes(Pi, false), f)
 24 else
 25 L = L ∪ GetReadyNodes(Pi)
 26 end if
 27 end for
 end FTCPGScheduling

Figure 4.10:
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in all the alternative paths. In addition, FTCPGScheduling also
records the guards KSi under which Si has to be scheduled. The
synchronization node Si is then inserted into the schedule table
in the columns corresponding to the guards in the set KSi at the
unique time tmax (line 10 in Figure 4.10). For example,  is
inserted at time tmax = 105 in the columns corresponding to
Km2 = { , , }. 

The FTCPGScheduling function is recursive and calls itself for
each conditional node in order to separately schedule the nodes in
the faulty branch, and those in the true branch (lines 21 and 23,
Figure 4.10). Thus, the alternative paths are not activated
simultaneously and resource sharing is correctly achieved. During
the exploration of the FT-CPG it is important to eliminate
alternative paths that are not possible to occur. This requirement
is handled by introducing the parameter f, which represents the
number of faults that still can occur. f is decremented for each call
of FTCPGScheduling that explores a faulty (true) branch. Thus, only
if f > 0 (line 19), we will continue to investigate branches through
recursions.

For each resource R, the highest priority node is removed from
the head of the local priority list LR (line 2). If the node is the
currently investigated synchronization node S, the largest start
time and the current guards are recorded (lines 9–10). If other
unscheduled synchronization nodes are encountered, they will
not be scheduled yet (lines 13–14), since FTCPGScheduling inves-
tigates one synchronization node at a time. Otherwise, the cur-
rent node Pi is placed in the schedule S at time t under guards K.
The time t is the time when the resource R is available. Our def-
inition of resource availability is different from classical list
scheduling. Since we enforce the synchronization nodes to start
at their latest time tmax to accommodate all the alternative
paths, we might have to insert idle time on the resources on
those alternative paths that finish sooner than tmax. Thus, our
ResourceAvailable function will determine the first contiguous
segment of time which is available on R, large enough to accom-

m2
S

FP1
1 FP1

1 FP1
2∧ FP1

1 FP1
2∧
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modate Pi. For example, m2 is scheduled first at 105 on the bus,
thus time 0–105 is idle time on the bus. We will later schedule
m1 at times 66, 31 and 100, within this idle segment. The sched-
uling of Pi will be done under the currently known conditions K,
determined at line 6 on the resource R. Our approach eliminates
from K those conditions that, although known to R at time t, will
not influence the execution of Pi.

4.4 Shifting-based Scheduling
Shifting-based scheduling is the second scheduling technique for
synthesis of fault-tolerant schedules proposed in this thesis.
This scheduling technique is an extension of the transparent
recovery against single faults proposed in [Kan03a].

The problem that we are addressing with shifting-based
scheduling can be formulated as follows. Given an application A,
mapped on an architecture consisting of a set of hardware nodes
N interconnected via a broadcast bus B, we are interested to
determine the schedule table S with a fixed execution order of
processes such that the worst-case end-to-end delay δG , by which
the application completes execution is minimized, and the trans-
parency requirements with all messages on the bus frozen are
satisfied. If the resulting delay is smaller than the deadline, the
system is schedulable. 

In shifting-based scheduling, a fault occurring on one computa-
tion node is masked to the other computation nodes in the system
but can impact processes on the same computation node. On a
computation node Ni where a fault occurs, the scheduler has to
switch to an alternative schedule that delays descendants of the
faulty process running on the same computation node Ni. How-
ever, a fault happening on another computation node is not visible
on Ni, even if the descendants of the faulty process are mapped on
Ni.
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Due to the imposed restrictions, the size of schedule tables for
shifting-based scheduling is much smaller than the size of
schedule tables produced with conditional scheduling. Moreover,
shifting-based scheduling is significantly faster than the condi-
tional scheduling algorithm presented in Section 4.3.2. However,
first of all, shifting-based scheduling does not allow to trade-off
transparency for performance, e.g. all messages on the bus, and
only those, are frozen. Secondly, because of the fixed execution
order of processes, which does not change with fault occurrences,
schedules generated with shifting-based scheduling are longer
than those produced by conditional scheduling. 

4.4.1 SHIFTING-BASED SCHEDULING ALGORITHM

The shifting-based scheduling algorithm is based on the FT-CPG
representation, on top of which an additional ordering is intro-
duced.

Let us illustrate the ordering with an example in Figure 4.11a
showing an application A composed of five processes mapped on
two computation nodes. Processes P1, P2 and P4 are mapped on
computation node N1. Processes P3 and P5 are mapped on com-
putation node N2. Message m1 is frozen since it is transmitted
through the bus. In this example, we introduce the following
order relations: (1) process P4 cannot start before completion of
process P1; (2) P2 cannot start before completion of P4; and (3) P3
cannot start before completion of P5. The resulting FT-CPG with
introduced order relations, when k = 2 transient faults can hap-
pen at maximum, is presented in Figure 4.11b. The introduced
precedence constraints order the execution of processes assigned
to the computation node. This order can be obtained using a pri-
ority function, for example, the partial critical path (PCP)
[Ele00].

For the shifting-based scheduling, the FT-CPG is not explicitly
generated. Instead, only a root schedule is obtained off-line. The
root schedule consists of start times of processes in the non-
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faulty scenario and sending times of messages. In addition, it
has to provide idle times for process recovering, called recovery
slacks. The root schedule is later used by the on-line scheduler
for extracting the execution scenario corresponding to a particu-
lar fault occurrence (which corresponds to a branch of the
ordered FT-CPG). Such an approach significantly reduces the
amount of memory required to store schedule tables.

Generation of the Root Schedule. The algorithm for gener-
ation of the root schedule is presented in Figure 4.12 and takes
as input the application A, the number k of transient faults that
have to be tolerated, the architecture consisting of computation
nodes N and bus B, the mapping M, and produces the root sched-
ule RS.
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At first, the order of process execution is introduced with the
partial critical path (PCP) priority function [Ele00] (line 2). Ini-
tial recovery slacks for all processes Pi ∈ A are calculated as
s0(Pi)=k× (Ci + µ) (lines 3-5). Then, recovery slacks of processes
mapped on the same computation node are merged to reduce
timing overhead.

The process graph A is traversed starting from the root node
(line 7). Process p is selected from the ready list L according to the
priority function (line 9). The last scheduled process r on the
computation node, on which p is mapped, is extracted from the
root schedule S (line 11). Process p is scheduled and its start time

Figure 4.11: Generation of Root Schedules

 RootScheduleGeneration(A, k,N, B, M)
 1 RS = ∅
 2 IntroduceOrdering(A) -- process ordering
 3 for ∀Pi ∈ A do -- obtaining initial recovery slacks
 4 s(Pi) = k ×  (Ci + µ)
 5 end for
 6 -- adjusting recovery slacks
 7 L = { RootNode(A) }
 8 while L ≠ ∅ do
 9 p = SelectProcess(L) -- select process from the ready list
 10 -- the last scheduled process on the computation node, where p is mapped
 11 r = CurrentProcess(RS {M(p)})
 12 ScheduleProcess(p, RS {M(p)}) -- scheduling of process p
 13 b = start(p) - end(r) -- calculation of the idle time r and p
 14 s(p) = max{s(p), s(r) - b} -- adjusting the recovery slack of process p
 15 -- schedule messages sent by process p at the end of its recovery slack s
 16 ScheduleOutgoingMessages(p, s(p), RS{M(p)}) 
 17 Remove(p, L) -- remove p from the ready list
 18 -- add successors of p to the ready list
 19 for ∀Succ(p) do
 20 if Succ(p) ∈ L then Add(Succ(p), L)
 21 end for
 22 end while
 23 return RS
 end RootScheduleGeneration

Figure 4.12:
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is recorded in the root schedule. Then, its recovery slack s(p) is
adjusted such that it can accomodate recovering of processes
scheduled before process p on the same computation node (lines
13-14). The adjustment is performed in two steps:

1. The idle time b between process p and the last scheduled
process r is calculated (line 13).

2. The recovery slack s(p) of process p is changed, if recovery
slack s(r) of process r substracted with the idle time b is larg-
er than the initial slack s0(p). Otherwise, the initial slack

s0(p) is preserved as s(p) (line 14).

If no process is scheduled before p, the initial slack s0(p) is pre-
served as s(p). Outgoing messages sent by process p are sched-
uled at the end of recovery slack s(p) (line 16).

After the adjustment of the recovery slack, process p is
removed from the ready list L (line 17) and its successors are
added to the list (lines 19-21). After scheduling of all the proc-
esses in the application graph A, the algorithm returns a root
schedule RS with start times of processes, sending times of mes-
sages, and recovery slacks (line 23).

In Figure 4.13 we present an example of the generated root
schedule with recovery slacks. Application A is composed of four
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processes, where processes P1 and P2 are mapped on N1 and
processes P3 and P4 are mapped on N2. Messages m1, m2 and m3
are frozen, according to the requirements of shifting-based
scheduling. Processes P1 and P2 have start times 0 and 30 ms,
respectively, and share a recovery slack of 70 ms, which is
obtained as max{2 ×  (30 + 5) - 0, 2 ×  (20 + 5)} (see the algorithm).
Processes P3 and P4 have start times of 95 and 125 ms and share
a recovery slack of 70 ms. Messages m1, m2 and m3 are sent at
90, 95, and 110 ms, respectively, at the end of the worst-case
recovery intervals of sender processes.

Extracting Execution Scenarios. In Figure 4.14, we show
an example, where we extract one execution scenario from the
root schedule of the application A, depicted in Figure 4.13. In
this execution scenario, process P4 experiences two faults. P4
starts at 95 ms according to the root schedule. Then, since a
fault has happened, P4 has to be re-executed. The start time of
P4’s re-execution, is obtained as 95+30+5 = 130 ms, where 30 is
the worst-case execution time of P4 and 5 is the recovery over-
head µ. The re-execution  experiences a fault and the start
time of P4’s second re-execution  is 130+30+5= 165 ms. Pro-
cess P3 will be delayed because of the re-executions of process
P4. The current time tc of the scheduler, at the moment when P2
is activated, is 165+30 = 195 ms, which is more than 125 ms that
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is the schedule time of P2 according to the root schedule. There-
fore, process P2 will be executed at tc = 195 ms. The application A
will complete execution at 225 ms.

The run-time algorithm for extracting execution scenarios
from the root schedule RS is presented in Figure 4.15. The real-
time scheduler runs on each computation node Ni ∈ N and exe-
cutes processes according to the order in the root schedule of
node Ni until the last process in that root schedule is executed.

In the initialization phase, the current time tc of the scheduler
running on node Ni is set to 0 (line 1) and the first process p is
extracted from the root schedule of node Ni (line 2). This process
is executed at its start time in the root schedule (line 4). If p
fails, then it is restored (line 6) and executed again with the time
shift of its worst-case execution time Cp (line 7). It can be re-exe-
cuted at most k times in the presence of k faults. When p is
finally completed, its output messages are placed into the output
buffer of the communication controller (line 9). The output mes-
sages will be sent according to its sending times in the root
schedule. After completion of process p, the next process is

Figure 4.14: Extracting Execution Scenarios

 ExtractScenario(RS, Ni)
 1 tc = 0
 2 p = GetFirstProcess(RS {Ni})
 3 while p = ∅ do
 4 Execute(p, tc)
 5 while fault(p) do
 6 Restore(p)
 7 Execute(p, tc + Cp)
 8 end while
 9 PlaceIntoCommBuffer(OutputMessages(p))
 10 p = GetNextProcess(RS {Ni})
 11 end while
 end ExtractScenario

Figure 4.15:
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extracted from the root schedule of node Ni (line 10) and the
algorithm continues with execution of this process.

Re-executions against faults usually delay executions of the
next processes in the root schedule. We have accommodated
process delays into recovery slacks of the root schedule with the
RootScheduleGeneration algorithm (Figure 4.12). Therefore, if
process p is delayed due to re-executions of previous processes
and cannot be executed at the start time pre-defined in the root
schedule, it is immediately executed after been extracted, within
its recovery slack (Execute function, line 7 in Figure 4.15).

4.5 Experimental Results
For the evaluation of our algorithms we used applications of 20,
40, 60, and 80 processes mapped on architectures consisting of 4
nodes. We have varied the number of faults, considering 1, 2,
and 3 faults, which can happen during one execution cycle. The
duration µ of the recovery time has been set to 5 ms. Fifteen
examples were randomly generated for each application dimen-
sion, thus a total of 60 applications were used for experimental
evaluation. Execution times and message lengths were assigned
randomly within the 10 to 100 ms, and 1 to 4 bytes ranges,
respectively. The experiments were done on Sun Fire V250 com-
puters.

We were first interested to evaluate how well the conditional
scheduling algorithm handles the transparency/performance
trade-offs imposed by the designer. Hence, we have scheduled
each application, on its corresponding architecture, using the
conditional scheduling (CS) strategy from Figure 4.8. In order to
evaluate CS, we have considered a reference non-fault tolerant
implementation, NFT. NFT executes the same scheduling algo-
rithm but considering that no faults occur (k = 0). Let δCS and
δNFT be the end-to-end delays of the application obtained using
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CS and NFT, respectively. The fault tolerance overhead is defined
as 100 × (δCS – δNFT) / δNFT.

For the experiments, we considered that the designer is inter-
ested to maximize the amount of transparency for the inter-
processor messages, which are critical to a distributed fault-tol-
erant system. Thus, we have considered five transparency sce-
narios, depending on how many of the inter-processor messages
have been set as frozen: 0, 25, 50, 75 or 100%. Table 4.1 presents
the average fault-tolerance overheads for each of the five trans-
parency requirements. We can see that, as the transparency
requirements are relaxed, the fault-tolerance overheads are
reduced. For example, for application graphs of 60 processes
with three faults, we have obtained an 86% overhead for 100%
frozen messages, which was reduced to 58% for 50% frozen mes-
sages.

Table 4.2 presents the average memory1 space per computa-
tion node (in kilobytes) required by the schedule tables. Often,
one entity has the same start time under different conditions.
Such entries into the table can be merged into a single table
entry, headed by the union of the logical expressions. Thus,
Table 4.2 reports the memory required after such a straightfor-
ward compression. We can observe that as the transparency
increases, the memory requirements decrease. For example, for
60 processes and three faults, increasing the number of frozen

1. Considering an architecture where an integer and a pointer are repre-
sented on two bytes.

Table 4.1: Fault-Tolerance Overheads (CS), %
20 processes 40 processes 60 processes 80 processes  

k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 
100% 48 86 139 39 66 97 32 58 86 27 43 73 
75% 48 83 133 34 60 90 28 54 79 24 41 66 
50% 39 74 115 28 49 72 19 39 58 14 27 39 
25% 32 60 92 20 40 58 13 30 43 10 18 29 
0% 24 44 63 17 29 43 12 24 34 8 16 22 
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messages from 50% to 100% reduces the memory needed from
18K to 4K.

The CS algorithm runs in less than three seconds for large
applications (80 processes) when only one fault has to be toler-
ated. Due to the nature of the problem, the execution time
increases exponentially with the number of faults that have to be
handled. However, even for graphs of 60 processes, for example,
and three faults, the schedule synthesis algorithm finishes in
under 10 minutes.

Shifting-based scheduling, discussed in Section 4.4, can only
handle a setup with 100% transparency for inter-processor mes-
sages. As a second set of experiments, we have compared the
conditional scheduling approach with the shifting-based sched-
uling approach, namely SBS, considering this 100% scenario. In
order to compare the two algorithms, we have produced the end-
to-end delay δSBS of the application when using SBS. When com-
paring the delay δCS, obtained with conditional scheduling, to
δSBS in the case of k = 2, for example, conditional scheduling out-
performs SBS on average with 13, 11, 17, and 12% for applica-
tion dimensions of 20, 40, 60 and 80 processes, respectively.
However, shifting-based scheduling generates schedules for
these applications in less than quota of a second and can pro-

Table 4.2: Memory Requirements (CS), Kbytes

20 processes 40 processes 60 processes 80 processes  
k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 

100% 0.13 0.28 0.54 0.36 0.89 1.73 0.71 2.09 4.35 1.18 4.21 8.75 
75% 0.22 0.57 1.37 0.62 2.06 4.96 1.20 4.64 11.55 2.01 8.40 21.11 
50% 0.28 0.82 1.94 0.82 3.11 8.09 1.53 7.09 18.28 2.59 12.21 34.46 
25% 0.34 1.17 2.95 1.03 4.34 12.56 1.92 10.00 28.31 3.05 17.30 51.30 
0% 0.39 1.42 3.74 1.17 5.61 16.72 2.16 11.72 34.62 3.41 19.28 61.85 

 

Table 4.3: Memory Requirements (SBS), Kbytes

20 processes 40 processes 60 processes 80 processes  
k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 

100% 0.016 0.034 0.054 0.070 
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duce root schedules for large graphs of 80, 100, and 120 proc-
esses with 4, 6, and 8 faults in that time. The schedule
generation time does not exceed 0.2 sec. even for 120 processes
and 8 faults. Therefore, shifting-based scheduling can be effec-
tively used in design optimization strategies, where transpar-
ency-related trade-offs are not considered.

The amount of memory needed to store root schedules is also
very small as shown in Table 4.3. Moreover, due to the nature of
the shifting-based scheduling algorithm, the amount of memory
needed to store the root schedule does not change with the
number of faults. Because of low memory requirements, shift-
ing-based scheduling is suitable for synthesis of fault-tolerant
schedules run even on small microcontrollers.

Finally, we considered a real-life example implementing a
vehicle cruise controller (CC). The process graph that models the
CC has 32 processes, and is described in [Pop03]. The CC was
mapped on an architecture consisting of three nodes: Electronic
Throttle Module (ETM), Anti-lock Breaking System (ABS) and
Transmission Control Module (TCM). We have considered a
deadline of 300 ms, k = 2 and µ = 2 ms. 

Considering 100% transparency for the messages on the bus,
SBS produced an end-to-end delay of 384 ms, larger than the
deadline. The CS approach reduced this delay to 346 ms, given
that all inter-processor messages are frozen, which is still
unschedulable. If we relax this transparency requirement and
select only half of the messages as frozen, we are able to further
reduce the delay to 274 ms which meets the deadline. The
designer can use our scheduling synthesis approach to explore
several design alternatives to find that one which provides the
most useful transparency properties. For example, the CC is still
schedulable even with 70% frozen messages.
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4.6 Conclusions
In this chapter, we have proposed two novel scheduling
approaches for fault-tolerant embedded systems in the presence
of multiple transient faults: conditional scheduling and shifting-
based scheduling.

The main contribution of the first approach is the ability to
handle performance versus transparency and memory size
trade-offs. This scheduling approach generates the most effi-
cient schedule tables.

The second scheduling approach handles only a fixed trans-
parency set-up, transparent recovery, where all messages on the
bus have to be sent at fixed times, regardless of fault occur-
rences. However, this scheduling approach is much faster than
conditional scheduling and requires less memory to store the
generated schedule tables. These advantages make this schedul-
ing technique suitable for microcontroller systems with strict
memory constraints.
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Chapter 5
Process Mapping and

Fault Tolerance Policy
Assignment

IN THIS CHAPTER we discuss two optimization problems
regarding the design of fault-tolerant embedded systems: map-
ping with fault tolerance policy assignment and mapping with
performance/transparency trade-offs.

For optimization of policy assignment, presented in the first
part of this chapter, we combine re-execution that provides time
redundancy with replication that provides spatial redundancy.
The mapping and policy assignment optimization algorithms
decide a process mapping and fault tolerance policy assignment
such that the overheads due to fault tolerance are minimized.
The application is scheduled using the shifting-based scheduling
technique presented in Section 4.4.

In the second part of this chapter we present an approach for
mapping optimization of fault-tolerant embedded systems with
performance/transparency trade-offs. In order to speed-up the
optimization process, we propose a schedule length estimation
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heuristic that evaluates design solutions without the need to
generate the complete schedule tables, thus reducing the run-
time.

5.1 Fault Tolerance Policy Assignment
In this thesis, by policy assignment we denote the decision on
which fault tolerance techniques should be applied to a process.
In this chapter, we will consider two fault tolerance techniques:
re-execution and replication (see Figure 5.1).

The fault tolerance policy assignment is defined by three func-
tions, P, Q, and R, as follows:

P: V → {Replication, Re-execution, Replication & Re-execution}
determines whether a process is replicated, re-executed, or rep-
licated and re-executed. When active replication is used for a proc-
ess Pi, we introduce several replicas into the application A, and
connect them to the predecessors and successors of Pi.

The function Q: V → Ν indicates the number of replicas for each
process. For a certain process Pi, if P(Pi)= Replication, then Q(Pi) =
k; if P(Pi) = Re-execution, then Q(Pi)= 0; if P(Pi) = Replication & Re-
execution, then 0 < Q(Pi) < k.

Let VR be the set of replica processes introduced into the appli-
cation. Replicas can be re-executed as well, if necessary. The
function R: V ∪ VR → Ν determines the number of re-executions for

Figure 5.1: Policy Assignment: Re-execution + Replication
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each process or replica. In Figure 5.1c, for example, we have
P(P1)=Replication & Re-execution, R(P1(1)) = 1 and R(P1(2)) = 0.1

Each process Pi ∈ V, besides its worst-case execution time Ci
on each computation node, is characterized by a recovery over-
head µi.

The mapping of a process in the application is given by a func-
tion M: V ∪ VR → N, where N is the set of nodes in the architec-
ture. The mapping M is not fixed and will have to be obtained
during design optimization.

Thus, our problem formulation is as follows:
 • As an input we have an application A given as a set of proc-

ess graphs (Section 3.1) and a system consisting of a set of
nodes N connected to a bus B.

 • The parameter k denotes the total number of transient faults
that can appear in the system during one cycle of execution.

We are interested to find a system configuration ψ such that
the k transient faults are tolerated and the imposed deadlines
are guaranteed to be satisfied, within the constraints of the
given architecture N. 

Determining a system configuration ψ = <F, M, S> means:

1. finding the fault-tolerance policy assignment, given by F =
<P, Q, R>, for the application A;

2. deciding on a mapping M for each process Pi in the applica-

tion A;
3. deciding on a mapping M for each replica in VR;
4. deriving the set S of schedule tables on each computation

node.
We will discuss policy assignment based on transparent recov-

ery with replication, where all messages on the bus are set to be
frozen, except those that are sent by replica processes. The shift-
ing-based scheduling presented in Section 4.4 with small modi-

1. For the sake of uniformity, in the case of replication, we name the origi-
nal process Pi as the first replica of process Pi, denoted with Pi(1), see 
Section 2.2.4.
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fications, which will be discussed in Section 5.1.4, is used to
derive schedule tables for the application A.

5.1.1 MOTIVATIONAL EXAMPLES

Let us, first, illustrate some of the issues related to policy
assignment. In the example presented in Figure 5.2 we have the
application A1 with three processes, P1 to P3, and an architec-
ture with two nodes, N1 and N2. The worst-case execution times
on each node are given in a table to the right of the architecture.
Note that N1 is faster than N2. The fault model assumes a single
fault, thus k = 1. The recovery overhead µ is 10 ms. The applica-
tion A1 has a deadline of 160 ms depicted with a thick vertical
line. We have to decide which fault-tolerance technique to use.

In Figure 5.2 we depict the schedules1 for each node. Compar-
ing the schedules in Figure 5.2a1 and Figure 5.2b1, we can
observe that using (a1) active replication the deadline is missed.

1. The schedules depicted are optimal.

Figure 5.2: Comparison of Replication and Re-execution

N1 N2N1 N2
P1

P3

P2

m1

P1

P3

P2

m1

P1(1)N1

N2

bus

P1(2)

P2(1)

P2(2)

P3(1)

P3(2)

N1

N2

bus

P1 P2

m
1(

2)

P3

a1)

b1)

k = 1

µ= 10 ms

k = 1

µ= 10 ms

Re-execution slack
for P1 and P2

P1
P2
P3

N1 N2

40 50
40
60

50
70

P1
P2
P3

N1 N2

40 50
40
60

50
70

Deadline

Missed

Met

P1(1)N1

N2

bus

P1(2)

P2(1)

P2(2)

N1

N2

bus

P1 P2 P3

P3(1)

P3(2)a2)

b2)

Deadline

Missed

Met

Re-execution slack
for P1, P2 , P3

P1 P3P2

m1 m2
P1 P3P2

m1 m2

A2

A1

m
1(

1)

m
1(

1)
m

1(
2)

m
2(

1)
m

2(
2)



PROCESS MAPPING AND FAULT TOLERANCE POLICY ASSIGNMENT

75

An additional delay is introduced with messages m1(1) and m1(2)
sent from replicas P1(1) and P1(2) of process P1, respectively, to
replicas P2(2) and P2(1) of process P2. In order to guarantee that
time constraints are satisfied in the presence of faults, all re-
executions of processes, which are accommodated in re-execu-
tion slacks, have to finish before the deadline. Using (b1) re-exe-
cution we are able to meet the deadline. However, if we consider
a modified application A2 with process P3 data dependent on P2,
the imposed deadline of 200 ms is missed in Figure 5.2b2 if re-
execution is used, and it is met when replication is used as in
Figure 5.2a2.

This example shows that the particular technique to use has
to be carefully adapted to the characteristics of the application.
Moreover, the best result is most likely to be obtained when both
techniques are used together, some processes being re-executed,
while others replicated.

Let us consider the example in Figure 5.3, where we have an
application with four processes mapped on an architecture of
two nodes. In Figure 5.3a all processes are re-executed, and the
depicted schedule is optimal for re-execution, yet missing the

Figure 5.3: Combining Re-execution and Replication
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deadline. However, combining re-execution with replication, as
in Figure 5.3b where process P1 is replicated, will meet the dead-
line. In this case, message m2 does not have to be delayed to
mask the failure of process P1. Instead, P2 will have to receive
message m1(1) from replica P1(1) of process P1, and process P3
will have to receive message m2(2) from replica P1(2). Even
though transmission of these messages will introduce a delay
due to the inter-processor communication on the bus, this delay
is compensated by the gain in performance because of replication
of process P1.

5.1.2 MAPPING WITH FAULT TOLERANCE

In general, fault-tolerance policy assignment cannot be done
separately from process mapping. Consider the example in
Figure 5.4. Let us suppose that we have applied a mapping algo-

Figure 5.4: Mapping and Fault Tolerance
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rithm without considering the fault-tolerance aspects, and we
have obtained the best possible mapping, depicted in
Figure 5.4a, which has the shortest execution time. If we apply
on top of this mapping a fault-tolerance technique, for example,
re-execution as in Figure 5.4b, we miss the deadline.

The re-execution has to be considered during mapping of proc-
esses, and then the best mapping will be the one in Figure 5.4c
which clusters all processes on the same computation node in
order to reduce the re-execution slack and the delays due to the
masking of faults. In this thesis, we will consider the assignment
of fault-tolerance policies at the same time with the mapping of
processes to computation nodes in order to improve the quality
of the final design.

5.1.3 DESIGN OPTIMIZATION STRATEGY

The design problem formulated in the previous section is NP
complete (both the scheduling and the mapping problems, con-
sidered separately, are already NP-complete [Gar03]). Our strat-
egy is outlined in Figure 5.5 and has three steps:

1. In the first step (lines 1–2) we decide very quickly on an

initial fault-tolerance policy assignment F0 and mapping M0.
The initial mapping and fault-tolerance policy assignment

Figure 5.5: Design Optimization Strategy for 
Fault Tolerance Policy Assignment

MPAOptimizationStrategy(A, N)
 1 Step 1: ψ0 = InitialMPA(A, N )

 2 if S0 is schedulable then stop end if

 3 Step 2: ψ= GreedyMPA(A, N, ψ0)

 4 if S is schedulable then stop end if

 5 Step 3: ψ = TabuSearchMPA(A,  N, ψ)

 6 return ψ

end MPAOptimizationStrategy
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algorithm (InitialMPA line 1 in Figure 5.5) assigns a re-
execution policy to each process in the application A and
produces a mapping that tries to balance the utilization
among nodes. The application is then scheduled using the
shifting-based scheduling algorithm presented in Section
4.4. If the application is schedulable the optimization
strategy stops. 

2. The second step consists of a greedy heuristic GreedyMPA
(line 3), discussed in Section 5.1.4, that aims to improve the
fault-tolerance policy assignment and mapping obtained in
the first step. 

3. If the application is still not schedulable, we use, in the third
step, a tabu search-based algorithm TabuSearchMPA presented
in Section 5.1.4.

If after these three steps the application is unschedulable, we
assume that no satisfactory implementation could be found with
the available amount of resources.

5.1.4 SCHEDULING AND REPLICATION

In Section 4.4, we presented the shifting-based scheduling algo-
rithm for re-execution. For scheduling applications that combine
re-execution and replication, this algorithm has to be slightly
modified to capture properties of replica descendants, as illus-
trated in Figure 5.6. The notion of “ready process” will be differ-
ent in the case of processes waiting inputs from replicas. In that
case, a successor process Ps of replicated process Pi can be placed
in the root schedule at the earliest time moment t, at which at
least one valid message mi(j) can arrive from a replica Pi(j) of
process Pi.

1 We also include in the set of valid messages mi(j) the
output from replica Pi(j) to successor Ps passed through the
shared memory (if replica Pi(j) and successor Ps are mapped on
the same computation node).

1. We consider the original process Pi as a first replica, denoted with Pi(1).
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Let us consider the example in Figure 5.6, where P2 is repli-
cated and we use a shifting-based scheduling without the above
modification. In this case, P3, the successor of P2, is scheduled at
the latest moment, when any of the messages to P2 can arrive.
Therefore, P3 has to be placed in the schedule, as illustrated in
Figure 5.6a, after message m2(2) for replica P2(2) has arrived. Of
course, we should also introduce recovery slack for process P3 if
it experiences a fault.

However, the root schedule can be shortened by placing P3 as
in Figure 5.6b, immediately following replica P2(1) on N1, if we
use the updated notion of “ready process” for successors of repli-
cated processes. In this root schedule, process P3 will start
immediately after replica P2(1) in the case that no fault occurred
in P2(1). If replica P2(1) fails, then, in the corresponding contin-
gency schedule, process P3 will be delayed until it receives mes-
sage m2(2) from replica P2(2) on N2 (shown with the thick-margin
rectangle). In the root schedule, we should accommodate this
delay into the recovery slack of process P3 as shown in
Figure 5.6b. Process P3 can also experience faults. However,
processes can experience at maximum k faults during one appli-
cation run. In this example, P2 and P3 cannot be faulty at the

Figure 5.6: Scheduling Replica Descendants
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same time because k = 1. Therefore, process P3 will not need to
be re-executed if it is delayed in order to receive message m2(2)
(since, in this case, P2(1) has already failed). The only scenario,
in which process P3 can experience a fault, is the one where
process P3 is scheduled immediately after replica P2(1). In this
case, however, re-execution of process P3 is accommodated into
the recovery slack. The same is true for the case if P1 fails and,
due to its re-execution, P2(1) and P3 have to be delayed. As can be
seen, the resulting root schedule depicted in Figure 5.6b is
shorter than the one in Figure 5.6a and the application will
meet its deadline.

5.1.5 OPTIMIZATION ALGORITHMS

For the optimization of the mapping and fault-policy assignment
we perform two steps, see Figure 5.5. One is based on a greedy
heuristic, GreedyMPA. If this step fails, we use, in the next step,
a tabu search-based approach, TabuSearchMPA. 

Both approaches investigate in each iteration all the processes
on the critical path of the merged application graph G (see Sec-
tion 3.1), and use design transformations (moves) to change a
design such that the critical path is reduced. Let us consider the
example in Figure 5.7, where we have an application of four
processes that has to tolerate one fault, mapped on an architec-
ture of two nodes. Let us assume that the current solution is the
one depicted in Figure 5.7a. In order to generate neighbouring
solutions, we perform design transformations that change the
mapping of a process, and/or its fault-tolerance policy. Thus, the
neighbour solutions generated starting from Figure 5.7a, are
the solutions presented in Figure 5.7b–5.7e. Out of these, the
solution in Figure 5.7c is the best in terms of schedule length.

The greedy approach selects in each iteration the best move
found and applies it to modify the design. The disadvantage of
the greedy approach is that it can “get stuck” into a local opti-
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mum. To avoid this, we have implemented a tabu search algo-
rithm, presented in Figure 5.8.

Figure 5.7: Moves and Tabu History
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The tabu search takes as an input the merged application graph
G, the architecture N and the current implementation ψ, and pro-
duces a schedulable and fault-tolerant implementation xbest.
The tabu search is based on a neighbourhood search technique,
and thus in each iteration it generates the set of moves Nnow

Figure 5.8: Tabu Search Algorithm for Optimization of
Mapping and Fault Tolerance Policy Assignment

TabuSearchMPA(G, N, ψ)
 1 -- given a merged application graph G and an architecture N produces a policy
 2 -- assignment F and a mapping M such that G is fault-tolerant & schedulable
 3 xbest = xnow = ψ; BestCost = ListScheduling(G,  N, xbest) -- Initialization
 4 Tabu = ∅;  Wait = ∅ -- The selective history is initially empty
 5 while xbest not schedulable ∧ TerminationCondition not satisfied do

 6 -- Determine the neighboring solutions considering the selective history
 7 CP = CriticalPath(G); Nnow = GenerateMoves(CP)

 8 -- eliminate tabu moves if they are not better than the best-so-far
 9 Ntabu = {move(Pi) | ∀ Pi ∈CP ∧ Tabu(Pi)=0 ∧ Cost(move(Pi)) < BestCost}

 10 Nnon-tabu = N \ Ntabu

 11 -- add diversification moves 

 12 Nwaiting = {move(Pi) | ∀ Pi ∈ CP ∧ Wait(Pi) > |G|}

 13 Nnow = Nnon-tabu ∪ Nwaiting

 14 -- Select a solution based on aspiration criteria
 15 xnow = SelectBest(Nnow); 

 16 xwaiting = SelectBest(Nwaiting); xnon-tabu = SelectBest(Nnon-tabu)

 17 if Cost(xnow) < BestCost then x = xnow -- select xnow if better than best-so-far
 18 else if ∃  xwaiting then x = xwaiting -- otherwise diversify
 19 else x = xnon-tabu -- if no better and no diversification, select best non-tabu
 20 end if

 21 -- Perform selected move
 22 PerformMove(x); Cost = ListScheduling(G,  N, x)

 23 -- Update the best-so-far solution and the selective history tables
 24 If Cost < BestCost then xbest = x; BestCost = Cost end if

 25 Update(Tabu); Update(Wait)

 26 end while

 27 return xbest

end TabuSearchMPA
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that can be reached from the current solution xnow (line 7 in
Figure 5.8). In our implementation, we only consider changing
the mapping or fault-tolerance policy assignment of the proc-
esses on the critical path, corresponding to the current solution,
denoted with CP in Figure 5.8. We define the critical path as the
path through the merged graph G which corresponds to the long-
est delay in the schedule table. For example, in Figure 5.7a, the
critical path is formed by P1, m2 and P3.

The key feature of a tabu search is that the neighbourhood solu-
tions are modified based on a selective history of the states
encountered during the search. The selective history is imple-
mented in our case through the use of two tables, Tabu and Wait.
Each process has an entry in this tables. If Tabu(Pi) is non-zero, it
means that the process is “tabu”, i.e., should not be selected for
generating moves, while if Wait(Pi) is greater than the number of
processes in the graph |G|, the process has waited a long time
and should be selected for diversification. Thus (lines 9 and 10 of
the algorithm) a move will be removed from the neighbourhood
solutions if it is tabu. However, tabu moves are also accepted if
they are better than the best-so-far solution (line 10). In line 12
the search is diversified with moves which have waited a long
time without being selected.

In lines 14–20 we select the best one out of these solutions. We
prefer a solution that is better than the best-so-far xbest (line 17).
If such a solution does not exist, then we choose to diversify. If
there are no diversification moves, we simply choose the best
solution found in this iteration, even if it is not better than xbest.
Finally, the algorithm updates the best-so-far solution, and the
selective history tables Tabu and Wait. The algorithm ends
when a schedulable solutions has been found, or an imposed ter-
mination condition has been satisfied (as, if a time-limit has
been reached).

Figure 5.7 illustrates how the algorithm works. Let us con-
sider that the current solution xnow is the one presented in
Figure 5.7a, with the corresponding selective history presented
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to its right, and the best-so-far solution xbest is the one in
Figure 5.3a. The generated solutions are presented in
Figure 5.7b–5.7e. The solution (b) is removed from the set of con-
sidered solutions because it is tabu, and it is not better than
xbest. Thus, solutions (c)–(e) are evaluated in the current itera-
tion. Out of these, the solution in Figure 5.7c is selected, because
although it is tabu, it is better than xbest. The table is updated as
depicted to the right of Figure 5.7c in bold, and the iterations
continue with solution (c) as the current solution.

5.1.6 EXPERIMENTAL RESULTS

For the evaluation of our algorithms we used applications of 20,
40, 60, 80, and 100 processes (all unmapped and with no fault-
tolerance policy assigned) implemented on architectures consist-
ing of 2, 3, 4, 5, and 6 nodes, respectively. A time-division multi-
ple access (TDMA) bus with the time-triggered protocol (TTP)
[Kop03] has been used as a communication media. We have var-
ied the number of faults depending on the architecture size, con-
sidering 3, 4, 5, 6, and 7 faults for each architecture dimension,
respectively. The recovery overhead µ has been set to 5 ms. Fif-
teen examples were randomly generated for each application
dimension, thus a total of 75 applications were used for experi-
mental evaluation. We generated both graphs with random
structure and graphs based on more regular structures like
trees and groups of chains. Execution times and message
lengths were assigned randomly using both uniform and expo-
nential distribution within the 10 to 100 ms, and 1 to 4 bytes
ranges, respectively. The experiments were performed on Sun
Fire V250 computers.

We were first interested to evaluate the proposed optimization
strategy in terms of overheads introduced due to fault-tolerance.
Hence, we have implemented each application, on its corre-
sponding architecture, using the MPAOptimizationStrategy
(MXR) strategy from Figure 5.5. In order to evaluate MXR, we
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have derived a reference non-fault tolerant implementation,
NFT, which ignores the fault tolerance issues. The NFT imple-
mentation is produced as result of an optimization similar to
MXR but without any moves related to fault tolerance policy
assignment. Compared to the NFT implementation thus
obtained, we would like MXR to produce a fault-tolerant design
with as little as possible overhead, using the same amount of
hardware resources (nodes). For these experiments, we have
derived the shortest schedule within an imposed time limit for
optimization: 10 minutes for 20 processes, 20 for 40, 1 hour for

Table 5.1: Fault Tolerance Overheads due to MXR 
(Compared to NFT) for Different Applications

Number of 
processes 

k % maximum % average % minimum 

20 3 98.36 70.67 48.87 

40 4 116.77 84.78 47.30 

60 5 142.63 99.59 51.90 

80 6 177.95 120.55 90.70 

100 7 215.83 149.47 100.37 

 

Table 5.2: Fault Tolerance Overheads due to MXR for 
Different Number of Faults in the Applications of 60 

Processes Mapped on 4 Computation Nodes

k % maximum % average % minimum 

2 52.44 32.72 19.52 

4 110.22 76.81 46.67 

6 162.09 118.58 81.69 

8 250.55 174.07 117.84 

10 292.11 219.79 154.93 
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60, 2 hours and 20 minutes for 80 and 5 hours and 30 minutes
for 100 processes.

The first results are presented in Table 5.1. Applications of 20,
40, 60, 80, and 100 processes are mapped on 2, 3, 4, 5, and 6 com-
putation nodes, respectively. Accordingly, we change the number
of faults from 3 to 7. In the three last columns, we present max-
imum, average, and minimum time overheads introduced by
MXR compared to NFT. Let δMXR and δNFT be the schedule
lengths obtained using MXR and NFT. The overhead due to
introduced fault tolerance is defined as 100× (δMXR –δNFT) / δNFT.
We can see that the fault tolerance overheads grow with the
application size. The MXR approach can offer fault tolerance
within the constraints of the architecture at an average time
overhead of approximately 100%. However, even for applications
of 60 processes, there are cases where the overhead is as low as
52%.

We were also interested to evaluate our MXR approach in the
case of different number of faults, while the application size and
the number of computation nodes were fixed. We have consid-
ered applications with 60 processes mapped on four computation
nodes, with the number k of faults being 2, 4, 6, 8, or 10.
Table 5.2 shows that the time overheads due to fault tolerance
increase with the number of tolerated faults. This is expected,
since we need more replicas and/or re-executions if there are
more faults.

With a second set of experiments, we were interested to eval-
uate the quality of our MXR optimization approach. Thus,
together with the MXR approach we have also evaluated two
extreme approaches: MX that considers only re-execution, and
MR which relies only on replication for tolerating faults. MX and
MR use the same optimization approach as MRX, but, for fault
tolerance, all processes are assigned only with re-execution or
replication, respectively. In Figure 5.9 we present the average
percentage deviations of the MX and MR from MXR in terms of
overhead. We can see that by optimizing the combination of re-
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execution and replication, MXR performs much better compared
to both MX and MR. On average, MXR is 77% and 17.6% better
than MR and MX, respectively. This shows that considering re-
execution at the same time with replication can lead to signifi-
cant improvements.

In Figure 5.9 we have also presented a straightforward strat-
egy SFX, which first derives a mapping without fault-tolerance
considerations (using MXR without fault-tolerance moves) and
then applies re-execution. This is a solution that can be obtained
by a designer without the help of our fault-tolerance optimiza-
tion tools. We can see that the overheads thus obtained are very
large compared to MXR, up to 58% on average. We can also
notice that, despite the fact that both SFX and MX use only re-
execution, MX is much better. This confirms that the optimiza-
tion of the fault-tolerance policy assignment has to be addressed
at the same time with the mapping of functionality.

Finally, we have considered a real-life example implementing
a vehicle cruise controller (CC), which was previously used to
evaluate scheduling techniques in Chapter 4. We have consid-

Figure 5.9: Comparing MXR with MX, MR and SFX
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ered the same deadline of 300 ms, the maximum number of
faults k = 2, and a recovery overhead µ = 2 ms.

In this setting, the MXR produced a schedulable fault-tolerant
implementation with a worst-case system delay of 275 ms, and
with an overhead compared to NFT of 65%. If only one single
policy is used for fault-tolerance, as in the case of MX and MR,
the delay is 304 ms and 361 ms, respectively, and the deadline is
missed.

5.2 Mapping Optimization with Transparency
In this part of the chapter, we discuss mapping optimization
with the possibility of trading-off transparency for performance.
As discussed in Section 4.1, increased transparency makes a
system easier to debug. The amount of memory required to store
contingency schedules is also reduced with increasing transpar-
ency. However, as a drawback, transparency increases the
worst-case delays of processes.

The designer specifies the desired degree of transparency by
customizing transparency properties with declaring certain
processes and messages as frozen. As discussed earlier, a frozen
process or message has a fixed start time regardless of the occur-
rence of faults in the rest of application. These customized trans-
parency properties have to be taken into account during design
optimization, particularly mapping optimization, because they
introduce delays that can violate timing constrains of the appli-
cation.

Thus, in this part of the chapter, we are interested to find a
mapping of processes such that the delays introduced due to the
frozen processes and messages are reduced. The design strate-
gies proposed will be based on conditional scheduling, presented
in Section 4.3, that can accommodate customized transparency
properties into fault-tolerant schedules. In this section we
assume that fault tolerance is achieved by re-execution.
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5.2.1 MOTIVATIONAL EXAMPLES

To illustrate the issues related to mapping with transparency,
we will discuss two examples, one with a frozen process, pre-
sented in Figure 5.10 and one with frozen messages, presented
in Figure 5.11. As before, we depict frozen processes and mes-
sages using squares.

In Figure 5.10 we consider an application consisting of six
processes, P1 to P6 that have to be mapped on an architecture
consisting of two computation nodes connected to a bus. We
assume that there can be at most k = 2 faults during one cycle of
operation. The worst-case execution times for each process on
each computation node are depicted in the table next to the
architecture. Furthermore, let us assume that process P2 is fro-
zen. We impose a deadline of 310 ms for the application (a thick
line crossing the figure). If we decide the mapping without con-
sidering the transparency requirement on P2, we obtain the
optimal mapping depicted in Figure 5.10a (processes P2, P4 and
P5 are mapped on node N1; while P1, P3 and P6 on node N2). If
transparency is ignored, the application is schedulable in all
possible fault scenarios; it meets the deadline even in case of the
worst-case fault scenario shown in Figure 5.10b.

If the same mapping determined in Figure 5.10a is used in the
case of transparency, the obtained solution is depicted in
Figure 5.10c, where the start time of P2, which should be frozen,
is delayed with respect to the worst-case fault scenario of P4.
However, in this case, the deadline will not be met due to the
delay introduced by the frozen process P2. A mapping that
makes the system schedulable even in the worst-case fault sce-
nario and with a frozen P2 is shown in Figure 5.10d. According
to this mapping, processes P1, P2 and P5 are mapped on node N1,
while processes P3, P4 and P6 are mapped on node N2. Counter-
intuitively, this mapping is not balanced and communications
are increased compared to the previous mapping, since we send
message m2, which is two times larger than message m1. How-
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ever, it gives a better solution that will meet the deadline even in
the worst-case fault scenario depicted in Figure 5.10d.1

1. Note that process P3 is scheduled between the first execution P4/1 of 
process P4 and re-execution P4/2 of P4 because process P3 has higher 
priority than process P4, according to the partial critical path (PCP) 
[Ele00] priority function applied to list scheduling (Section 4.3).

Figure 5.10: Mapping with Frozen Processes
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Another example, illustrating the importance of considering
frozen messages during the mapping process, is depicted in
Figure 5.11. The application consists also of six processes, P1 to
P6. We impose a deadline of 290 ms for the application. Let us
consider that all messages transmitted on the bus are frozen.

Figure 5.11: Mapping with Frozen Messages
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This means that messages will have the same start time on the
bus regardless of the particular fault scenario that happens. The
optimal mapping, ignoring transparency, is presented in
Figure 5.11a. The application meets the deadline even in the
worst case fault scenario as shown in Figure 5.11b. This map-
ping is balanced and communications are minimized. Once we
introduce transparency, the application becomes unschedulable,
as illustrated in Figure 5.11c. However, considering the trans-
parency requirements during mapping leads to a schedulable
solution depicted, with its worst-case scenario, in Figure 5.11d.
Counterintuitively, this solution is not balanced and, instead of
one message, two messages are sent via the bus.

The examples presented have shown that transparency prop-
erties have to be carefully considered during mapping and that
mapping alternatives which are optimal for non-transparent
solutions can be inefficient when transparency is introduced.

5.2.2 OPTIMIZATION STRATEGY

Our mapping optimization strategy, outlined in Figure 5.12,
determines a mapping M for application A on computation nodes
N such that the application is schedulable and the transparency
requirements T are satisfied. The optimization strategy receives
as input the application graph G, the maximum number of faults
k in the system period, the architecture N, transparency require-
ments T, and deadline D. The output of the algorithm is a map-
ping M of processes to nodes, and a conditional schedule table for
processes and messages, which is produced with the conditional
scheduling algorithm presented in Section 4.3.

The design problem outlined above is NP complete [Ull75].
Our strategy, presented in Figure 5.12, is to address separately
the mapping and scheduling. We start by determining an initial
mapping Minit with the InitialMapping function (line 1). This is a
straightforward mapping that balances computation node utili-
zation and minimizes communications. The schedulability of the
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resulted system is evaluated with the conditional scheduling
algorithm (lines 2-3). If the initial mapping is unschedulable,
then we iteratively improve the mapping of processes on the
critical path of the worst-case fault scenario aiming at finding a
schedulable solution (lines 4-9). For this purpose, we use a hill-
climbing heuristic, which combines a greedy algorithm and a
method to recover from local optima.

A new mapping alternative Mnew is obtained with a greedy
algorithm, IterativeMapping (line 5) which is presented in the
next section. Since IterativeMapping is a greedy heuristic it will
very likely end up in a mapping Mnew, which is a local minimum.
In order to explore other areas of the design space, we will
restart the IterativeMapping heuristic with a new initial solution
Minit which should not lead to the same local minimum. As rec-
ommended in literature [Ree93], an efficient way to find such a
new initial mapping is the following: Given the actual solution
Mnew we apply an optimization run using a new cost function dif-
ferent from the global schedule length, which is used as a cost
function in the optimization so far. This optimization run will

Figure 5.12: Optimization Strategy for Mapping with 
Performance/Transparency Trade-Offs

 OptimizationStrategy(G, k, N, T, D)

 1 Minit := InitialMapping(G)

 2 l := CondScheduling(G, k, N, Minit, T)

 3 if l < D then return Minit

 4 while not_termination do

 5 Mnew := IterativeMapping(G, k, N, Minit, T)

 6 l := CondScheduling(G, k, N, Mnew, T)

 7 if l < D then return Mnew

 8 Minit := FindNewInit(G, , Mnew)

 9 end while

 10 return no_solution 

 end OptimizationStrategy
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produce a new mapping Minit and is implemented by the func-
tion FindNewInit (line 8). This function runs a simple greedy iter-
ative mapping, which is aiming at an optimal load balancing of
the nodes.

If the solution produced by IterativeMapping is schedulable,
then the optimization will stop (line 7). However, a termination
criterion is needed in order to terminate the mapping optimiza-
tion if no solution is found. A termination criterion, which we
obtained empirically and which produced very good results, is to
limit the number of iterations without any improvement to

, where Nproc is the number of processes,
Nnodes is the number of computation nodes, and k is the maxi-
mum number of faults in the system period.

5.2.3 ITERATIVE MAPPING

IterativeMapping depicted in Figure 5.13 is a greedy algorithm
that incrementally changes the mapping M until no further
improvement (line 3) is possible. Our approach is to tentatively
change the mapping of processes on the critical path of the appli-
cation graph G. The critical path CP is found by the function
FindCP (line 6). Each process Pi ∈ CP on the critical path is ten-
tatively moved to each node in N. We evaluate each move in
terms of schedule length, considering transparency properties T
and the number of faults k (line 11).

The calculation of the schedule length should, in principle, be
performed by conditional scheduling (ConditionalScheduling
function, see Section 4.3). However, conditional scheduling takes
too long time to be used inside such an iterative optimization
loop. Therefore, we have developed a fast schedule length esti-
mation heuristic, ScheduleLengthEstimation, which is used to

Nproc k× Nnodes( )ln×
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guide the InitialMapping heuristic. The estimation heuristic is
presented in the next section.

After evaluating possible alternatives, the best move com-
posed of the best process Pbest and the best computation node
Nbest is selected (lines 13-16). This move is executed if leading to
improvement (line 19). IterativeMapping will stop if there is no
further improvement.

Figure 5.13: Iterative Mapping Heuristic (IMH)

 IterativeMapping(G, k, N, M, T)
 1 improvement := true

 2 lbest := ScheduleLength(G, k, N, M, T)

 3 while improvement do

 4 improvement := false

 5 Pbest := ; Nbest := 

 6 CP := FindCP(G )

 7 SortCP(CP)

 8 for each Pi ∈CP do

 9 for each Nj  Nc do

 10 ChangeMapping(M, Pi , Nj )

 11 lnew := ScheduleLengthEstimation(G, k, N, M, T )

 12 RestoreMapping(M)

 13 iflnew < lbest then

 14 Pbest := Pi; Nbest := Nj; lbest := lnew 

 15 improvement := true

 16 end if

 17 end for

 18 end for

 19 if improvement then ChangeMapping(M, Pbest, Nbest)

 20 end while

 21 return M

 end IterativeMapping

∅ ∅

≠



CHAPTER 5

96

5.2.4 SCHEDULE LENGTH ESTIMATION

The worst-case fault scenario consists of a combination of k fault
occurrences that leads to the longest schedule. The conditional
scheduling algorithm, presented in Section 4.3, examines all the
fault scenarios captured by the fault-tolerant conditional
process graph (FT-CPG), produces the conditional schedule
table, and implicitly determines the worst-case fault scenario.

However, the number of alternative paths to investigate is
growing exponentially with the number of faults. Hence, the
execution time of the conditional scheduling algorithm is also
growing, as our experiments in Section 5.1.6 show. On one hand,
conditional scheduling is, therefore, too slow to be used inside
the mapping optimization loop. On the other hand, mapping
optimization does not require generation of complete schedule
tables. Instead, only the schedule length is needed in order to
evaluate the quality of the current design solution. Hence, in
this section, we are proposing a worst-case schedule length esti-
mation heuristic.

The main idea of the ScheduleLengthEstimation algorithm is to
avoid examining all fault scenarios, which is time-consuming.
Instead, the estimation heuristic incrementally builds a fault
scenario, which is as close as possible (in terms of resulted
schedule length) to the worst case.

Considering a fault scenario X(m) where m faults have
occurred, we construct the fault scenario X(m+1) with m+1
faults in a greedy fashion. Each fault scenario X(m) corresponds
to a partial FT-CPG GX(m), which includes only paths corre-
sponding to the m fault occurrences considered in X(m). Thus,
we investigate processes from GX(m) to determine the process
Pi∈ GX(m) that introduces the largest delay if it experiences the
(m+1)th fault (and has to be re-executed). A fault occurrence in
Pi is then considered as part of the fault-scenario X(m+1), and
the iterative process continues until we reach k faults.
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In order to speed up the estimation, we do not investigate all
the processes in GX(m). Instead, our heuristic selects processes
whose re-executions will likely introduce the largest delay. Can-
didate processes are those which have a long worst-case execu-
tion time and those which are located on the critical path.

The ScheduleLengthEstimation heuristic is outlined in
Figure 5.14. The set of all synchronization nodes Ls is generated
(line 1). Priorities are assigned to all synchronization nodes (line
2). For priority assignment we use the partial critical path
function outlined in [Ele00]. The estimation chooses
synchronization nodes according to the assigned priorities such
that it can derive their fixed start time. For each
synchronization node, ScheduleLengthEstimation selects a set of

Figure 5.14: Schedule Length Estimation

 ScheduleLengthEstimation(G, T, k,N, M)
 1 LS = GetSynchronizationNodes(G)

 2 PCPPriorityFunction(G, LS)

 3 X(0) := ; ψ := SinkNode(G)

 4 for each Si ∈ LS and ψ do

 5 tmax := 0

 6 Z := SelectProcesses(Si, G)

 7 for m := 1...k do

 8 for each Pi ∈ Z do

 9 GX(m), i := CreatePartialFTCPG(X(m - 1), Pi)

 10 t = ListScheduling(GX(m), i , Si)

 11 end for

 12 if tmax < t then

 13 tmax := t i; Pworst := Pi

 14 end if

 15 X(m) := X(m - 1) + Pi

 16 end for

 17 Schedule(Si, tmax)

 18 end for

 19 l est := completion_time(ψ)

 20 return l est

 end ScheduleLengthEstimation

∅
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processes that will potentially introduce the largest delay (line
6).

Re-executions of the selected processes are considered when
the partial FT-CPG is generated (line 9). Fault scenarios are
evaluated with a ListScheduling heuristic that stops once it
reaches a synhronization node (line 10). The fault scenario that
led to the greatest start time tmax is saved (line 15). Once the
fault scenario for k faults X(k) is obtained, the synchronization
node is scheduled.

When all synchronization nodes are scheduled, the algorithm
returns the estimated worst-case schedule length.

5.2.5 EXPERIMENTAL RESULTS

For evaluation of our mapping optimization strategy we used
applications of 20, 30, and 40 processes (all unmapped), respec-
tively, implemented on an architecture of 4 computation nodes.
We have varied the number of faults from 2 to 4 within one exe-
cution cycle. The recovery overhead µ was set to 5 ms. Thirty
examples were randomly generated for each dimension, both
with random structure and graphs based on more regular struc-
tures, like trees and groups of chains. Execution times and mes-
sage lengths were assigned randomly using uniform distribution
within the interval 10 to 100 ms, and 1 to 4 bytes, respectively.
We have selected a transparency level with 25% frozen processes
and 50% frozen messages. The experiments were done on Pen-
tium 4 at 2.8 GHz with 1 Gb of memory.

We were first interested to evaluate the proposed heuristic for
schedule length estimation (ScheduleLengthEstimation in
Figure 5.14, denoted with SE), in terms of monotonicity, relative
to the ConditionalScheduling (CS) algorithm presented in Section
4.3. SE is monotonous with respect to CS if for two alternative
mapping solutions M1 and M2 it is true that if CS(M1) ≤ CS(M2)
then also SE(M1) ≤ SE(M2).
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For the purpose of evaluating the monotonicity of SE, 50 ran-
dom mapping changes were performed for each application.
Each of those mapping changes was evaluated with both SE and
CS. The results are depicted in Table 5.2. As we can see, in over
90% of the cases, SE correctly evaluates the mapping decisions,
i.e. in the same way as CS. The rate of monotonicity decreases
slightly with the application dimension. However, it is not influ-
enced by increasing the number of faults.

Another important property of SE is its execution time, pre-
sented on Table 5.3. Execution time of the SE is growing linearly
with the number of faults and application size. Over all graph
dimensions, the execution time of SE is always less than 1 sec.
In comparison, the execution time of CS is growing exponen-

Table 5.1: Monotonicity (%)Table 5.2:

Table 5.1: Execution Time (sec)Table 5.3:

Table 5.1: Mapping Improvement (%)Table 5.4:

Number of 
processes 

2 faults 3 faults 4 faults 

20 94.20 90.58 91.65 
30 89.54 88.90 91.48 
40 88.91 86.93 86.32 

 

2 faults 3 faults 4 faults Number of 
processes SE CS SE CS SE CS 

20 0.01 0.07 0.02 0.28 0.04 1.37 
30 0.13 0.39 0.19 2.93 0.26 31.50 
40 0.32 1.34 0.50 17.02 0.69 318.88 

 

Number of 
processes 

2 faults 3 faults 4 faults 

20 32.89 32.20 30.56 
30 35.62 31.68 30.58 
40 28.88 28.11 28.03 
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tially with the number of processes and the number of faults and
can reach 318.88 seconds for 40 processes and 4 faults. This
shows that the conditional scheduling cannot be used inside the
optimization loop, while the scheduling heuristic is well-suited
for design space exploration.

We were also interested to evaluate our mapping optimization
strategy. Table 5.4 shows the improvement by mapping optimi-
zation that considers fault tolerance with transparency over
straightforward mapping (InitialMapping in Figure 5.13), which
does not consider the fault tolerance aspects. Thus, we deter-
mined using ConditionalScheduling the schedule length for two
mapping alternatives: InitialMapping and the mapping obtained
by our OptimizationStrategy in Figure 5.12. Table 5.4 presents
the percentage improvement in terms of schedule length of our
mapping optimization compared to the straightforward solution.
The schedule length obtained with our mapping optimization
algorithm is 30% shorter on average. This confirms that consid-
ering the fault tolerance and transparency aspects leads to sig-
nificantly better design solutions and that the ES heuristic can
be successfully used inside an optimization loop.

We were also interested to compare the solutions obtained
using ES with the case where CS is used for evaluating the map-
ping alternatives during optimization. However, this compari-
son was possible only for applications of 20 processes. We chose
15 synthetic applications with 25% frozen processes and 50%
frozen messages. In terms of schedule length, in case of 2 faults,
the CS-based strategy was only 3.18% better than the ES-based.
In case of 3 faults, the difference was 9.72%, while for 4 faults
the difference in terms of obtained schedule length was of 8.94%.

Finally, we have considered a real-life example implementing
a vehicle cruise controller (CC), which was previously used to
evaluate scheduling techniques in Chapter 4. We have consid-
ered the same deadline of 300 ms, k = 2 and µ = 2 ms. The
straightforward solution was unschedulable even with only 25%
frozen messages and no frozen processes. However, the applica-
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tion optimized with our mapping strategy, was easily schedula-
ble with 85% frozen messages. Moreover, we could additionally
introduce 20% frozen processes without violating timing con-
straints.

5.3 Conclusions
In the first part of this chapter, we have proposed a strategy for
fault tolerance policy assignment and mapping. We decided on
which fault tolerance technique or which combination of tech-
niques to assign to a certain process in the application. The fault
tolerance technique can be re-execution, which provides time-
redundancy, or active replication, which provides space-redun-
dancy. The fault tolerance policy assignment has to be jointly
optimized with mapping. We have implemented a tabu search-
based algorithm that assigns fault tolerance techniques to proc-
esses and decides on the mapping of processes, including repli-
cas.

In the second part of the chapter, we have proposed a mapping
optimization strategy that supports performance/transparency
trade-offs during the design process. Since the conditional
scheduling algorithm is computation-intensive and cannot be
used inside an optimization loop, we have proposed a fast esti-
mation heuristic which is able to accurately evaluate a given
mapping decision. The proposed mapping algorithm based on
the estimation heuristic is able to produce effective design solu-
tions for a given transparency set-up.
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Chapter 6
Checkpointing

IN THIS CHAPTER we extend our previous techniques based on
re-execution by introducing checkpoints. We, first, present our
approach to optimize the number of checkpoints. Secondly, we
extend the optimization strategy for fault tolerance policy
assignment presented in Section 5.1 with checkpoint optimiza-
tion.

6.1 Optimizing the Number of Checkpoints
Re-execution is a recovery technique with only one checkpoint,
where a faulty process is restarted from the initial process state.
In the general case of rollback recovery with checkpointing, how-
ever, a faulty process can be recovered from several checkpoints
inserted into the process, which, potentially, will lead to smaller
fault tolerance overheads. The number of checkpoints has a sig-
nificant impact on the system performance and has to be opti-
mized, as will be shown in this section.
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6.1.1 LOCAL CHECKPOINTING

First, we will illustrate issues of checkpoint optimization when
processes are considered in isolation. In Figure 6.1 we have
process P1 with a worst-case execution time of C1 = 50 ms. We
consider a fault scenario with k = 2, the recovery overhead µ1
equal to 15 ms, and checkpointing overhead χ1 equal to 5 ms.
The error-detection overhead α1 is considered equal to 10 ms.
Recovery, checkpointing and error-detection overheads are
shown with light grey, black, and dark grey rectangles, respec-
tively.

In the previous chapters, the error-detection overhead was
considered to be part of the worst-case execution time of proc-
esses. Throughout this chapter, however, we will explicitly con-
sider the error-detection overhead since it directly influences the
decision regarding the number of checkpoints introduced.

In Figure 6.1 we depict the execution time needed for P1 to tol-
erate two faults, considering from one to five checkpoints. Since
P1 has to tolerate two faults, the recovery slack S1 has to be dou-
ble the size of P1 including the recovery overhead, as well as the
error-detection overhead α1 that has to be considered for the

Figure 6.1: Locally Optimal Number of Checkpoints
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first re-execution of the process. Thus, for one checkpoint, the
recovery slack S1 of process P1 is (50 + 15) × 2 + 10 = 140 ms.

If two checkpoints are introduced, process P1 will be split into
two execution segments  and  . In general, the execution
segment is a part of the process execution between two check-
points or a checkpoint and the end of the process. In the case of
an error in process P1, only the segments  or  have to be
recovered, not the whole process, thus the recovery slack S1 is
reduced to (50/2 + 15) × 2 + 10 = 90 ms.

By introducing more checkpoints, the recovery slack S1 can be
thus reduced. However, there is a point over which the reduction
in the recovery slack S1 is offset by the increase in the overhead
related to setting each checkpoint. We will name this overhead
as a constant checkpointing overhead denoted as Oi for process
Pi. In general, this overhead is the sum of checkpointing over-
head χi and the error-detection overhead αi. Because of the over-
head associated with each checkpoint, the actual execution time
E1 of process P1 is constantly increasing with the number of
checkpoints (as shown with thick-margin rectangles around the
process P1 in Figure 6.1).

For process P1 in Figure 6.1, going beyond three checkpoints
will enlarge the total execution time R1 = S1 + E1, when two
faults occur.

In general, in the presence of k faults, the execution time Ri in
the worst-case fault scenario of process Pi with ni checkpoints
can be obtained with the formula:

P1
1 P1

2

P1
1 P1

2

Ri ni( ) Ei ni( ) Si ni( )+=

Ei ni( ) Ci ni αi χi+( )×+=

Si ni( )
Ci
ni
----- µi+

 
 
 

k αi k 1–( )×+×=

where

and

(6.1)
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where Ei(ni) is the execution time of process Pi with ni check-
points in the case of no faults. Si(ni) is the recovery slack of proc-
ess Pi. Ci is the worst-case execution time of process Pi.

 is the overhead introduced with ni checkpoints to
the execution of process Pi. In the recovery slack Si(ni),

 is the time needed to recover from a single fault,
which has to be multiplied by k for recovering from k faults. The
error-detection overhead αi of process Pi has to be additionally
considered in k − 1 recovered execution segments for detecting
possible fault occurrences (except the last, kth, recovery, where
all k faults have already happened and been detected).

Let now  be the optimal number of checkpoints for Pi, when
Pi is considered in isolation. Punnekkat et al. [Pun97] derive a
formula for  in the context of preemptive scheduling and sin-
gle fault assumption:

where Oi is a constant checkpointing overhead and Ci is the
computation time of Pi (the worst-case execution time in our
case).

We have extended formula (6.2) to consider k faults and
detailed checkpointing overheads χi and αi for process Pi, when
process Pi is considered in isolation:

ni αi χi+( )×

Ci ni⁄ µi+

ni
0

ni
0

, if

, if 

ni
+

Ci
Oi
-----=

ni
–

Ci
Oi
-----= Ci ni

– ni
– 1+( )Oi≤

Ci ni
– ni

– 1+( )Oi>

ni
0= (6.2)
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, if 

ni
+ kCi

χi αi+
---------------=

ni
–

kCi
χi αi+
---------------= Ci ni

– ni
– 1+( )

χi αi+

k
---------------≤

Ci ni
– ni

– 1+( )
χi αi+

k
--------------->

ni
0= (6.3)
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The proof of formula (6.3) can be found in Appendix I.
Formula (6.3) allows us to calculate the optimal number of

checkpoints for a certain process considered in isolation. For
example, in Figure 6.1, = 3:

6.1.2 GLOBAL CHECKPOINTING

Calculating the number of checkpoints for each individual proc-
ess will not produce a solution which is globally optimal for the
whole application because processes share recovery slacks.

Let us consider the example in Figure 6.2, where we have two
processes, P1 and P2 on a single computation node. We consider
two transient faults. The worst-case execution times and the
fault-tolerance overheads are depicted in the figure. In
Figure 6.2a, processes P1 and P2 are assigned with the locally
optimal number of checkpoints, = 3 and = 3, and share
one recovery slack, depicted as a shaded rectangle. The size of
the shared slack is equal to the individual recovery slack of proc-
ess P2 because its slack, which is (60 / 3 + 10) ×  2 + 5 = 65 ms, is
larger than the slack of P1, which is (50 / 3 + 10) ×  2 + 5=58.3 ms.

n1
0

2 2 1+( )× 5 10+
2

--------------- 45 50<=n1
– 2 50×

10 5+
--------------- 2= = n1

0 3=

Figure 6.2: Globally Optimal Number of Checkpoints
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The resulting schedule length is the sum of actual execution
times of processes P1 and P2 and the size of their shared recov-
ery slack of 65 ms:

[50 + 3 ×  (5 + 10)] + [60 + 3 ×  (5 + 10)] + 65 = 265 ms.

However, if we reduce the number of checkpoints to 2 for both
processes, as shown in Figure 6.2b, the resulting schedule
length is 255 ms, which is shorter than in the case of the locally
optimal number of checkpoints. The shared recovery slack, in
this case, is also equal to the individual recovery slack of process
P2 because its recovery slack, (60 / 2 + 10) ×  2 + 5 = 85 ms, is
larger than P1’s recovery slack, (50 / 3 + 10) ×  2 + 5 = 75 ms. The
resulting schedule length in Figure 6.2b is, hence, obtained as

[50 + 2 ×  (5 + 10)] + [60 + 2 ×  (5 + 10)] + 85 = 255 ms.

In general, slack sharing leads to a smaller number of check-
points associated to processes, or, at a maximum, this number is
the same as indicated by the local optima. This is the case
because the shared recovery slack, obviously, cannot be larger
than the sum of individual recovery slacks of the processes that
share it. Therefore, the globally optimal number of checkpoints
is always less or equal to the locally optimal number of check-
points obtained with formula (6.3). Thus, formula (6.3) provides
us with an upper bound on the number of checkpoints associated
to individual processes. We will use this formula in order to
bound the number of checkpoints explored with the optimization
algorithm presented in Section 6.2.4.

6.2 Policy Assignment with Checkpointing
In this section we extend the fault tolerance policy assignment
algorithm presented in Section 5.1 with checkpoint optimiza-
tion. Here rollback recovery with checkpointing1 will provide
time redundancy, while the spatial redundancy is provided with
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replication, as shown in Figure 6.3. The combination of fault-tol-
erance policies to be applied to each process is given by four
functions:
 • P: V → {Replication, Checkpointing, Replication & Checkpoint-

ing} determines whether a process is replicated, check-
pointed, or replicated and checkpointed. When active
replication is used for a process Pi, we introduce several repli-
cas into the application A, and connect them to the predecessors
and successors of Pi.

 • The function Q: V → Ν indicates the number of replicas for each
process. For a certain process Pi, if P(Pi) = Replication, then
Q(Pi) = k; if P(Pi) = Checkpointing, then Q(Pi) = 0; if P(Pi) = Repli-
cation & Checkpointing, then 0 < Q(Pi) < k.

 • Let VR be the set of replica processes introduced into the
application. Replicas can be checkpointed as well, if neces-
sary. The function R: V ∪ VR → Ν determines the number of
recoveries for each process or replica. In Figure 6.3c, for exam-
ple, we have P(P1) = Replication & Checkpointing, R(P1(1)) = 0
and R(P1(2)) = 1.

 • The fourth function X: V ∪ VR → Ν decides the number of
checkpoints to be applied to processes in the application and
the replicas in VR. We consider equidistant checkpointing,

1. From here and further on we will call the rollback recovery with check-
pointing shortly checkpointing.

Figure 6.3: Policy Assignment: Checkpointing +Replication
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thus the checkpoints are equally distributed throughout the
execution time of the process. If process Pi ∈ V or replica
Pi(j) ∈ VR is not checkpointed, then we have X(Pi) = 0 or
X(Pi(j)) = 0, respectively.

Each process Pi ∈ V , besides its worst execution time Ci for each
computation node, is characterized by an error detection overhead
αi, a recovery overhead µi, and checkpointing overhead χi. 

The mapping of a process in the application is given by a func-
tion M: V ∪ VR → N, where N is the set of nodes in the architec-
ture. The mapping M is not fixed and will have to be obtained
during design optimization.

Thus, our problem formulation for mapping and policy assign-
ment with checkpointing is as follows:

 • As an input we have an application A given as a set of proc-
ess graphs (Section 3.1) and a system consisting of a set of
nodes N connected to a bus B. 

 • The parameter k denotes the maximal number of transient
faults that can appear in the system during one cycle of exe-
cution.

We are interested to find a system configuration ψ such that
the k transient faults are tolerated and the imposed deadlines
are guaranteed to be satisfied, within the constraints of the
given architecture N. 

Determining a system configuration ψ = <F, X, M, S> means:

1. finding a fault tolerance policy assignment, given by F = <P,
Q, R, X>, for each process Pi in the application A; this also in-
cludes the decision on the number of checkpoints X for each
process Pi in the application A and each replica in VR;

2. deciding on a mapping M for each process Pi in the applica-
tion A;

3. deciding on a mapping M for each replica in VR;

4. deriving the set S of schedule tables on each computation
node.
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We will discuss policy assignment based on transparent recov-
ery with replication, where all messages on the bus are set to be
frozen, except those that are sent by replica processes. The shift-
ing-based scheduling presented in Section 4.4 with small modi-
fications, which were discussed in Section 5.1.4, is used to derive
schedule tables for the application A. We calculate recovery
slacks in the root schedule and introduce checkpointing over-
heads as discussed in Section 6.1. Some particular details of
scheduling with checkpointing and replication are presented in
Section 6.2.2.

6.2.1 MOTIVATIONAL EXAMPLES

Let us illustrate some of the issues related to policy assignment
with checkpointing. In the example presented in Figure 6.4 we
have the application A1 with three processes, P1 to P3, and an
architecture with two nodes, N1 and N2. The worst-case execu-
tion times on each node are given in a table to the right of the

Figure 6.4: Comparison of Checkpointing and Replication
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architecture, and processes can be mapped to any node. The
fault model assumes a single fault, thus k = 1, and the fault-tol-
erance overheads are presented in the figure. The application A1
has a deadline of 140 ms depicted with a thick vertical line. We
have to decide which fault-tolerance technique to use.

In Figure 6.4a1, a2, b1 and b2 we depict the root schedules1 for
each node and the bus. Comparing the schedules in Figure 6.4a1
and Figure 6.4b1, we can observe that using active replication
(a1) the deadline is missed. However, using checkpointing (b1)
we are able to meet the deadline. Each process has an optimal
number of two checkpoints in Figure 6.4b1. If we consider appli-
cation A2, similar to A1 but with process P3 data dependent on

1. The schedules depicted are optimal.

Figure 6.5: Combining Checkpointing and Replication
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P2, as illustrated in the right lower corner of Figure 6.4, the
deadline of 180 ms is missed in Figure 6.4a2 if checkpointing is
used, and it is met when replication is used as in Figure 6.4b2.

This example shows that the particular technique to use has
to be carefully adapted to the characteristics of the application.
Moreover, the best result is often to be obtained when both tech-
niques are used together, some processes being checkpointed,
while others replicated. 

Let us now consider the example in Figure 6.5, where we have
an application with three processes, P1 to P3, mapped on an
architecture of two nodes, N1 and N2. The processes can be
mapped to any node, and the worst-case execution times on each
node are given in a table. In Figure 6.5a all processes are using
checkpointing, and the depicted root schedule is optimal for this
case. Note that m2 has to be delayed to mask two potential faults
of P1 to node N2. With this setting, using checkpointing will miss
the deadline. However, combining checkpointing with replica-
tion, as in Figure 6.5b where process P1 is replicated, will meet
the deadline. P1(1) is a simple replica without checkpointing and
message m2(1) from this replica is sent directly after completion
of P1(1). In second replica P1(2) of process P1, one fault has to be
masked, which delays the message m1(2). However, the delay of
message m1(2) is less then the delay of message m2 in
Figure 6.5a.

6.2.2 SCHEDULING WITH CHECKPOINTING AND REPLICATION

Some additional discussion is needed to understand generation
of the root schedule in Figure 6.5b. As discussed in Section 5.1.4,
scheduling of replica descendants is slightly different from regu-
lar scheduling of re-executed processes. The same applies for
checkpointing and replication. In Figure 6.5b, process P2 is
scheduled directly after replica P1(1) of process P1.

Initially, we suppose that the shared recovery slack on the
node N1 is equal to the individual recovery slack of process P2. In
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Figure 6.6a, we show a fault scenario, where two faults happen
in process P2 and accommodated into the initial shared recovery
slack. However, if a fault corrupts replica P1(1) of process P1,
process P2 has to wait until message m1(2) arrives regardless of

Figure 6.6: Generation of the Root Schedule Combining 
Replication and Checkpointing
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whether and how faults occur on node N2. This situation is illus-
trated in Figure 6.6b, where replica P1(2) is recovered from a
fault, and in Figure 6.6c, where second execution segment  of
process P3 is affected. If there is no fault occurrences on the node
N2, one more fault can happen on the node N1 and affect execu-
tion of process P2. Therefore, the shared recovery slack on the
node N1 has to be adjusted accordingly. In Figure 6.6d, we show
a fault scenario where both replica P1(1) and process P2 are
affected by faults, which is the worst-case fault scenario of the
considered application from Figure 6.5. This fault scenario has
been accommodated into the adjusted shared recovery slack on
the node N1, depicted in Figure 6.5b.

6.2.3 OPTIMIZATION STRATEGY

The design problem formulated in the beginning of this section
is NP-complete (both the scheduling and the mapping problems,
considered separately, are already NP-complete [Gar03]). There-
fore, our strategy is to utilize a heuristic and divide the problem
into several, more manageable, subproblems. Our optimization
strategy which produces the configuration ψ leading to a schedu-
lable fault-tolerant application is outlined in Figure 6.7 and has
two steps:

1. In the first step (lines 1–3) we quickly decide on an initial

fault-tolerance policy assignment given by F0, and an initial

P3
2

Figure 6.7: Design Optimization Strategy for 
Fault Tolerance Policy Assignment with Checkpointing

 OptimizationStrategy(A, N)
 1 Step 1: <M0, F0> = InitialMPA(A, N)
 2 S0 = ListScheduling(A, N, M0, F0)
 3 if S0 is schedulable then return ψ0 end if
 4 Step 2: ψ = TabuSearchMPA(A,  N, ψ0)
 5 if S is schedulable then return ψ end if
 6 return ψ
 end OptimizationStrategy
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mapping M0. The initial mapping and fault-tolerance policy
assignment algorithm (InitialMPA line 2 in Figure 6.7) as-
signs a checkpointing policy with a locally optimal number of
checkpoints (using the equation in Figure 6.1b) to each proc-
ess in the application A and produces a mapping that tries to
balance the utilization among nodes and buses. The applica-
tion is then scheduled using the shifting-based scheduling al-
gorithm (see Section 4.4). If the application is schedulable
the optimization strategy stops. 

2. If the application is not schedulable, we use, in the second
step, a tabu search-based algorithm discussed in the next sec-
tion.

If after these two steps the application is unschedulable, we
assume that no satisfactory implementation could be found with
the available amount of resources.

6.2.4 OPTIMIZATION ALGORITHMS

For deciding the mapping and fault tolerance policy assignment
with checkpointing we use a tabu search based heuristic
approach, TabuSearchMPAChk, which is adaptation of the
TabuSearchMPA algorithm, presented in Section 5.1.5. In
addition to mapping and fault tolerance policy assignment,
TabuSearchMPAChk will handle checkpoint distribution.

TabuSearchMPAChk uses design transformations (moves) to
change a design such that the end-to-end delay of the root sched-
ule is reduced. In order to generate neighboring solutions, we
perform the following types of transformations:
 • changing the mapping of a process;
 • changing the combination of fault-tolerance policies for a

process;
 • changing the number of checkpoints used for a process. 

The algorithm takes as an input the merged application graph
G, the architecture N and the current implementation ψ , and
produces a schedulable and fault-tolerant implementation xbest.
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The tabu search is based on a neighbourhood search technique,
and, thus, in each iteration it generates the set of moves Nnow

that can be performed from the current solution xnow. The cost
function to be minimized by the tabu search is the end-to-end
delay of the root schedule produced by the list scheduling algo-
rithm. In order to reduce the huge design space, in our imple-
mentation, we only consider changing the mapping or fault-
tolerance policy of the processes on the critical path correspond-
ing to the current solution. We define the critical path as the
path through the merged graph G which corresponds to the long-
est delay in the schedule table. 

Moreover, we also try to eliminate moves that change the
number of checkpoints if it is clear that they do not lead to better
results. Consider the example in Figure 6.8 where we have four
processes, P1 to P4 mapped on two nodes, N1 and N2. The worst-
case execution times of processes and their fault-tolerance over-

Figure 6.8: Restricting the Moves for Setting
the Number of Checkpoints
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heads are also given in the figure, and we can have at most two
faults. The number of checkpoints calculated using the formula
(6.3) are:  = 2,  = 2,  = 1 and  = 3. Let us assume that
our current solution is the one depicted in Figure 6.8a, where we
have X(P1) = 2, X(P2) = 1, X(P3) = 1 and X(P4) = 2. Given a process
Pi, with a current number of checkpoints X(Pi), our tabu search
approach will generate moves with all possible checkpoints
starting from 1, up to . Thus, starting from the solution
depicted in Figure 6.8a, we can have the following moves that
modify the number of checkpoints: (1) decrease the number of
checkpoints for P1 to 1; (2) increase the number of checkpoints
for P2 to 2; (3) increase the number of checkpoints for P4 to 3; (4)
decrease the number of checkpoints for P4 to 1. Moves (1) and (3)
will lead to the optimal number of checkpoints depicted in
Figure 6.8b.

In order to reduce optimization time, our heuristic will not try
moves (2) and (4), since they cannot lead to a shorter critical
path, and, thus, a better root schedule. Regarding move (2), by
increasing the number of checkpoints for P2 we can reduce its
recovery slack. However, P2 shares its recovery slack with P1
and segments of P4, which have a larger execution time, and
thus even if the necessary recovery slack for P2 is reduced, it will
not affect the size of the shared slack (and implicitly, of the root
schedule) which is given by the largest process (or process seg-
ment) that shares the slack. Regarding move (4), we notice that
by decreasing for P4 the number of checkpoints to 1, we increase
the recovery slack, which, in turn, increases the length of the
root schedule.

6.2.5 EXPERIMENTAL RESULTS

For the evaluation of our algorithms we used applications of 20,
40, 60, 80, and 100 processes (all unmapped and with no fault-
tolerance policy assigned) implemented on architectures consist-
ing of 3, 4, 5, 6, and 7 nodes, respectively. A time-division multi-

n1
0 n2

0 n3
0 n4

0

ni
0
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ple access (TDMA) bus with the time-triggered protocol (TTP)
[Kop03] has been used as a communication media. We have var-
ied the number of faults depending on the architecture size, con-
sidering 4, 5, 6, 7, and 8 faults for each architecture dimension,
respectively. The recovery overhead µ was set to 5 ms. We have
also varied the fault-tolerance overheads (checkpointing and
error-detection) for each process, from 1% of its worst-case exe-
cution time up to 30%. Fifteen examples were randomly gener-
ated for each application dimension, thus a total of 75
applications were used for experimental evaluation. The experi-
ments were performed on Sun Fire V250 computers.

We were first interested to evaluate the proposed optimization
strategy in terms of overheads introduced due to fault-tolerance.
For this, we have implemented each application without any
fault-tolerance concerns. This non-fault-tolerant implementa-
tion, NFT, has been obtained using an approach similar to the
algorithm in Figure 6.7 but without fault-tolerance techniques.
The same applications have been implemented, on the same
amount of resources, using the optimization strategy in
Figure 6.7, with multiple checkpoints and replication (MCR).
Together with the MCR approach we have also evaluated two
extreme approaches: MC that considers only checkpointing, and
MR which relies only on replication for tolerating faults. MC and
MR use the same optimization approach as MCR, but besides
the mapping moves, they consider assigning only checkpointing

Table 6.1: Fault Tolerance Overheads

Number of 
processes 

% maximum 
overhead 

% average 
overhead 

% minimum 
overhead 

20 98.36 70.67 48.87 

40 116.77 84.78 47.30 

60 142.63 99.59 51.90 

80 177.95 120.55 90.70 

100 215.83 149.47 100.37 
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(including the optimization of the number of checkpoints) or
only replication, respectively. In addition, we have also imple-
mented a checkpointing-only strategy, namely MC0, similar to
MC, but where the number of checkpoints is fixed based on the
formula (6.3), updated from [Pun97]. For these experiments, we
have derived the shortest schedule within an imposed time limit
for optimization: 1 minute for 20 processes, 10 for 40, 30 for 60, 2
hours and 30 minutes for 80 and 6 hours for 100 processes.

Let δMCR and δNFT be the lengths of the root schedules
obtained using MCR and NFT, respectively. The overhead is
defined as 100 × (δMCR – δNFT) / δNFT. The fault-tolerance over-
heads of MCR compared to NFT are presented in Table 6.1.1 The

1. Note that checkpointing overhead χ and error-detection overhead α are 
explicitly accounted for in the value of fault tolerance overheads pre-
sented in Table 6.1.

Figure 6.9: Deviation of MC and MCR from MC0 
with Varying Application Size
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MCR approach can offer fault-tolerance within the constraints
of the architecture at an average overhead of 88.49%. In the case
only replication is used (MR), the overheads compared to NFT
are very large (e.g., 306.51% on average for applications 100
processes).

We were interested to compare the quality of MCR to MC0 and
MC. In Figures 6.9-6.10 we show the average percentage devia-
tion of overheads obtained with MCR and MC from the baseline
represented by MC0 (larger deviation means smaller overhead).
From Figures 6.9-6.10 we can see that by optimizing the combi-
nation of checkpointing and replication MCR performs much
better compared to MC and MC0. This shows that considering
checkpointing at the same time with replication can lead to sig-
nificant improvements. Moreover, by considering the global opti-
mization of the number of checkpoints, with MC, significant

Figure 6.10: Deviation of MC and MCR from MC0
with Varying the Number of Transient Faults
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improvements can be gained over MC0 which computes the opti-
mal number of checkpoints for each process in isolation. 

In Figure 6.9 we consider 4 computation nodes, 3 faults, and
vary the application size from 40 to 100 processes. As the
amount of available resources per application decreases, the
improvement due to replication (part of MCR) will diminish,
leading to a result comparable to MC.

In Figure 6.11, we were interested to evaluate our MCR
approach in case the constant checkpointing overheads O (i.e.,
χ+α) associated to processes are varied. We have considered
applications with 40 processes mapped on four computation
nodes, and we have varied the constant checkpointing overhead
from 2% of the worst-case execution time of a process up to 60%.
We can see that, as the amount of checkpointing overheads
increases, our optimization approaches are able to find increas-
ingly better quality solutions compared to MC0.

Figure 6.11: Deviation of MC and MCR from MC0
with Varying Checkpointing Overheads
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We have also evaluated the MCR and MC approaches with
increasing number of transient faults. We have considered appli-
cations with 40 processes mapped on 4 computation nodes, and
varied k from 2 to 6, see Figure 6.10. As the number of faults
increases, the improvement achieved over MC0 will stabilize to
about 10% improvement (e.g., for k = 10, not shown in the figure,
the improvement due to MC is 8.30%, while MCR improves with
10.29%). 

Finally, we considered a real-life example implementing a
vehicle cruise controller (CC), which was used to evaluate sched-
uling techniques in Chapter 4. We have considered a deadline of
300 ms, k = 2 faults and the constant checkpointing overheads
are 10% of the worst-case execution time of the processes. 

In this setting, the MCR produced a schedulable fault-tolerant
implementation with a worst-case system delay of 265 ms, and
with an overhead compared to NFT (which produces a non-fault-
tolerant schedule of length 157 ms) of 69%. If we globally opti-
mize the number of checkpoints using MC we obtain a schedula-
ble implementation with a delay of 295 ms, compared to 319 ms
produced by MC0 which is larger than the deadline. If replica-
tion only is used, as in the case of MR, the delay is 369 ms,
which, again, is greater than the deadline.

6.3 Conclusions
In this chapter we have addressed the problem of checkpoint
optimization. First, we have discussed issues related to local
optimization of checkpoint placement. Second, we have shown
that global optimization of checkpoint distribution significantly
outperforms the local optimization. We have extended the fault
tolerance policy assignment and mapping optimization strategy
presented in Chapter 5 with a global optimization of checkpoint
distribution.
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Chapter 7
Conclusions and

Future Work

IN THIS THESIS we have presented several strategies for
scheduling, mapping and policy assignment of fault-tolerant
embedded systems. Emphasis has been also placed on debuga-
bility and testability properties of fault-tolerant applications by
considering transparency requirements. We have proposed
scheduling and mapping approaches that can handle transpar-
ency as well as the trade-off transparency vs. performance.

In this final chapter, we summarize the work presented in the
thesis and point out ideas for future work.

7.1 Conclusions
In this thesis we have considered hard real-time systems, where
the hardware architecture consists of a set of heterogeneous
computation nodes connected to a communication channel. The
real-time application is represented as a set of processes com-
municating by messages. The processes are scheduled by static
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cyclic scheduling. To provide fault tolerance against transient
faults, processes are assigned with re-execution, replication, or
recovery with checkpointing. 

Scheduling. We have proposed two novel scheduling
approaches for fault-tolerant embedded systems in the presence
of multiple transient faults: conditional scheduling and shifting-
based scheduling.

The main contribution of the first approach is the ability to
handle performance versus transparency and memory size
trade-offs. This scheduling approach generates the most effi-
cient schedule tables.

The second scheduling approach handles only a fixed trans-
parency set-up, transparent recovery, where all messages on the
bus have to be sent at fixed times, regardless of fault occur-
rences. This scheduling approach is much faster than condi-
tional scheduling and requires less memory to store the
generated schedule tables. These advantages make this schedul-
ing technique suitable for microcontroller systems with strict
memory constraints.

Mapping and fault tolerance policy assignment. We have
developed several algorithms for policy assignment and map-
ping, including mapping with performance/transparency trade-
off.

At fault tolerance policy assignment, we decide on which fault
tolerance technique or which combination of techniques to
assign to a certain process in the application. The fault tolerance
technique can be either re-execution or rollback recovery, which
provides time-redundancy, or active replication, which provides
space-redundancy. We have implemented a tabu search-based
optimization approach that decides the mapping of processes to
the nodes in the architecture and the assignment of fault-toler-
ance policies to processes.
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Transparency is a very important property that makes a sys-
tem easier to debug and, in principle, safer. The amount of mem-
ory required to store contingency schedules is also less. We have
shown how performance/transparency trade-offs imposed by
designers can be supported during the design process. The main
contribution of this approach is the ability to consider the trans-
parency requirements imposed by the designer during the map-
ping optimization. The mapping is driven by a schedule
estimation heuristic which is able to accurately evaluate a given
mapping decision. Considering the fault-tolerance and transpar-
ency requirements during the mapping optimization process we
have been able to provide transparency-aware fault tolerance
under limited resources.

Checkpoint optimization. We have also addressed the prob-
lem of checkpoint optimization. We have shown that by globally
optimizing the number of checkpoints, as opposed to the
approach when processes were considered in isolation, signifi-
cant improvements can be achieved. We have also integrated
checkpoint optimization into a fault tolerance policy assignment
and mapping optimization strategy, and an optimization algo-
rithm based on tabu-search has been implemented.

All proposed algorithms have been implemented and evalu-
ated on numerous synthetic applications and a real-life example
from automotive electronics. The results obtained have shown
the efficiency of the proposed approaches and methods.

7.2 Future Work
The work that has been presented in this thesis can be used as a
foundation for future research in the area of design optimization
of fault-tolerant embedded systems. We see several directions
for the future work based on this thesis.
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Soft real-time. The main focus in this thesis was on hard real-
time embedded systems. However, soft real-time systems that do
not need to strictly guarantee that the application meets dead-
lines are emerging in many industrial areas. The design optimi-
zation with fault tolerance can be important for providing the
appropriate level of quality of service in such systems. Another
interesting aspect is the integration between soft real-time and
hard real-time applications. Design optimization with fault tol-
erance can be important for designing efficient and reliable
embedded systems with mixed soft-and-hard real-time proc-
esses.

Probabilistic fault model. In this thesis, we have considered a
deterministic fault model, where a maximum number of k faults
can happen during one cycle of application execution. This
model can be extended to capture variations of fault occurrence
rates over time and different behaviour of faults on different
computation nodes. Using a probability distribution function of
fault occurrences is one possible suggestion. In the future, we
can adapt approaches presented in this thesis to capture a prob-
abilistic fault model, which can, potentially, lead to more effi-
cient design solutions.

Fault-tree analysis. Some faults are not activated and, at the
same time, one fault may cause several errors. This can be cap-
tured in a fault tree, where it is possible to investigate a com-
plete chain of events from a fault to a failure. Moreover, faults
and failures can be ranked according to their criticality. The
fault tree will become different after re-designing the system by
changing mapping and fault tolerance policy assignment, or cus-
tomizing transparency properties. Considering the fault tree
and its changes during design optimization can improve accu-
racy and reduce costs of design solutions. Non-critical faults can
be ignored, while the critical will receive a close attention.
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 Appendix I

FORMULA (6.3) IN CHAPTER 6. In the presence of k faults, for
process Pi with the worst-case execution time Ci, error-detection
overhead αi, recovery overhead µi, and checkpointing overhead
χi, the optimum number of checkpoints , when process Pi is
considered in isolation, is given by

Proof:1 We consider process Pi in isolation in the presence of k
faults. The execution time Ri of process Pi with  checkpoints
in the worst-case fault scenario is obtained with formula (6.1):

1. This proof, in general terms, follows the proof of Theorem 2 (formula 
(6.2) in Section 6.1) in [Pun97].
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The problem of finding the optimum number of checkpoints 
for process Pi, when we consider Pi in isolation, reduces to the
following minimization problem:

The conditions for minima in a continuous system are

Since  has to be integer, we have 
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which means that if , we select the floor

value as locally optimal number of checkpoints. If

, we select the ceiling.

When , the execution time Ri of process
Pi in the worst-case fault scenario will be the same if we select

 or if . However, in this situation, we prefer to choose 
because the lower number of checkpoints, caeteris paribus,
reduces the number of possible execution scenarios and com-
plexity.
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