
Linköping Studies in Science and Technology

Thesis No. 973

High-Level Test Generation and
Built-In Self-Test Techniques for Digital Systems

by

Gert Jervan

Submitted to the School of Engineering at Linköping University in partial
fulfilment of the requirements for the degree of Licentiate of Engineering

Department of Computer and Information Science
Linköpings universitet

SE-581 83 Linköping, Sweden

Linköping 2002



ISBN 91-7373-442-X 

ISSN 0280-7971 

Printed by UniTryck, Linköping, Sweden, 2002



Department of Computer and Information Science 
Linköpings universitet 

SE-581 83 Linköping, Sweden 

High-Level Test Generation and  
Built-In Self-Test Techniques for Digital Systems 

by 

Gert Jervan 

Oktober 2002 
ISBN 91-7373-442-X 

Linköpings Studies in Science and Technology 
Thesis No. 973 

ISSN 0280-7971 
LiU-Tek-Lic-2002:46 

ABSTRACT 

The technological development is enabling production of increasingly complex electronic 
systems. All those systems must be verified and tested to guarantee correct behavior. As the 
complexity grows, testing is becoming one of the most significant factors that contribute to 
the final product cost. The established low-level methods for hardware testing are not any 
more sufficient and more work has to be done at abstraction levels higher than the classical 
gate and register-transfer levels. This thesis reports on one such work that deals in particular 
with high-level test generation and design for testability techniques. 

The contribution of this thesis is twofold. First, we investigate the possibilities of generating 
test vectors at the early stages of the design cycle, starting directly from the behavioral 
description and with limited knowledge about the final implementation architecture. We have 
developed for this purpose a novel hierarchical test generation algorithm and demonstrated 
the usefulness of the generated tests not only for manufacturing test but also for testability 
analysis.  

The second part of the thesis concentrates on design for testability. As testing of modern 
complex electronic systems is a very expensive procedure, special structures for simplifying 
this process can be inserted into the system during the design phase. We have proposed for 
this purpose a novel hybrid built-in self-test architecture, which makes use of both 
pseudorandom and deterministic test patterns, and is appropriate for modern system-on-chip 
designs. We have also developed methods for optimizing hybrid built-in self-test solutions 
and demonstrated the feasibility and efficiency of the proposed technique. 

This work has been supported by the Swedish Foundation for Strategic Research (SSF) under 
the INTELECT program. 
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Abstract

The technological development is enabling production of
increasingly complex electronic systems. All those systems must be
verified and tested to guarantee correct behavior. As the complexity
grows, testing is becoming one of the most significant factors that
contribute to the final product cost. The established low-level
methods for hardware testing are not any more sufficient and more
work has to be done at abstraction levels higher than the classical
gate and register-transfer levels. This thesis reports on one such
work that deals in particular with high-level test generation and
design for testability techniques.

The contribution of this thesis is twofold. First, we investigate the
possibilities of generating test vectors at the early stages of the
design cycle, starting directly from the behavioral description and
with limited knowledge about the final implementation architecture.
We have developed for this purpose a novel hierarchical test
generation algorithm and demonstrated the usefulness of the
generated tests not only for manufacturing test but also for
testability analysis.

The second part of the thesis concentrates on design for testability.
As testing of modern complex electronic systems is a very expensive
procedure, special structures for simplifying this process can be
inserted into the system during the design phase. We have proposed
for this purpose a novel hybrid built-in self-test architecture, which
makes use of both pseudorandom and deterministic test patterns,
and is appropriate for modern system-on-chip designs. We have also
developed methods for optimizing hybrid built-in self-test solutions
and demonstrated the feasibility and efficiency of the proposed
technique.
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Preface

Despite the fact that new design automation tools have allowed
designers to work on higher abstraction levels, test-related activities
are still mainly performed at the lower levels of abstraction. At the
same time, testing is quickly becoming one of the most time and
resource consuming tasks of the electronic system development and
production cycle. Therefore, traditional gate-level methods are not
any more practical nowadays and test activities should be migrated
to the higher levels of abstraction as well. It is also very important
that all design tasks can be performed with careful consideration of
the overall testability of the resulting system.

The main objective of this thesis work has been to investigate
possibilities to support reasoning about system testability in the
early phases of the design cycle (behavioral and system levels) and to
provide methods for systematic design modifications from a
testability perspective.

The work presented in this thesis was conducted at the Embedded
Systems Laboratory (ESLAB), Department of Computer and
Information Science, Linköping University. It has been supported by
the Swedish Foundation for Strategic Research (SSF) under the
INTELECT program. Additional support was provided by the
European Community via projects INCO-COPERNICUS 977133
VILAB (“Microelectronics Virtual Laboratory for Cooperation in
Research and Knowledge Transfer”) and IST-2000-29212 COTEST
(“Testability Support in a Co-design Environment”).
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Our research is carried out in close cooperation with both the
industry and with other, Swedish and international, research groups.
We would like to mention here the very fruitful cooperation with the
groups at Ericsson CadLab Research Center, Tallinn Technical
University and Politecnico di Torino. Our work has also been
regularly presented and discussed in the Swedish Network of Design
for Test (SNDfT) meetings. This cooperation has opened new
horizons and produced several results, some of which are presented
in this thesis.
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Chapter 1
  Introduction

This thesis deals with testing and design for testability of modern
digital systems. In particular, we propose a novel hierarchical test
generation algorithm that generates test vectors starting from a
behavioral description of a system and enables testability analysis of
the resulting system with very limited knowledge about the final
implementation architecture.

We also propose a hybrid built-in self-test (BIST) architecture for
testing systems-on-chip, which supports application of a hybrid test
set consisting of a limited number of pseudorandom and
deterministic test patterns, and methods for calculating the optimal
combination of those two test sets.

This chapter first presents the motivation behind our work and the
problem formulation. This will be followed by a summary of the main
contributions together with an overview of the structure of the
thesis.

1.1 Motivation

Hardware testing is a process to check whether a manufactured
integrated circuit is error-free. As the produced circuits may contain
different types of errors or defects that are very complex, we have to
define a model to represent these defects to ease the test generation
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and test quality analysis problems. This is usually done at the logic
level. Test patterns are then generated based on a defined fault
model and applied to the manufactured circuitry. It has been proven
mathematically that the generation of test patterns is an NP-
complete problem [27] and therefore different heuristics are usually
used. Most of the existing hardware testing techniques work at the
abstraction levels where information about the final implementation
architecture is already available. Due to the growth of systems
complexity these established low-level methods are not any more
sufficient and more work has to be done at abstraction levels higher
than the classical gate and register-transfer level (RT-level) in order
to ensure that the final design is testable and the time-to-market
schedule is followed.

More and more frequently designers also introduce special
structures, called design for testability (DFT) structures, during the
design phase of a digital system for improving its testability. Several
such approaches have been standardized and widely accepted.
However, all those approaches entail an overhead in terms of
additional silicon area and performance degradation. Therefore it
will be highly beneficial to develop DFT solutions that not only are
efficient in terms of testability but also require minimal amount of
overhead.

Most of the DFT techniques require external test equipment for
test application. BIST technique, on the other hand, implements all
test resources inside the chip. This technique does not suffer from
the bandwidth limitations which exist for external testers and allows
to apply at-speed tests. The disadvantage of this approach is that it
cannot guarantee sufficiently high fault coverage and may lead to
very long test sequences. Therefore a hybrid BIST approach that is
implemented on-chip and can guarantee high fault coverage can be
very profitable when testing modern systems-on-chip (SoC).
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1.2 Problem Formulation

The previous section has presented the motivation for our work
and indicated also the current trends in the area of digital systems
testing.

The aim of our work is twofold. First, we are interested in
performing test pattern generation and testability analysis as early
as possible in the design process and, secondly, we would like to
propose a BIST strategy that can be used for reducing the testing
effort for modern SoC deigns.

To deal with the first problem we would like to develop a method
that allows generation of test vectors starting directly from an
implementation independent behavioral description. The developed
method would have an important impact on the design flow, since it
would allow us to deal with testability issues without waiting for the
structural description of the system to be ready. For this purpose
high-level fault models and testability metrics should also be
investigated in order to understand the links between high- and low-
level testability.

Since BIST structures are becoming commonplace in modern
complex electronic systems, more emphasis should be put into
minimization of costs caused by insertion of those structures. Our
second objective is to develop a hybrid BIST architecture that can
guarantee high test quality by combining pseudorandom and
deterministic test patterns, while keeping the requirements for BIST
overhead low. We are particularly interested in methods to find the
optimal combination of those two test sets as this can lead to
significant reductions of the total test cost.
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1.3 Contributions

The main contributions of this thesis are as follows:

• A novel hierarchical test pattern generation algorithm
at the behavioral level. We propose a test generation
algorithm that works at the implementation-independent
behavioral level and requires only limited knowledge about the
final implementation architecture. The approach is based on a
hierarchical test generation method and uses two different
fault models. One fault model is used for modeling errors in the
system behavior and the other is related to the failures in the
final implementation. This allows us to perform testability
evaluation of the resulting system at the early stages of the
design flow. Also it can identify possible hard-to-test modules
of the system without waiting for the final implementation. In
this way, appropriate DFT structures can be incorporated into
the early design to avoid the time-consuming testability-
improvement task in the later design stages. We perform
experiments to show that the generated test vectors can be
successfully used for detecting stuck-at faults and that our
algorithm, working at high levels of abstraction, allows
significant reduction of the test generation effort while keeping
the same test quality.

• A hybrid built-in self-test architecture and its
minimization. We propose to use, for self-test of a system, a
hybrid test set which consists of a limited number of
pseudorandom and deterministic test vectors. The main idea is
to first apply a limited number of pseudorandom test vectors,
which is then followed by the application of the stored
deterministic test set specially designed to shorten the
pseudorandom test cycle and to target the random resistant
faults. For supporting such a test strategy we have developed a
hybrid BIST architecture that is implemented using mainly the
resources available in the system. As the test length is one of
the very important parameters in the final test cost, we have to



13

find the most efficient combination of those two test sets, while
not sacrificing the test quality. In this thesis we propose
several different algorithms for calculating possible
combinations between pseudorandom and deterministic test
sequences and provide a method for finding the optimal
solution.

1.4 Thesis Overview

The rest of the thesis is structured as follows. Chapter 2 discusses
briefly a generic design flow for electronic systems, the VHDL
language and the decision diagrams which are used in our test
generation procedure and, finally, some basic concepts concerning
hardware test and testability.

Chapter 3 describes our hierarchical test pattern generation
algorithm. It starts with an introduction to the related work, which
is followed by a more detailed discussion of behavioral level decision
diagrams. Thereafter we describe selected fault models and present
our test pattern generation algorithm. The chapter concludes with
experimental results where we demonstrate the possibility to use our
approach for early testability analysis and its efficiency for
generating manufacturing tests.

In Chapter 4 we present our hybrid BIST architecture for testing
systems-on-chip. We describe the main idea of the hybrid BIST and
propose methods for calculating the total cost of such an approach
together with methods to find the optimal solution. The chapter is
concluded with experimental results to demonstrate the feasibility of
our approach.

Chapter 5 concludes this thesis and discusses possible directions
for our future work.
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Chapter 2
Background

In this chapter a generic design flow for electronic systems is
presented first. It is then followed by a discussion of the test and
verification related activities with respect to the tasks which are part
of this design flow. Additionally, design representations on different
abstraction levels are discussed and, finally, some basic concepts
concerning test and testability are introduced.

2.1 Design Flow

Due to the rapid advances in technology and the progress in the
development of design methodologies and tools, the fabrication of
more and more complex electronic systems has been made possible in
recent years. In order to manage complexity, design activities are
moving toward higher levels of abstraction and the design process is
decomposed into a series of subtasks [45], which deal with different
issues. This thesis will focus on the hardware part of electronic
systems. We will therefore not discuss here aspects related to the
hardware/software co-design of embedded systems, nor the
development of software components.
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The design process of a complex hardware system typically
consists of the following main tasks:

1. System-level synthesis: The specification of a system at the
highest level of abstraction is usually given by its functionality
and a set of implementation constraints. The main task at this
step is to decompose the system into several subsystems
(communicating processes) and to provide a behavioral
description for each of them, to be used as an input for
behavioral synthesis.

2. Behavioral synthesis starts out with a description, specifying
the computational solution of the problem, in terms of
operations on inputs in order to produce the desired outputs.
The basic elements that appear in such descriptions are similar
to those of programming languages, including control
structures and variables with operations applied to them.
Three major subtasks are:

• Resource allocation (selection of appropriate functional
units),

• Scheduling (assignment of operations to time slots), and

• Resource assignment (mapping of operations to functional
units).

The output of the behavioral synthesis process is a description
at a register-transfer level (RTL), consisting of a datapath and
a controller. The datapath, which typically consists of
functional units (FUs), storage and interconnected hardware,
performs operations on the input data in order to produce the
required output. The controller controls the type and sequence
of data manipulations and is usually represented as a state-
transition table, which can be used in later synthesis stages for
controller synthesis.

3. RT-level synthesis then takes the RTL description produced by
the previous step, which is divided into the datapath and the
controller, as input. For the datapath, an improvement of
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resource allocation and assignment can be done, while for the
controller actual synthesis is performed by generating the
appropriate controller architecture from the input consisting of
states and state transitions.

4. Logic synthesis receives as input a technology independent
description of the system, specified by blocks of combinational
logic and storage elements. It deals with the optimization and
logic minimization problems.

5. Technology mapping has finally the task of selecting
appropriate library cells of a given target technology for the
network of abstract gates produced as a result of logic
synthesis, concluding thus the synthesis pipeline. The input of
this step is a technology independent multi-level logic
structure, a basic cell library, and a set of design constraints.

According to the current state of the art, for verification, designs
are simulated on different abstraction levels. Testability issues are
currently just becoming incorporated into the standard design-flows,
although several testability techniques, like scan and self-test, are
well investigated and ready to be used. At the same time, testing is
one of the major expenses in the integrated circuit (IC) development
and manufacturing process, taking up to 35% of all costs. Test,
diagnosis and repair cost of complex electronic systems reaches 40-
50% of the total product realization cost and very soon the industry
might face the challenge that test of a transistor is more expensive
than manufacturing it [28].

2.2 VHDL and Decision Diagrams

Throughout the design flow a system is modeled at different levels
of abstraction. At higher levels of abstraction it contains fewer
details and is therefore easier to handle. By going towards lower
levels of abstraction, more details will be added and the model will
become more implementation dependent.
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In the following section a hardware description language and a
particular model of computation, which are relevant for this thesis,
will be shortly discussed.

2.2.1 System and Behavioral Specifications

A design process typically starts from an implementation
independent system specification. Among the synthesis tasks at the
system level are the selection of an efficient implementation
architecture and also the partitioning of the specified functionality
into components, which will be implemented by hardware and
software, respectively.

After the initial system specification and system synthesis steps
the hardware part of the system is described at a behavioral level. A
behavioral specification captures only the behavior of the design and
does not contain information about its final implementation, such as
structure, resources and timing. In our approach we use for the
behavioral synthesis the CAMAD high-level synthesis system [15],
developed at Linköping University. It accepts as an input a
behavioral specification given in S’VHDL [14], a subset of VHDL. For
test generation purposes the S’VHDL specification will be converted
into a Decision Diagram model. In the following, a short overview of
both VHDL and Decision Diagrams is given.

2.2.2 VHDL

The IEEE Standard VHDL hardware description language has its
origin in the United States Government’s Very High Speed
Integrated Circuits (VHSIC) program, initiated in 1980. In 1987 the
language was adopted by the IEEE as a standard; this version of
VHDL is known as the IEEE Std. 1076-1987 [29]. A new version of
the language, VHDL’92 (IEEE Std. 1076-1993) [30], is the result of a
revision of the initial standard in 1993.

 VHDL is designed to fill a number of needs in the design process.
It allows multi-level descriptions and provides support for both a
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behavioral and a structural view of hardware models with their
mixture in description being possible.

S’VHDL [14] is defined as a subset of VHDL with the purpose of
using it as input for high-level hardware synthesis. It is designed to
accommodate a large behavioral subset of VHDL, particularly those
constructs relevant for synthesis and to make available most of
VHDL’s facilities that support the specification of concurrency.

2.2.3 Decision Diagrams

A Decision Diagrams (DD) (previously known also as Alternative
Graph) [57], [58] may represent a (Boolean or integer) function
y=F(X) implemented by a component or subcircuit in a digital
systems. Here, y is an output variable, and X is a vector of input
variables of the represented component or subcircuit.

In the general case, a DD that represents a function y=F(X) is a
directed, acyclic graph with a single root node. The nonterminal
nodes of a DD are labeled with variables and terminal nodes with
either variables, functional subexpressions or constants. Figure 1
shows, as an example, a fragment of an RT-level datapath and its
corresponding DD representation.

When using DDs to describe complex digital systems, we have, at
the first step, to represent the system by a suitable set of
interconnected components (combinational or sequential ones). At
the second step, we have to describe these components by their
corresponding functions which can be represented by DDs. DDs
which describe digital systems at different levels may have special
interpretations, properties and characteristics. However, for all of
them, the same formalism and the same algorithms for test and
diagnosis purposes can be used, which is the main advantage of
using DDs. In the following subsections some examples of digital
systems and their representation using DDs will be given.
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Figure 1. A datapath fragment and its DD representation

2.2.3.1 Gate-Level Combinational Circuits

Each output of a combinational circuit is defined at the gate-level
by some Boolean function, which can be represented as a DD. The
nonterminal nodes of this type of DD are labeled by Boolean
variables and have consequently only two output branches. The
terminal nodes are labeled by logical constants {0, 1}, or Boolean
variables.

This type of DDs is called Binary Decision Diagrams (BDD), and
there exists a special type of BDD, called Structurally Synthesized
Binary Decision Diagrams (SSBDD). In SSBDDs there exists an one-
to-one relationship between the DD nodes and the signal paths in the
corresponding combinational circuit. This property of SSBDDs is
very important because it allows us to generate tests for structural
faults in circuits. An example of a combinational circuit and its
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superposition-based construction of the corresponding SSBDD is
given in Figure 2.
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Figure 2. SSBDD for a combinational circuit

By convention the right-hand edge of an SSBDD node corresponds
to 1 and the lower edge to 0. In addition, terminal nodes holding
constants 0 and 1 are omitted. Therefore, exiting the SSBDD
rightwards corresponds to y=1 (y denotes the output), and exiting the
SSBDD downwards corresponds to y=0.

The SSBDD construction process starts from the output gate of the
circuit. We replace every gate with its corresponding BDD
representation. For example in Figure 2a the BDD of the output OR-
gate is depicted. By using superposition, starting from the output
gate, we can compress all BDDs in a tree-like subcircuit into one



22

single SSBDD. This process is illustrated in Figures 2b – 2d, where
at every stage one internal node is replaced with its corresponding
BDD. The final SSBDD is depicted in Figure 2d. As mentioned
earlier, in an SSBDD there exists an one-to-one relationship between
nodes and signal paths in the corresponding circuit. This situation is
illustrated in Figure 2d, where node a corresponds to the highlighted
path in the original circuit.

2.2.3.2 Digital Systems at the Register Transfer Level

In Boolean DD descriptions the DD variables have Boolean (i.e.
single bit) values, whereas in register-transfer level DD descriptions,
in general, multi-bit variables are used. Traditionally, on this level a
digital system is decomposed into two parts – a datapath and a
control part. The datapath is represented by sets of interconnected
blocks (functional units), each of which can be regarded as a
combinational circuit, sequential circuit or a digital system. In order
to describe these blocks, corresponding types of DDs can be used.

The datapath can be described as a set of DDs, in the form where
for each register and for each primary output a DD is used to capture
the corresponding digital function. Here, the non-terminal nodes
represent the control signals coming from the control part and
terminal nodes represent signals of the datapath, i.e. primary inputs,
registers, operations and constants. For example, Figure 3 depicts a
fragment of a datapath, which consists of one register, one
multiplexer and one FU, and the corresponding register-oriented DD.
Signals Si and OUTi are control signals coming from the control part.

The control part is described usually as a FSM state table. The
state table can be represented by a single DD where non-terminal
nodes represent current state and inputs for the control part (i.e.
logical conditions), and terminal nodes represent the next state logic
and control signals going to the datapath. Figure 4a shows a
fragment of a FSM state table with corresponding DD representation
given in Figure 4b. The example shows the situation when the
system is in state “S3” and INPUT1=1.
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2.2.3.3 Digital Systems at the Behavioral Level

In the case of systems at the behavioral level, DDs describe their
behaviors instead of their structures. The variables in the
nonterminal nodes can be either Boolean (describing flags, logical
conditions, etc.) or integer (describing instruction words, control
fields, etc.). The terminal nodes are labeled with constants, variables
(Boolean or integer) or by expressions for calculating integer/Boolean
values. The number of DDs, used for describing a digital system, is
equal to the number of output and internal variables used in the
behavioral description.

More details about using DDs to describe digital systems at the
behavioral level will be given in chapter 3.

2.3 Digital Systems Testing

Reliable electronic systems are not only needed in the areas where
failures can lead to catastrophic events but also increasingly
required in all application domains. A key requirement for obtaining
reliable electronic systems is the ability to determine that the
systems are error-free [7].

Although electronic systems contain usually both hardware and
software, the main interest of this thesis is hardware testing and
especially digital hardware testing. Hardware testing is a process to
detect failures primarily due to manufacturing defects as well as
aging, environment effects and others. It can be performed only after
the design is implemented on silicon by applying appropriate stimuli
and checking the responses. Generation of such stimuli together with
calculation of the expected response is called test pattern generation.
Test patterns are in practice generated by an automatic test pattern
generation tool (ATPG) and typically applied to the circuit using
automatic test equipment (ATE). Due to the increasing speed of
systems and external tester bandwidth limitations, there exist
approaches where the main functions of the external tester have
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been moved onto the chip. Such practice is generally known as built-
in self-test (BIST).

Test pattern generation belongs to a class of computationally
difficult problems, referred to as NP-complete [27]. Several
approaches have been developed to handle test generation for
relatively large combinational circuits in a reasonable time. Test
generation for large sequential circuits remains, however, an
unsolved problem, despite rapid increase of computational power.
According to [22], available test techniques can be classified into the
following categories:

1. Functional testing, which relies on exercising the device under
test (DUT) in its normal operational mode, and consequently,
at its rated operational speed;

2. Testing for permanent structural faults (like stuck-at, stuck-
open, bridging faults) that do not require the circuit to operate
at rated speed during test;

3. Testing based on interactive fault analysis in which faults are
derived from a simulation of the defect generation mechanisms
in an integrated circuit (IC) (such faults tend to be permanent
and do not require the circuit to be tested at rated speed);

4. Testing for delay faults that require the circuit to operate at
rated speed during test;

5. Current measurement based testing techniques, which
typically detect faulty circuits by measuring the current drawn
by the circuit under different input conditions while the circuit
is in the quiescent state.

2.3.1 Failures and Fault models

A failure is defined as an incorrect response in the behavior of the
circuit.

According to [22] there are two views of failures:
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• Physical/Design domain: defects (they produce a deviation from
specification)

− On the device level: gate oxide shorts, metal-to-polysilicon
shorts, cracks, seal leaks, dielectric breakdown, impurities,
bent-broken leads, solder shorts and bonding.

− On the board level: missing component, wrong component,
miss-oriented component, broken track, shorted tracks and
open circuit.

− Incorrect design (functional defect).

− Wearout/environmental failures: temperature related, high
humidity, vibration, electrical stress, crosstalk and
radiation (alpha particles, neutron bombardment).

• Logical domain: faults (structural faults). A fault is a model
that represents the effect of a failure by means of the change
that is produced in the system signal.

− Stuck-at faults: single, multiple.

− Bridging faults: AND, OR, non-feedback and feedback.

− Delay faults: gate and interconnect.

The oldest form of testing relies on a functional approach, where
the main idea is to exercise the DUT in its normal operational mode.
The main task of functional testing is to verify that the circuit
operates according to its specifications. For functional testing, the
same set of test vectors that was used by the designer for verification
during the design phase can be used. Functional testing can cover a
relatively large percentage of faults in an IC but the disadvantage of
this technique is the large size of the test sequences needed to
achieve high test quality. Using this approach alone for testing
complex digital circuits is therefore not practical.

Structural fault model based techniques are the most investigated
testing techniques. The earliest and the most well-known structural
fault model is the single stuck-at (SSA) fault model (also called single
stuck line (SSL) fault model), which assumes that the defect will
cause a line in the circuit to behave as if it is permanently stuck at a
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logic value 0 (stuck-at-0) or 1 (stuck-at-1). The SSA model assumes
that the design contains only one fault. However, with decreased
device geometry and increased gate density on the chip, the
likelihood is greater that more than one SSA fault can occur
simultaneously and they may mask each other in such a way that
the SSA test vectors cannot detect them. Therefore it may be
necessary to assume explicitly multiple stuck-at faults as well.

The single stuck-at fault model became an industrial standard in
1959 [13]. Experiments have shown that this fault model can be very
useful (providing relatively high defect coverage) and can be used
even for identifying the presence of multiple faults which can mask
each other’s impact on the circuit behavior. The possibility to analyze
the behavior of the circuit using Boolean algebra has contributed to
research in this domain very much. There are several approaches to
identify test vectors using purely Boolean-algebraic techniques,
search algorithm based techniques or techniques based on the
combination of the two. But there are also several problems related
to the SSA fault model, which become more obvious with the growth
of the size of an IC. The main problem lies on the fact that the
computation process to identify tests can be extremely resource and
time intensive and, additionally, the stuck-at fault model is not good
at modeling certain failure modes of CMOS, the dominant IC
manufacturing technology at the present time.

During recent years several other fault models (e.g. stuck-OPEN
and bridging) have gained popularity but these fault models still
cannot solve the problems with CMOS circuits. As a solution to these
problems, two technologies have been proposed: Inductive fault
analysis (IFA) [50] and, more recently, inductive contamination
analysis (ICA) [38]. These techniques present a closer relationship
between physical defects and fault models. The analysis of a fault is
based on analyzing the given manufacturing process and layout of a
particular circuit.

A completely different aspect of fault model based testing is testing
for delay faults. An IC with delay faults operates correctly at
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sufficiently low speed, but fails at rated speed. Delay faults can be
classified into gate delay faults (the delay fault is assumed to be
lumped at some gate output) and path delay faults (the delay fault is
the result of accumulation of small delays as a signal propagates
along one or more paths in a circuit).

All methods mentioned above rely on voltage measurement during
testing; but there are also techniques which are based on current
measurement. These techniques are commonly referred as IDDQ test
techniques. The technique is based on measuring the quiescent
current and can detect some of the faults which are not detectable
with other testing techniques (except exhaustive functional testing).
IDDQ testing can be also used for reliability estimation. The
disadvantage of this technique is the very slow testing process, which
makes testing very expensive.

2.3.2 Test Pattern Generation

Test pattern generation is the process of determining the stimuli
necessary to test a digital system. The simplest approach for
combinational circuits is exhaustive testing where all possible input
patterns will be applied, which means applying 2n test patterns
(where n is the number of inputs). Such large number of test
patterns means that exhaustive testing is possible only with small
combinational circuits. As an example, a circuit with 100 inputs
needs already 2100≈1030 test patterns and is therefore practically
infeasible. An alternative for exhaustive testing is pseudorandom
testing, where test patterns are generated in pseudorandom manner.
The cost of this type of test is considerably reduced but
pseudorandom patterns cannot detect all possible faults and for so
called random pattern-resistant faults we still need some type of
deterministic tests.

To overcome those problems, several structural test generation
techniques have been developed. In this case we assume that the
elementary components are fault-free and only their interconnects
are affected [1]. This will reduce the number of test patterns to 2n in
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the case of the single stuck-at fault model. The typical cycle of a
structural test generation methodology is depicted in Figure 5.

Generate a test for the fault (ATPG)

Select an uncovered fault

Define a Target Fault List (TFL)

Determine other faults covered
(Fault Simulation)

Are all TFL faults covered

Done

Yes

No

Figure 5. Structural test flow

There has been a lot of research in the area of test pattern
generation and the current status is that test pattern generation for
combinational circuits as well as for sequential circuits without
global feedback is a solved problem and there exist commercial tools
for it. Test pattern generation for complex sequential circuits
remains still an unsolved problem (due to high complexity involving
multiple time frames and other factors) and there is some skepticism
about the possibility to have efficient commercial solutions available
in the nearest future.

2.3.3 Test Application

As previously mentioned, hardware testing involves test pattern
generation, discussed above, and test application. Test application
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can be performed either on-line or off-line. The former denotes a
situation where testing is performed during normal operational mode
and the latter when the circuit is not in normal operation. The
primary interest of this thesis is off-line testing although some of the
results can be applied also for on-line testing as well.

Off-line tests can be generated either by the system itself or
outside the chip and applied by using Automatic Test Equipment
(ATE). With the emerging of sub-micron and deep sub-micron
technologies, the ATE approach is becoming increasingly expensive,
the quality of the tests and therefore also the quality of the device
deteriorates, and time to market becomes unacceptably long.
Therefore several methods have been developed to reduce the
significance of external testers and to reduce the cost of the testing
process, without compromising on quality. Those methods are known
as design for testability (DFT) techniques. In the following, different
DFT techniques are described.

2.3.4 Design for Testability

Test generation and application can be more efficient when
testability is already considered and enhanced during the design
phase. The aim of such an enhancement is to improve controllability
and observability with minimal area and performance overhead.
Controllability and observability together with predictability are the
most important factors that determine the complexity of deriving a
test set for a circuit. Controllability is the ability to establish a
specific signal value at each node in a circuit by setting values on the
circuit’s inputs. Observability, on the other hand, is the ability to
determine the signal value at any node in a circuit by controlling the
circuit’s inputs and observing its outputs. DFT techniques, used to
improve a circuit’s controllability and observability, can be divided
into two major categories:

• DFT techniques which are specific to one particular design (ad
hoc techniques) and cannot be generalized to cover different
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types of designs. Typical examples are test point insertion and
design partitioning techniques.

• Systematic DFT techniques are techniques that are reusable
and well defined (can be even standardized).

In the following sections some systematic DFT techniques are
discussed.

2.3.5 Scan-Design

To cope with the problems caused by global feedback and complex
sequential circuits, several different DFT techniques have been
proposed. One of them is internal scan. The general idea behind
internal scan is to break the feedback paths and to improve the
controllability and observability of the memory elements by
introducing an over-laid shift register called scan path. Despite the
increase in fault coverage, there are some disadvantages with using
scan techniques:

• Increase in silicon area,

• Larger number of pins needed,

• Increased power consumption,

• Increase in test application time,

• Decreased clock frequency.

There are two different types of scan-based techniques:

1. Full scan

2. Partial scan

In case of partial scan only a subset of the memory elements will
be included in the scan path. The main reason for using partial scan
is to decrease the cost and increase the speed of testing.

In the case of complex chips or printed circuit boards (PCB) it is
often useful for the purposes of testing and fault isolation to isolate
one module from the others. This can be achieved by using boundary
scan.
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Boundary scan is well defined and standardized (IEEE 1149.1
standard). Boundary scan targets manufacturing defects around the
boundary of a device and the interconnects between devices. These
are the regions most likely to be damaged during board assembly.

2.3.6 Built-In Self-Test

As discussed earlier, the traditional form of off-line testing
requires the use of ATEs. One of the problems, while using ATEs, is
the growing disparity between the external bandwidth (ATE speed)
and the internal one (internal frequency of the circuit under test).
And as the importance of delay faults is increasing with newer
technologies, and the cost of test pattern generation as well as the
volume of test data keep increasing with circuit size, alternative
solutions are needed. One such solution is built-in self-test (BIST).

The main idea behind a BIST approach is to eliminate the need for
the external tester by integrating active test infrastructure onto the
chip. A typical BIST architecture consists of a test pattern generator
(TPG), usually implemented as a linear feedback shift register
(LFSR), a test response analyzer (TRA), implemented as a multiple
input shift register (MISR), and a BIST control unit (BCU), all
implemented on the chip (Figure 6). This approach allows applying
at-speed tests and eliminates the need for an external tester.
Furthermore, the BIST approach is also one of the most appropriate
techniques for testing complex SoCs, as every core in the system can
be tested independently from the rest of the system. Equipping the
cores with BIST features is especially preferable if the modules are
not easily accessible externally, and it helps to protect intellectual
property (IP) as less information about the core has to be disclosed.

There are two widely used BIST schemes: test-per-clock and test-
per-scan. The test-per-scan scheme assumes that the design already
has an existing scan architecture. During the testing phase the TPG
fills the scan chains which will apply their contents to the circuit
under test (CUT) [12]. All scan outputs are connected to the multiple
input signature register (MISR), which will perform signature
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compaction. There are possibilities to speed up the test process by
using multiple scan chains or by using a partial scan solution. An
example of such an architecture is Self-Test Using MISR and
Parallel Shift Register Sequence Generator (STUMPS) [5].

BIST 
Control Unit

Circuitry Under Test

CUT

Test Pattern Generation (TPG)

Test Response Analysis (TRA)

Chip

Figure 6. A typical BIST architecture

The test-per-clock scheme uses special registers that perform
pattern generation and response evaluation. This approach allows to
generate and to apply a new test pattern in each clock cycle. One of
the first proposed test-per-clock architectures was the Built-In Logic
Block Observer (BILBO), proposed in [40], which is a register that
can operate both as a test pattern generator and a signature
analyzer.

As the BIST approach does not require any external test
equipment it can be used not only for production test, but also for
field and maintenance test, to diagnose faults in field-replaceable
units. Since the BIST technique is always implemented on the chip,
using the same technology as the CUT, it scales very well with
emerging technologies and can become one of the most important
test technologies of the future.
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2.4 Constraint Logic Programming

Most digital systems can be conceptually interpreted as a set of
constraints, which is a mathematical formalization of relationships
that hold in the system [44]. In the context of test generation, there
are two types of constraints: the system constraints and the test
constraints. The system constraints describe the relationships
between the system variables, which capture the system
functionality and requirements. The test constraints describe the
relationships between the system variables in order to generate tests
for the system. Constraint solving can be viewed as a procedure to
find a solution to satisfy the desired test constraints for a system, if
such a solution exists.

The easiest way for constraint solving is to enumerate all the
possible values for the constraints and test if there exists a solution.
Unfortunately enumeration methods are impractical in most cases.
The problem of enumeration methods is that they only use the
constraints in a passive manner, to test the result of applying values,
rather than using them to construct values that will lead to a
solution. There are lots of constraint solving strategies that make use
of the types and number of constraints in order to speed up the
solving process.

The backtracking strategy is a basic and important approach in
constraint solving. Most constraint solvers such as CHIP [10],
SICStus [51], etc., use the backtracking strategy as a basic method
for constraint satisfaction. The search for a solution always involves
a decision process. Whenever there are alternatives to solve a
problem, one of them is chosen. If the selected decision leads to an
inconsistency, backtracking is used in order to allow a systematic
exploration of the complete space of possible solutions and recovery
from the incorrect decision. Recovery involves restoring the state of
the computation to the state existing before the incorrect decision.

For example, there are two possible solutions for the problem in
Figure 7. We first choose one of them, D1, as a decision and try it. In
this case, D11 and D12 are alternative decisions for finding a
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solution with decision D1. We can select either D11 or D12 to try to
find a solution. If decision D11 leads to an inconsistency, it means
that the decision {D1,D11} cannot find a solution for the given
problem. So the system will recover from D11 and try another
alternative decision, D12. If the decision D12 also fails, it will cause
the first decision D1 to fail. The system cannot find a solution with
the selected decision D1.  So we will go back to try another decision,
D2, by backtracking. As shown in Figure 7, the selected decision D21
succeeds. It will lead to a solution for the given problem and the
decision {D2,D21} is a correct decision for the problem. It is obvious
that the ordering of the variables has an impact on the searching
time.

D1

D11 D12 D22D21

D2

fail

failfail

success

success

Problem

Figure 7: The backtracking strategy

Depending on the complexity of the problem, the search space,
while using the previous search strategy, can become huge, and
finding a solution is practically infeasible. Therefore, several
heuristics have been developed that explore only part of the search
space. Such is, for example, a search strategy which only spends a
certain number of search cycles (credits) in each branch. If this credit
is exhausted it goes back in the tree and chooses an alternative sub-
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tree high-up in the (unexplored) tree to further explore. By
controlling the amount of credit which is provided, we can control the
search quite well. However, this approach may not be able to find the
(best) solution, as it explores the search space only partially.

2.5 Conclusions

In this chapter we have presented some concepts that are
important for understanding this thesis. We started with an
introduction of a generic design flow for digital systems together with
design representations at different levels of abstraction. We have
given an overview of some basic hardware testing and DFT
methodologies and, finally, introduced the concept of constraint
solving.

As we were able to see, the design activities are moving toward
higher levels of abstraction and there are well-established methods
and tools to support this process. On the other hand, most of the test
and DFT activities are still performed at the gate-level and this is
becoming one of the limiting factors in the digital systems
development cycle. Therefore, there is a strong demand for tools and
methods that can handle test problems at a high level of abstraction.
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Chapter 3
Hierarchical Test
Generation at the
Behavioral Level

As it has been shown in the introductory chapter, most of the test
and DFT related activities are usually performed at the low
abstraction levels. At the same time, design related activities have
moved several levels up which has produced a large efficiency gap
between design and test related tools.

In this chapter we propose an approach to reduce this gap. We
present a novel hierarchical test generation approach, based on the
analysis of a behavioral specification, which is able to produce test
sequences during the early synthesis steps. Experimental results
show that this approach can reduce the test generation effort, while
keeping the same high quality in terms of fault coverage.

3.1 Introduction

In the past years, the introduction of new electronic design
automation tools allowed designers to work on higher-levels of
abstraction, leaving the synthesis of lower levels to automatic
synthesis tools. At those early stages of the design flow only the
behavior of the system is known, and very little information about
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implementation is available. Even the partitioning between
hardware and software components may not yet be decided. At the
present time, such design environments, also known as
hardware/software co-design environments, support an interesting
set of facilities, allowing the designer to select the optimal solution
for his/her design in terms of performance, cost (silicon area) and
power consumption. Despite this trend, test-related activities are
still performed at the gate-level, mainly because test is usually
considered to be tightly linked to implementation details, which are
absent at the higher levels. As a result, test constraints are taken
into consideration much later in the design process, with some
significantly negative consequences. First, in some cases the designer
realizes very late (normally when a gate-level description of
hardware modules is available) that the system has some critical
points from the test point of view: this requires restarting from the
earlier design phases, with very negative impact on time-to-market
and cost. Secondly, since the area, performance, and power
evaluations given by the co-design environments do not take care of
test requirements, they can lead to significant approximations: as an
example, by neglecting BIST structures one can make significant
mistakes in the evaluation of the required silicon area.

Early information about testability of individual modules makes it
also simpler to choose the best possible test strategy for every
module and to perform test resource partitioning. For example, it can
be highly beneficial to migrate some of the test activities from
hardware to the software or vice versa. In such a way, the search
space that designers explore for identifying the best architecture of a
system is enriched with a new, test-related, dimension. Moreover,
addressing testability issues starting from high-level descriptions
can be highly beneficial, since it may allow the generation of good
test sequences with high efficiency, and reduce the cost of design-for-
testability structures.

In this thesis we propose an approach where tests are generated
based on high-level hierarchical descriptions. We use as an input to
our test pattern generator a behavioral level description of a system.
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We extract behavioral level DDs, which will be used as a
mathematical platform for test generation and improve our test
generation environment by including some limited knowledge about
the final architecture.

One of the main objectives of this thesis is to show how
hierarchical test generation can be used at higher levels of
abstraction and thus make it possible to reason about testability at
very early stages of the design flow. We also want to demonstrate
how DDs can be used for test generation at the behavioral level.

In this way, significant advantages could be achieved in terms of
design cost (especially by reducing the time for designing a testable
system) and design quality.

In the following section we will present some related work. We will
turn our attention to some high-level fault models and hierarchical
test generation, which are essential from this thesis’ point of view.
Thereafter we will discuss about the behavioral level decision
diagrams and introduce the fault models we use. The following
section will describe our hierarchical test generation approach
together with some experimental results and finally the conclusions
will be drawn.

3.2 Related Work

Recently, several researches have proved that testing can be
addressed even when the circuit structure is not yet known, and that
suitable techniques can be devised to exploit the information existing
in a high-level description of a system for evaluating its testability
and for reducing the cost for testing in the following design steps. Up
to now, these new techniques have been experimented mainly with
RT-level descriptions, and very few work has been done at the
behavioral level. In the following we are looking into the high-level
fault models and test generation algorithms proposed in the
literature.
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3.2.1 High-Level Fault Models

The ultimate task of a test generator is to generate such input
sequences, which can distinguish an erroneous behavior of the
system from the correct behavior. As it was discussed before, there
can be several reasons behind an erroneous behavior: manufacturing
defects, environmental or aging related failures, bugs in the
specification and many others. For test generation purposes we need
to describe the erroneous behavior through some type of
mathematical formalism, which is called fault model. One fault
model does not has to cover all possible defects, instead it usually
targets a selected set of possible faults which enables higher
accuracy of the model. As it was discussed earlier, there exists a wide
spectrum of fault models over different levels of abstraction. At one
end there are fault models describing electrical anomalies in deep
submicron designs, at another end we have code coverage metrics for
system level specifications. As an example, the dominant fault model
for digital designs at the gate level has been for several decades a
single stuck-at (SSA) fault model, as it can represent a large number
physical defects, while being technology independent and simple.
Although the SSA model has several limitations, it can be used
successfully as the reference measure to quantify a circuit’s
testability and has therefore become an industrial standard.
Therefore, also in this thesis the evaluation and comparison of
generated test sequences is done at the gate level based on the SSA
model.

One of the main problems while addressing test issues at an
abstraction level higher than the traditional gate level is the
identification of a suitable high-level fault model. At this level we
have very little or no knowledge about the final implementation and
therefore we cannot establish direct relationship between
manufacturing defects and the fault model.

The most common high-level fault models proposed in literature as
metrics of the goodness of sequences when working at high level of
abstraction are mostly taken from the software testing area:
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• Path coverage [6] measures the percentage of all possible control
flow paths through the program executed by a given sequence. A
related metric is statement coverage which is intended to
measure the percentage of statements that are activated by a
given test pattern. A further metric is branch coverage, which
measures the percentage of branches of a model that are
activated by a given test pattern.

• Bit coverage was proposed in [16]. The authors assume that each
bit in every variable, signal or port in the model can be stuck to
zero or one. The bit coverage measures the percentage of stuck-
at bits that are propagated on the model outputs by a given test
sequence.

• Condition coverage [16] is related to faults located in the logic
implementing the control unit of a complex system. The authors
assume that each condition can be stuck-at true or stuck-at
false. Then, the condition coverage is defined as the percentage
of stuck-at conditions that are propagated on the model outputs
by a given test sequence.

• Mutation testing [11] concentrates on selecting test vectors that
are capable to distinguish a program from a set of faulty
versions or mutants. A mutant is generated by injecting a single
fault into the program.  For example, if we have the expression:

X := (a + b) – c;

To rule out the fault that the first “+” is changed to “–”, b must
not be 0 (because a + 0 = a – 0 and this fault cannot be detected).
Additionally, to rule out the fault that instead of “+” there is “x”,
we have to assure that a + b ≠ a x b.

All those fault models target faults in the circuit’s behavior, not in
its structure. For targeting errors in the final implementation it is
very important to establish a relationship between the high-level
fault models and the lower level ones. This has been done so far only
experimentally (e.g. [37]) and there are no systematic methods
currently available. To overcome this problem, at least partially, we
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propose to use a hierarchical fault model and hierarchical test
generation.

3.2.2 Hierarchical Test Generation

The main idea of the hierarchical test generation (HTG) technique
is to use information from different abstraction levels while
generating tests. One of the main principles is to use a modular
design style, which allows to divide a larger problem into several
smaller problems and to solve them separately. This approach allows
generating test vectors for the lower level modules based on different
techniques suitable for the respective entities.

In hierarchical testing, two different strategies are known: top-
down and bottom-up. In the bottom-up approach [47], tests generated
at the lower level will be assembled at the higher abstraction level.
The top-down strategy, introduced in [42], uses information,
generated at the higher level, to derive tests for the lower level.

Previously mentioned as well as more recent approaches [48] have
been successfully used for hardware test generation at the gate,
logical and register-transfer (RT) levels.

In this thesis, the input to the HTG is a behavioral description of
the design and a technology dependent, gate level library of
functional units. Figure 8 shows an example of such a hierarchical
representation of a digital design. It demonstrates a behavioral
specification, a fragment of a corresponding behavioral level decision
diagram and a gate level netlist of one of the functional units.
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Behavioral level DD

Figure 8. Hierarchical representation of a digital design

3.3 Decision Diagrams at the Behavioral Level

Our high-level hierarchical test generation approach starts from a
behavioral specification, given in VHDL. At this level the design does
not include any details about the final implementation, however we
assume that a simple finite-state machine (FSM) has already been
introduced and therefore the design is conceptually partitioned into
the data path and control part. For this transformation we are using
the CAMAD high-level synthesis system [15].

DD synthesis from a high-level description language consists of
several steps, where data path and control part of the design will be
converted into the DDs separately. In the following, an overview of

if (IN1 > 0)
    X=IN2 + 3;    --- q=1
else {
    if (IN2 >= 0)
        X=IN1+IN2; -- q=2
    else
        X=IN1*5;  --- q=3
}

Y=X-10;      -------- q=4
X=Y*2;       -------- q=5
OUT=X + Y;   -------- q=6

Gate level netlist of a FU

     

     

OUT q’

X+Y

OUT’

0,1,2,3,4,5

6

Behavioral description
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the DD synthesis process, starting from a VHDL description, will be
given.

3.3.1 Decision Diagram Synthesis

In the general case, a DD is a directed, acyclic graph where non-
terminal nodes represent logical conditions, terminal nodes represent
operations, while branches hold the subset of condition values for
which the successor node corresponding to the branch will be chosen.
The variables in nonterminal nodes can be either Boolean (describing
flags, logical conditions etc.) or integer (describing instruction words,
control fields, etc.)  The terminal nodes are labeled by constants,
variables (Boolean or integer) or by expressions for calculating
integer values.

At the behavioral level, for every internal variable and primary
output of the design a data-flow DD will be generated. Such a data-
flow DD has so many branches, as many times the variable appears
on the left-hand side of the assignment. Further, an additional DD,
which describes the control-flow, has to be generated. The control-
flow DD describes the succession of statements and branch activation
conditions.

Figure 9 depicts an example of DD, describing the behavior of a
simple function. For example, variable A will be equal to IN1+2, if
the system is in the state q=2 (Figure 9c). If this state is to be
activated, condition IN1≥0 should be true (Figure 9b). The DDs,
extracted from a specification, will be used as a computational model
in the HTG environment.
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if (IN1 < 0) then

  A := IN1 * 2;   ------ q=1

else

  A := IN1 + 2;   ------ q=2

endif;

B    := IN1 * 29; ------ q=3

A    := B * A;    ------ q=4

B    := A + 43;   ------ q=5

a) Specification
    (comments start with “--“)

q' IN1 1

0

<00q

1,2
3

2

3
4

4
5

5

b) The control-flow DD
(q denotes the state
variable and q’ is the
previous state)

q
1

2

q
3

IN1 * 2

IN1 + 2

A'

IN1 * 29

A+43

B'

A B

B*A
4

5

1, 2, 4

3, 5

c) The data-flow DD

Figure 9. A decision diagram example
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3.3.2 SICStus Prolog representation of Decision Diagrams

As described earlier, at the behavioral level there exist two types of
DDs: control-flow DD and data-flow DDs. The control-flow DD
carries two types of information: state transition information and
path activation information. The state transition information
captures the state transitions that are given in the FSM
corresponding to the specified system. The path activation
information holds conditions associated to state transitions.

For each internal or primary output variable corresponds one data-
flow DD. In a certain system state, the value of a variable is
determined by the terminal node in the data graph. In this case, the
relationship between the terminal node and the variable can be
viewed as a functional constraint on the variable at the state.

To generate a test pattern for a fault we have to excite the fault
(justification) and to sensitize the fault effect at the primary outputs
(propagation). For example, if we want to test the statement that is
highlighted in Figure 9a, we have to bring the system to the state
q=2. This can be guaranteed only when q’=0 and IN1 ≥ 0. Those
requirements can be seen as justification constraints.

For observing the fault effect at primary outputs, we have to
distinguish between the faulty and the correct behavior of a variable
under test (Variable “A” in our example). This requires, that B ≠ 0
(from the statement A:=B*A) and consequently IN1*29 ≠ 0 (from the
statement B:=IN1*29), otherwise the variable “A” will have always
value 0 and the fault cannot be detected. Those conditions can be
seen as propagation constraints.

By solving the extracted constraints we will have a test pattern
(combination of input values) which can excite the fault and
propagate the fault effect to the primary outputs. For solving these
constraints we employ a commercial constraint solver SICStus [51]
and have developed a framework for representing a DD model in the
form of constraints. First, we translate the control-flow DD into a set
of state transition predicates and path activation constraints are
extracted along the activated path. Then all the data-flow DDs are
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parsed as functional constraints at different states by using
predicates. Finally, a DD model is represented as a single Prolog
module. See [54] for technical details about the translation process.

3.4 Hierarchical Test Generation Algorithm

This section presents our high-level hierarchical test generation
algorithm. At first we introduce fault models used in our approach.
Thereafter the corresponding tests are discussed and finally the
whole test generation environment is presented.

3.4.1 Fault Modeling at the Behavioral Level

In this thesis we propose to use a hierarchical fault model where at
the higher level we target errors in the system behavior and at the
lower level our aim is to detect failures related to the chosen
implementation style. In our approach we have chosen for the high
level the branch coverage metric, while the low-level faults are
modeled by using a SSA fault model. Those two fault models are
complimentary to each other and the aim is to generate such test
sequences, which can be used for manufacturing test of the final
circuit.

As the fault model we are using is hierarchical, the HTG algorithm
has to generate two types of tests. The first set is generated from the
pure behavioral description based on the code coverage metric [32].
This test set targets errors in branch selection (nonterminal nodes of
the control-flow DD). During the second test generation phase the
functional blocks (e.g., adders, multipliers and ALUs) composing the
behavioral model are identified (terminal nodes of the data-flow DD),
and suitable test vectors are generated for the individual blocks.
During the block-level test generation phase each block is considered
as an isolated and fully controllable and observable entity; and a gate
level test generation tool is used for this purpose. The test vectors
generated for the basic blocks are then justified and their fault
effects propagated in the behavioral model of the circuit under test.
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In this way we can incorporate accurate structural information into
the high-level test pattern generation environment while keeping the
propagation and justification task still on a high abstraction level.

3.4.2 Test Pattern Generation

The test generation task is performed in the following way (Figure
10). Tests are generated sequentially for each nonterminal node of
the control-flow DD. Symbolic path activation is performed and
functional constraints are extracted. Solving the constraints gives us
the path activation conditions to reach a particular segment of the
specification. In order to test the operations, presented in the
terminal nodes of the data-flow DD, different approaches can be
used. In our approach we employ a gate level test pattern generator.
In this way we can incorporate accurate structural information into
the high-level test pattern generation environment while keeping the
propagation and justification task still on a high abstraction level.

If the constraint solver is not able to find a solution, a new test
case should be generated, if possible. This cycle should be continued
until a solution is found or a timeout occurs.

In the following, the test pattern generation algorithm is described
in more detail.



49

No

Generate a test case
(Conformity test or gate-level ATPG)
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Success?
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No

Extract functional and path activation 
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constraints for fault effect propagation

Solve constraints

A solution?
No No

Yes

Yes
Timeout?

Any 
unprocessed nodes 

in the  DD?

Select an unprocessed node

END

Figure 10. The general flow for hierarchical test generation algorithm

3.4.3 Conformity Test

For the nonterminal nodes of the control-flow DD, conformity tests
will be applied. The conformity tests target errors in branch
activation. For example, in order to test nonterminal node IN1
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(Figure 11), one of the output branches of this node should be
activated. Activation of the output branch means activation of a
certain set of program statements. In our example, activation of the
branch IN1<0 will activate the branches in the data-flow DD where
q=1 (A:=X). For observability the values of the variables calculated in
all the other branches of IN1 have to be distinguished from the value
of the variables calculated by the activated branch. In our example,
node IN1 is tested, in the case of IN1<0, if X≠Y. The path from the
root node of the control-flow DD to the node IN1 has to be activated
to ensure the execution of this particular specification segment and
the conditions generated here should be justified to the primary
inputs of the module. This process will be repeated for each output
branch of the node. In the general case there will be n(n-1) tests, for
every node, where n is the number of output branches.

q q'
0

...

IN1 1

2

<0

A q
1

2

X

Y

Figure 11. Conformity test

3.4.4 Testing Functional Units

Synthesis is the translation of a behavioral representation of a
design into a structural one. One of the most important parameters
guiding the synthesis process is the technology that will be used in
the final implementation. After the technology is defined, the
implementation details of the functional units (FUs), that will be
used in the final design, can be found usually in the technology
library. Our hierarchical test generation algorithm employs this

 ≠

 ≠

Control-flow DD:

Data-flow DD:
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structural information for generating tests and estimating the
testability of the final implementation when using one or another
implementation of the FU from the same or even from completely
different libraries. This reveals another advantage of our test pattern
generation algorithm: we can derive information about the testability
of a system, depending on what target technology it will be
implemented in. We can generate tests for different possible
implementations (different implementations of the same FU) and to
select the solution that is the best from the testability point of view.
This information can be used later in the synthesis while performing
allocation and mapping.

Tests are generated in cooperation with low-level test pattern
generators. The functional unit test generation is performed one by
one for every FU given in the specification as depicted in Figure 12,
where an example of generating low-level tests for an adder is given.

Figure 12. Testing functional units

We start by choosing a not tested operator from the specification
and employ a gate level ATPG to generate a test pattern targeting
structural faults in the corresponding FU. In our approach a PODEM
like ATPG [31] is used but, in the general case, any gate level test
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X

0

0

X

Fragment of a gate level netlist

if (IN1 > 0)
    X=IN2+3;      --- q=1
else {
    if (IN2 >= 0)
        X=IN1+IN2; -- q=2
    else
        X=IN1*5;  --- q=3
}

Y=X-10;      -------- q=4
X=Y*2;       -------- q=5
OUT=X+Y;     -------- q=6

Behavioral description

OUT q’

X+Y

OUT’
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6

OUT q’

X+Y

OUT’

0,1,2,3,4,5
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pattern generation algorithm can be applied. If necessary,
pseudorandom patterns can be used for this purpose as well. The test
patterns, which are generated by our current approach, can have
some undefined bits (don’t cares). As justification and propagation
are performed at the behavioral level by using symbolic methods
these undefined bits have to be set to a defined value. Selecting the
exact values is an important procedure since not all possible values
can be propagated through the environment, which potentially can
lead to the degradation of fault coverage. A test vector that does not
have any undefined bits is thereafter forwarded to the constraint
solver, where together with the environmental constraints it forms a
test case. Solving such a test case successfully means that the
generated low-level test vector can be justified till the primary inputs
and the fault effect is observable at the primary outputs. If the
constraint solver cannot find an input combination that would satisfy
the given constraints, another combination of values for the
undefined bits has to be chosen and the constraint solver should be
employed again. This process is continued until a solution is found or
a timeout occurs. If there is no input combination that satisfies the
generated test case, the given low-level test pattern will be
abandoned and the gate level ATPG will be employed again to
generate a new low-level test pattern. This task is continued until
the low-level ATPG cannot generate any more patterns.

This can be illustrated with the following example (Figure 13). Let
us assume that we want to test the FU which is in the statement
Y=X+IN2. For this purpose the gate-level ATPG is employed and it
returns a test vector X=0X0X and IN2=1X11. From the environment
we know that variable X can hold only a very limited range of values.
Either X=1 or X has a value which is a multiple of 5 (0, 5, 10, 15, …).
Therefore, if we replace the undefined bits so that X=0001, the
justification process will be successful, but if X=0100 (decimal value
4), the justification will fail.

We generate tests for every FU one by one and finally the fault
coverage for every individual FU under the given environmental
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constraints can be reported, which gives the possibility to rank all
modules according to their testability.

if (IN1>0)

  X=IN1*5;

else

  X=1;

Y=X+IN2;

Behavioral description

     

     

X

IN2

Y+

FU under test

X IN2
ATPG: 0X0X 1X11

0001 (1) 1011 (11) SUCCESS
0100 (4) 1011 (11) FAILURE
0101 (5) 1011 (11) SUCCESS

Test vectors

Figure 13. Selection of a test vector

The HTG environment is depicted in Figure 14. Our HTG
environment accepts as input a behavioral VHDL specification. The
VHDL code is translated into the DD model, which is used as a
formal platform for test generation, and later into a Prolog model,
which is used by the constraint solver. In our approach we use a
commercial constraint solver SICStus [51]. The HTG algorithm
generates test cases and forwards them in form of constraints to the
constraint solver, which generates the final test vectors. Propagation
and justification of the gate level test patterns are performed by the
constraint solver as well.
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Figure 14. Our hierarchical test generation environment

3.5 Experimental Results

In this section we present our experimental results. We
demonstrate that test sequences generated from high-level
descriptions provide fault coverage figures comparable with figures
obtained at the gate level, while the test generation time is reduced
significantly. We will also demonstrate that our approach can
successfully be used for testability evaluation.

We performed experiments on the DIFFEQ circuits taken from the
High-Level Synthesis’91 benchmark suite. We have synthesized two
gate level implementations of the same circuit: one optimized for
speed (DIFFEQ 1) and the other optimized for area (DIFFEQ 2).
Generated test patterns are applied to the gate level
implementations of the circuit and the fault coverage is measured
based on the SSA model. The results are reported in Table 1, where
for every approach we have presented the obtained stuck-at fault
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coverage (FC), number of generated test vectors (Len) and CPU time
spent (CPU) for test generation.

We compare our results with pure high-level ATPG [37] and pure
gate level ATPG (testgen from Synopsys). The pure high-level
ATPG works at the behavioral level and generates tests based on
different code coverage metrics. The gate-level ATPG, on the other
hand, uses only gate-level information and can therefore be used only
at the latter stages of the design cycle. The results show that the test
sequences provided with our HTG approach can be successfully used
for detecting stuck-at faults. These results also show that when
moving test vector generation toward lower levels of abstractions,
where more detailed information about the tested circuits are
available, the obtained results in terms of fault coverage figures are
improved. The fault coverage obtained by the hierarchical ATPG is
higher than that of the pure high-level ATPG, while the fault
coverage working at the gate level is the highest. However, all three
different approaches can obtain very high and comparable fault
coverage figures. On the other hand, moving test generation towards
the higher levels of abstraction has positive effects on the test
generation time and on the test length that are both significantly
reduced.

We can also note, that our HTG approach can generate test
sequences faster and with higher quality than pure high-level ATPG.
This can be partially explained with the very simple test generation
algorithm employed in the pure high-level ATPG approach reported
here.

Pure High-level
ATPG

Our Hierarchical
ATPG

Gate-level ATPG
testgen

FC
[%]

Len
[#]

CPU
[s]

FC
[%]

Len
[#]

CPU
[s]

FC
[%]

Len
[#]

CPU
[s]

DIFFEQ 1 97.25 553 954 98.05 199 468 99.62 1,177 4,792

DIFFEQ 2 94.57 553 954 96.46 199 468 96.75 923 4,475

Table 1. Results for the DIFFEQ benchmark circuit.
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We have also investigated possibilities to apply our ATPG
approach to an industrial design F4 [52], which is part of the F4/F5
layer of the ATM protocol, covering the main functionality as
specified by standard references. The F4/F5 layer covers the
Operation and Maintenance (OAM) functionality of the ATM
switches. The F4 level handles the OAM functionality concerning
virtual paths and the F5 level handles the OAM functionality
concerning virtual channels. We have extracted two blocks from the
specification: F4_InputHandler_1 and F4_OutputHandler_1.
Experimental results of these two examples are compared with those
obtained using the commercial gate level ATPG tool from Mentor
Graphics (FlexTest) and are presented in Table 2:

Our Hierarchical
ATPG

Gate level ATPG
FlexTest

Design
VHDL
Lines

[#]

Stuck-at
faults

[#] Len
[#]

CPU
[s]

FC
[%]

Len
[#]

CPU
[s]

FC
[%]

F4_Input
Handler_1 175 4872 62 228 64.22% 219 811 38.22%

F4_Output
Handler_1 54 872 26 1.52 76.26% 170 5 81.30%

Table 2: ATPG results with F4 design

As it can be seen, HTG can produce results which are comparable
with results obtained at the gate level, while having shorter test
generation time and reduced test length. In case of the
F4_InputHandler_1 block, our HTG approach obtains even higher
fault coverage figure than that of the gate-level ATPG. This
illustrates very well the situation when a gate-level ATPG cannot
produce high quality test vectors due to the higher complexity of
descriptions at lower levels of abstraction, and a high-level ATPG
tool can outperform a gate-level ATPG tool by producing test
patterns with higher fault coverage.

In order to investigate the possibility of using the HTG approach
for testability evaluation we have also performed a more thorough
analysis using the DIFFEQ design. The results are presented in
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Figure 15. We have associated with every FU a set of data. We use
the instruction y_var := y_var + t7; in order to explain the
significance of this data:

y_var := y_var + t7;
    -- Tested 389 faults

Total number of detected stuck-at faults in the FU, when
implemented in the target technology.

     -- Untestable 0

Total number of untestable faults in the FU, when
implemented in the target technology.

    -- Aborted 39
Total number of aborted faults (the faults that cannot be
detected due to different reasons. For example, the
generated gate-level test pattern could not be propagated
and/or justified till primary inputs/outputs).

    -- Fault coverage: 90.887850
Final stuck-at fault coverage.

    -- 11 Vectors
Number of test vectors that were generated by a gate level
ATPG and successfully justified till primary inputs and
propagated till primary outputs.

As it can be seen, the fault coverage of functional units differs
significantly, depending of the location and type of every individual
FU. This information can be exploited at the latter design stages in
order to improve the global testability of the design.
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ENTITY diff IS
  PORT
      ( x_in     : IN integer;
        y_in     : IN integer;
        u_in     : IN integer;
        a_in     : IN integer;
        dx_in    : IN integer;
        x_out    : OUT integer;
        y_out    : OUT integer;
        u_out    : OUT integer
     ) ;
END diff ;

ARCHITECTURE behavior OF diff IS
BEGIN
  PROCESS
    variable x_var, y_var, u_var,
             a_var, dx_var  : integer;
    variable t1,t2,t3,t4,t5,
             t6,t7: integer ;
    BEGIN
        x_var := x_in;
        y_var := y_in;
        a_var := a_in;
        dx_var := dx_in;
        u_var := u_in;

    while x_var < a_var loop

    t1 := u_var * dx_var;
    -- Tested 5634 faults
    -- Untestable 0
    -- Aborted 14
    -- Fault coverage: 99.752125
    -- 52 Vectors

    t2 := x_var * 3;
    -- Tested 4911 faults
    -- Untestable 0
    -- Aborted 737
    -- Fault coverage: 86.951133
    -- 11 Vectors

    t3 := y_var * 3;
    -- Tested 4780 faults
    -- Untestable 0
    -- Aborted 868
    -- Fault coverage: 84.631728
    -- 10 Vectors

    t4 := t1 * t2;
    -- Tested 5621 faults
    -- Untestable 0
    -- Aborted 27
    -- Fault coverage: 99.521955
    -- 38 Vectors

    t5 := dx_var * t3;
    -- Tested 5616 faults
    -- Untestable 0
    -- Aborted 32
    -- Fault coverage: 99.433428
    -- 35 Vectors

    t6 := u_var - t4;
    -- Tested 368 faults
    -- Untestable 0
    -- Aborted 60
    -- Fault coverage: 85.981308
    -- 9 Vectors

    u_var := t6 - t5;
    -- Tested 424 faults
    -- Untestable 0
    -- Aborted 4
    -- Fault coverage: 99.065421
    -- 15 Vectors

    t7 := u_var * dx_var;
    -- Tested 1123 faults
    -- Untestable 0
    -- Aborted 4525
    -- Fault coverage: 19.883144
    -- 1 Vectors

    y_var := y_var + t7;
    -- Tested 389 faults
    -- Untestable 0
    -- Aborted 39
    -- Fault coverage: 90.887850
    -- 11 Vectors

    x_var := x_var + dx_var;
    -- Tested 414 faults
    -- Untestable 0
    -- Aborted 14
    -- Fault coverage: 96.728972
    -- 15 Vectors

  end loop ;

  x_out <= x_var;
  y_out <= y_var;
  u_out <= u_var;

  END PROCESS ;

END behavior;

Figure 15. DIFFEQ benchmark with testability figures for
every individual functional unit
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3.6 Conclusions

In this chapter we have proposed a novel high-level hierarchical
test pattern generation approach. It uses, as input, a behavioral
specification of the system, which is enriched with some information
about the final architecture. This information can be derived from a
technology library and, as a result, we can evaluate the testability of
the final implementation. The test patterns are generated based on a
hierarchical test generation technique that employs a dedicated
constraint solver.

As our hierarchical test generation approach takes into account
information from several abstraction levels it is able to generate test
sequences with higher fault coverage than those produced using a
pure behavioral test generator. Improvements in fault coverage are
obtained by integrating structural information coming from lower
levels of abstractions, while still mainly working at the behavioral
level for test vector justification and propagation. We have also
demonstrated the higher efficiency of our approach compared to the
gate level ATPG in terms of required CPU time and the number of
test vectors produced.
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Chapter 4
A Hybrid BIST Architecture

and its Optimization for
SoC Testing

As demonstrated in the previous chapter it is feasible to reason
about testability already in very early phases of the design cycle.
Test sequences generated at the behavioral level can be used as a
starting point for constructing manufacturing tests. Test generation
results from the behavioral level can also be used for identification of
hard to test modules of a design. After identification of such modules,
suitable DFT technique has to be chosen and DFT modifications
performed in order to guarantee a good testability of the final circuit.

In our approach we have selected a built-in self-test technique, as
one of the mainstream DFT techniques for deep submicron designs.
In this chapter we propose a hybrid self-test architecture, which is
very attractive for modern SoCs. We also propose methods for
calculating the total cost of such a self-test scheme and introduce a
technique for finding the optimal test solution.



62

4.1 Introduction

Many systems are nowadays designed by embedding predesigned
and preverified complex functional blocks, usually referred as cores,
into one single die. The cores can be very different by their nature
(from analog to memories, including all types of logic) and can be
represented in several different ways (RTL code, netlist or layout)
[59]. Such a design style allows designers to reuse previous designs
and will lead therefore to a shorter time to market and a reduced
cost. Such a System-on-Chip (SoC) approach is very attractive from
the designers’ perspective. Testing of SoC, on the other hand, shares
all the problems related to testing modern deep submicron chips, and
introduces also some additional challenges due to the protection of
intellectual property as well as the increased complexity and higher
density [34].

To test the individual cores on SoC, the test pattern source and
sink have to be available together with an appropriate test access
mechanism (TAM) [41], [62] as depicted in Figure 16. We can
implement such a test architecture in several different ways. One
widespread approach is to implement both source and sink off-chip
and require therefore the use of external Automatic Test Equipment
(ATE). But, as discussed earlier, the internal speed of SoC is
constantly increasing and, thus, the demands for the ATE speed and
memory size are continuously increasing too. However, the
technology used in ATE is always one step behind the one used for
advanced SoCs and, the ATE solution will soon become unacceptably
expensive and inaccurate [28]. Therefore, in order to apply at-speed
tests and to keep the test costs under control, on-chip self-test
solutions are becoming more and more popular.
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Figure 16. Testing a system-on-chip

A typical BIST architecture consists of a test pattern generator
(TPG), a test response analyzer (TRA) and a BIST control unit
(BCU), all implemented on the chip. This approach allows applying
at-speed tests and eliminates the need for an external tester.
Different BIST approaches have been available for a while and have
got wide acceptance especially for memory test. For logic BIST
(LBIST) there is still no industry-wide acceptance. One of the main
reasons is the hardware overhead required to implement a BIST
architecture. The BIST approach can also introduce additional delay
to the circuitry and requires a relatively long test application time.
At the same time, BIST is basically the only practical solution to
perform at-speed test and can be used not only for manufacturing
test but also for periodic field maintenance tests [17].
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4.2 Related Work

The classical way to implement the TPG for LBIST is to use linear
feedback shift registers (LFSR) [2], [5], [60]. The effectiveness of such
TPG for a given circuit depends on the appropriate choice of the
LFSRs as well as their length and configuration. This can yield
relatively high fault coverage, but only for a combinational part of
the circuitry. The problem with such approaches is that the test
patterns generated by the LFSR are pseudorandom by nature [21].
Therefore the LFSR-based approach often does not guarantee
sufficiently high fault coverage, especially in the case of large and
complex designs, and demands very long test application times in
addition to high area overheads. Several proposals have therefore
been made to combine pseudorandom test patterns, generated by
LFSRs, with deterministic patterns [9], [24], [25], [53], [55], [61] to
form a hybrid BIST solution.

In [24] and [61] the authors have proposed methods to increase the
quality of LFSR-based BIST schemes via reseeding while in [9] the
authors have proposed using additional combinatorial logic to alter
the generated pseudorandom sequences. The main concern of those
approaches has been to improve the fault coverage, while the issue of
cost minimization has not been addressed directly. An additional
disadvantage of these approaches is the supplementary hardware
needed to implement the hybrid BIST architecture.

To make the LBIST approach more attractive, we have to tackle
the hardware overhead problem and to find solutions to reduce the
additional delay and the long test application times. At the same
time, fault coverage has to be kept at a high level. The simplest and
most straightforward solution is to replace the hardware LFSR
implementation by software, which is especially attractive to test
SoCs, because of the availability of computing resources directly in
the system (a typical SoC usually contains at least one processor
core). The software-based approach, on the other hand, is criticized
because of the large memory requirements, as we have to store the
test program and some test patterns, which are required for
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initialization and reconfiguration of the self-test cycle [25]. However,
some preliminary results regarding such an approach for PCBs has
been reported in [4] and shows that a software-based approach is
feasible.

Similar work has been reported also in [25]. However, the
approach presented there has no direct cost considerations and can
therefore lead to very long test application times because of the large
number of random test patterns used.

In our approach we propose to use a hybrid test set which contains
a limited number of pseudorandom and deterministic vectors. The
pseudorandom test vectors can be generated either by hardware or
by software and is complemented by the stored deterministic test set
which is specially designed to shorten the pseudorandom test cycle
and to target the random resistant faults [33].

The main objective of our approach is to support the combination
of pseudorandom and deterministic test vectors and to find the
optimal balance between these two test sets to perform core test with
minimum cost of time and memory, without losing test quality. In
the following, two different algorithms to calculate the total cost of
the hybrid BIST solution will be proposed. Additionally a method is
proposed to estimate, with very low computational time, the time-
moment that is close to the optimal moment to stop pseudorandom
test generation and to apply deterministic patterns. This method is
used to find a good starting point to search for the global optimum by
sampled calculation of the real cost. The search is carried out by
using a Tabu search method [18], [19], [20].

A similar problem has been addressed in [53], where an approach
to minimize testing time has been presented. The authors have
shown that hybrid BIST (or CBET in their terminology) can achieve
shorter testing time than both pseudorandom and deterministic test.
However, the proposed algorithm is not addressing total cost
minimization (time and memory) and is therefore only a special case
of our approach.
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4.3 Hybrid BIST Architecture

A hardware-based hybrid BIST architecture is depicted in Figure
17, where the pseudorandom pattern generator (PRPG) and the
Multiple Input Signature Analyzer (MISR) are implemented inside
the core under test (CUT). The PRPG and MISR can be implemented
by using LFSRs or any other structure able to provide pseudorandom
test vectors with a required degree of randomness. The deterministic
test patterns are precomputed off-line and stored inside the system.

PRPG

. . .
. . .

. . .

MISR

B
IS

T
 C

on
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r

SoC
. . .

ROM

. . .

CUT
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Figure 17. Hardware-based hybrid BIST architecture

Core test is performed in two consecutive stages. During the first
stage pseudorandom test patterns are generated and applied. After a
predetermined number of test cycles, additional test is performed
with deterministic test patterns from the memory. Each primary
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input of CUT has a MUX at the input that determines whether the
test is coming from the PRPG or from the memory (Figure 17).

To avoid the hardware overhead caused by the PRPG and MISR,
and the performance degradation due to excessively large LFSRs, a
software-based hybrid BIST can be used where pseudorandom test
patterns are produced by the test software. However, the cost
calculation and optimization algorithms to be proposed are general,
and can be applied to the hardware-based as well as to the software-
based hybrid BIST optimization.

In case of a software-based solution, the test program, together
with all necessary test data (LFSR polynomials, initial states,
pseudorandom test length, signatures) are kept in a ROM. The
deterministic test vectors are generated during the development
process and are stored in the same place. For transporting the test
patterns, we assume that some form of TAM is available.

In test mode the test program will be executed by the processor
core. The test program proceeds in two successive stages. In the first
stage the pseudorandom test pattern generator, which emulates the
LFSR, is executed. In the second stage the test program will apply
precomputed deterministic test vectors to the core under test.

The pseudorandom TPG software is the same for all cores in the
system and is stored as one single copy. All characteristics of the
LFSR needed for emulation are specific to each core and are stored in
the ROM. They will be loaded upon request. Such an approach is
very effective in the case of multiple cores, because for each
additional core only the BIST characteristics for this core have to be
stored. The general concept of the software based pseudorandom
TPG is depicted in Figure 18.

As the LFSR is implemented in software, there are no hardware
constraints for the actual implementation except for the ROM. This
allows to develop for each particular core the most efficient
pseudorandom scheme without concerning about the hardware cost. As
has been shown by experiments, the selection of the best possible
pseudorandom scheme is an important factor for such an approach [25].
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SoC ROMCPU Core
LFSR1: 001010010101010011
N1: 275

LFSR2: 110101011010110101
N2: 900
...

load (LFSRj);
  for (i=0; i<Nj; i++)
   ...
end;

Core j Core j+1
Core j+...

Figure 18. LFSR emulation

The quality of the pseudorandom test is of great importance. It is
assumed that for the hybrid BIST the best pseudorandom sequence
will be chosen. However, not always all parts of the system are
testable by a pure pseudorandom sequence. It takes often a very long
test application time to reach a good fault coverage level. In case of
hybrid BIST, we can dramatically reduce the length of the initial
pseudorandom sequence by complementing it with deterministic
stored test patterns, and achieve the 100% fault coverage.

As discussed in [25], the program to emulate the LFSR can be very
simple and therefore the memory requirements for storing the
pseudorandom TPG program together with the LFSR parameters are
relatively small.

In the ideal case, the LFSR-based test generator can be developed
in such a way that a high fault coverage will be reached by a
sufficiently short test sequence. In our approach, the task is not to
develop a new “ideal” LFSR-based test generator for BIST with the
length equal to the minimal test set with 100% fault coverage. In
general, for complex circuits such a task is rather difficult and may
be even impossible to solve, especially for sequential circuits. In this
sense, the hybrid BIST considered here suggests a more general and
simple solution, applicable also for sequential cores.
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4.4 Test Cost Calculation for Hybrid BIST

As mentioned earlier, the test patterns generated by LFSRs are
pseudorandom by nature. Such test sequences are usually very long
and not sufficient to detect all the faults. Figure 19 shows the fault
coverage of the pseudorandom test as a function of the test length for
some larger ISCAS’85 [8] benchmark circuits. This figure illustrates
an inherent property of pseudorandom test: the first few test vectors
can detect a large number of faults while later test vectors can detect
very few new faults, if any. There may also exist faults that will
never be detected with pseudorandom test vectors, which is due to
random pattern resistance.

Figure 19. Pseudorandom test for some ISCAS’85 circuits

To avoid the test quality loss due to random pattern resistant
faults and to speed up the testing process, we have to apply
deterministic test patterns targeting the random resistant and
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difficult to test faults. Such a hybrid BIST approach starts with a
pseudorandom test sequence of length L. At the next stage, the
stored test approach takes place: precomputed test patterns, stored
in the system, are applied to the core under test to reach the
desirable fault coverage. For off-line generation of the deterministic
test patterns, arbitrary software test generators may be used, based
on deterministic, random or genetic algorithms.

In a hybrid BIST technique the length of the pseudorandom test is
an important parameter that determines the behavior of the whole
test process [25]. It is assumed here that for the hybrid BIST the best
polynomial for the pseudorandom sequence generation will be
chosen. Removing the latter part of the pseudorandom sequence
leads to lower fault coverage achievable by the pseudorandom test.
The loss in fault coverage should be compensated by additional
deterministic test patterns. In other words, a shorter pseudorandom
test set implies a larger deterministic test set. This requires
additional memory space, but at the same time, shortens the overall
test process. A longer pseudorandom test, on the other hand, will
lead to longer test application time with reduced memory
requirements. Therefore it is crucial to determine the optimal length
LOPT of the pseudorandom test sequence, in order to minimize the
total testing cost.

Figure 20 illustrates graphically the total cost of a hybrid BIST
consisting of pseudorandom test patterns and stored test patterns,
generated off-line. The horizontal axis in Figure 20 denotes the fault
coverage achieved by the pseudorandom test sequence before
switching from the pseudorandom test to the stored test. Zero fault
coverage is the case when only stored test patterns are used and
therefore the cost of stored test is the largest in this point. The figure
illustrates the situation where 100% fault coverage is achievable
with pseudorandom vectors alone although it can demand a very long
pseudorandom test sequence. In the case of large and complex
designs 100% fault coverage is not always achievable.



71

We can define the total test cost of a hybrid BIST, CTOTAL, as:

CTOTAL = CGEN + CMEM (1)

where CGEN is the cost related to the effort for generating the
pseudorandom test patterns (proportional to the number of clock
cycles) and CMEM is related to the memory cost for storing the
precomputed test patterns to improve the pseudorandom test set.
Please note that the proposed cost calculation formula is not
complete. For example, in case of hardware-based hybrid BIST
architecture the cost of the LFSR’s implementation should be taken
into account, but as those costs are constant, regardless of the size
and ratio of selected test sets, we are not considering them here.

  Fault Coverage (%)

Cmin

CTOTAL

Cost of stored
test CMEM

to reach 100%
fault coverage

Cost of
pseudorandomly

generated test
CGEN

100%

Cost

Figure 20. Cost calculation for hybrid BIST
(under 100% assumption)

Figure 20 illustrates also how the cost of the pseudorandom test is
increasing when striving for higher fault coverage (the CGEN curve).
In general, it can be very expensive to achieve high fault coverage
with pseudorandom test patterns only. The CMEM curve describes the
cost that we have to pay for storing additional precomputed tests
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from the fault coverage level reached by pseudorandom testing to
100%. The total cost CTOTAL is the sum of the above two costs. The
CTOTAL curve is illustrated in Figure 20, where the minimum point is
marked as Cmin. One of the main objectives of our approach is to find
a fast method for calculating the curve CTOTAL and to find the
minimal cost point Cmin.

As mentioned before, in many cases 100% fault coverage is not
achievable with pseudorandom vectors only. Therefore we have to
include this assumption to the total cost calculation and the new
situation is illustrated in Figure 21, where the horizontal axis
indicates the number of pseudorandom test patterns applied, instead
of fault coverage level. The curve for the total cost CTOTAL is still the
sum of two cost curves CGEN + CMEM with the new assumption that
the maximum fault coverage reachable by only deterministic ATPG
is achieved by the hybrid BIST.

 Total Cost
 CTOTAL

Cost of
pseudorandom test

patterns CGEN

Number of remaining
faults after applying k

pseudorandom test
patterns rNOT(k)

Cost of stored
test CMEM

Number of pseudorandom
test patterns applied, k

Cost/Faults

Figure 21. Cost calculation for hybrid BIST
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We can also simplify the total cost of a hybrid BIST, CTOTAL, as:

CTOTAL = αL + βS (2)

where L is the length of the pseudorandom test sequence, S is the
number of deterministic patterns, and weights α and β reflect the
correlation between the cost and the pseudorandom test time
(number of clock cycles used) and between the cost and the memory
size needed for storing the deterministic test sequence, respectively.

The idea of defining the test cost as a sum of two costs, the cost of
time for the pseudorandom test generation, and the cost of memory
associated with storing the TPG produced test, is a rather simplified
cost model for the hybrid BIST. For example, neither the basic cost of
memory (or its equivalent) occupied by the LFSR-based generator,
nor the time needed for generating deterministic test patterns are
taken into account. However, the goal of this thesis is not to develop
a complete cost function for the whole BIST solution. The goal is to
find the tradeoff between the length of the pseudorandom test
sequence and the number of deterministic patterns. For making such
a tradeoff the basic implementation costs are not important (they are
basically the same for every combination of pseudorandom and
deterministic test patterns) and will not influence the optimal
solution of the hybrid BIST.

On the other hand, the attempt to add “time” to “space” (even in
terms of their cost) seems rather controversial as it is very hard to
specify which one costs more in general (as well as even in a
particular case) and how to estimate these costs. This was also the
reason why modeling the total cost of a BIST implementation was
not considered as the research objective of our work. The values of
parameters α and β in the cost function are determined by the
system designer according to the particular requirements and can be
used to drive the final implementation towards different alternatives
(for example slower, but more memory efficient solutions). If needed,
it is possible to separate these two different costs (time and space),
consider certain restrictions on each of them, etc. For guiding the
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search towards an acceptable solution, nevertheless, a simplified
guiding cost function is still needed.

Creating the curve CGEN = αL is not difficult. For this purpose, the
cumulative fault coverage (like in Figure 19) for the pseudorandom
sequence generated by an LSFR should be calculated using fault
simulation. As the result we find for each clock cycle the list of faults
which were covered at this time moment.

• As an example, in Table 3, a fragment of the results of BIST
simulation for the ISCAS’85 circuit c880 [8] is demonstrated.

k rDET(k) rNOT(k) FC(k)

1 155 839 15.593%
2 76 763 23.239%
3 65 698 29.778%
4 90 608 38.832%
5 44 564 43.259%
6 39 525 47.183%

11 104 421 57.645%
16 66 355 64.285%
21 44 311 68.712%
28 42 269 72.937%
51 51 218 78.068%
71 57 161 83.802%

101 16 145 85.412%
149 13 132 86.720%
201 18 114 88.531%
323 13 101 89.839%
412 31 70 92.957%
708 24 46 95.372%
955 18 28 97.183%

1536 4 24 97.585%
1561 8 16 98.390%
2154 11 5 99.496%
3450 2 3 99.698%
4520 2 1 99.899%
4521 1 0 100.000%

Table 3. Pseudorandom test results
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Here

• k is the number of the clock cycle,

• rDET(k) is the number of new faults detected (covered) by the test
pattern generated at the clock signal k,

• rNOT(k) is the number of faults not yet covered by the sequence of
patterns generated by the k clock signals,

FC(k) is the fault coverage reached by the sequence of patterns
generated by the k clock signals

In the list of BIST simulation results not all clock cycles are
presented. We are only interested in the clock numbers at which at
least one new fault will be covered, and the total fault coverage for
the pseudorandom test sequence up to this clock number increases.
Let us call such clock numbers and the corresponding pseudorandom
test patterns efficient clocks and efficient patterns. The rows in Table
3 correspond to selected efficient clocks for the circuit c880. If we
decide to switch from pseudorandom mode to the deterministic mode
after the clock number k, then L = k.

It is more difficult to find the values for CMEM = βS, the cost for
storing additional deterministic patterns in order to reach the given
fault coverage level (100% in the ideal case). Let t(k) be the number
of test patterns needed to cover rNOT(k) not yet detected faults (these
patterns should be precomputed and used as stored test patterns in
the hybrid BIST). As an example, these data for the circuit c880 are
depicted in Table 4. Calculation of the data in the column t(k) of
Table 4 is the most expensive procedure. In the following section the
difficulties and possible ways to solve the problem are discussed.
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k t(k)

1
2
3
4
5
6

11
16
21
29
51
71

101

104
104
100
101

99
99
95
92
87
81
74
58
52

149
201
323
412
708
955

1536
1561
2154
3450
4520
4521

46
41
35
26
17
12
11

7
3
2
1
0

Table 4.  ATPG results

4.5 Calculation of the Cost for Stored Test

There are two approaches to find t(k): ATPG based and fault table
based. Let us have the following notations:

• i – the current number of the entry in the table of
pseudorandom test results (Table 3);

• k(i) – the number of the efficient clock cycle;

• RDET(i) - the set of new faults detected (covered) by the
pseudorandom test pattern generated at k(i);
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• RNOT(i) - the set of not yet covered faults after applying the
pseudorandom pattern number k(i);

• T(i) - the set of test patterns needed and found by the ATPG to
cover the faults in RNOT(i);

• N – the number of all efficient patterns in the sequence created
by the pseudorandom test;

• FT – the fault table for a given set of test patterns T and for
the given set of faults R: the table defines the subsets R(tj)∈R
of detected faults for each pattern tj ∈ T.

Algorithm 1: ATPG based approach for finding test sets T(i)

1. Let q:=N;

2. Generate for RNOT(q) a test set T(q), T := T(q), t(q) := |T(q)|;

3. For all q= N-1, N-2, … 1:
Generate for the faults RNOT(q) not covered by test T a test set
T(q), T := T+ T(q), t(q) := |T|.

End.

This algorithm generates a new deterministic test set for the not
yet detected faults at every efficient clock cycle. In this way we have
the complete test set (consisting of pseudorandom and deterministic
test vectors) for every efficient clock, which can reach to the maximal
achievable fault coverage. The number of deterministic test vectors
at all efficient clocks are then used to create the curve CMEM(βS). The
algorithm is straightforward, however, very time consuming because
of repetitive use of ATPG. The whole experiment of simulating the
pseudorandom generation (PRG) behavior and of finding the
numbers of test patterns to be stored for all possible switching points
from PRG to stored test patterns for the whole set of ISCAS’85
benchmark circuits took approximately 8 hours.

Since usage of ATPG is a very costly procedure, we present in the
following another algorithm based on iterative transformations of
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fault tables. This algorithm allows a dramatic reduction of
computation time for the hybrid BIST cost calculation.

The fault table FT for a general case is defined as follows: given a
set of test patterns T = {ti} and a  set of faults R = {rj}, FT = || εij ||
where εij  = 1 if the test ti ∈ T detects the rj ∈ R, and εij  = 0 otherwise.
We denote by R(ti) ⊂ R  the subset of faults detected by the test
pattern  ti ∈ T.

We start the procedure for a given circuit by generating a test set
T which gives the 100% (or as high as possible) fault coverage. This
test set can be served as a stored test if no on-line generated
pseudorandom test sequence will be used. By fault simulation of the
test set T for the given set of faults R of the circuit, we create the
fault table FT. Suppose now, that we use a pseudorandom test
sequence TL with a length L which detects a subset of faults RL ⊂ R.
It is obvious that when switching from the pseudorandom test mode
with a test set TL to the precomputed stored test mode with a T, the
test set T can be significantly reduced. At first, by the fault
subtraction operation R(ti) - RL  we can update all the contributions
of the test patterns  ti  in FT (i.e. to calculate for all ti the remaining
faults they can detect after performing the pseudorandom test). After
that we can use any procedure of static test compaction to minimize
the test set T.

The described procedure of updating the fault table FT can be
carried out iteratively for all possible breakpoints i =1, 2, …, N of the
pseudorandom test sequence by the following algorithm [34].

Algorithm 2: Fault Table based approach for finding
test sets T(i)

1. Calculate the whole test T = {tj} for the whole set of faults R =
{rj}  by any ATPG  to reach as high fault coverage C as possible

2. Create for  T  and  R  the fault table  FT = {R(tj)}

3. Take i = 1; Rename: Ti = T, Ri = R, FTi = FT

4. Take i = i + 1

5. Calculate by fault simulation the fault set RDET,i
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6. Update the fault table: ∀j, tj ∈ Ti: R(tj) - RDET,i

7. Remove from the test set  Ti  all the test patterns  tj ∈ Ti  where
R(tj) = ∅

8. Optimize the test set  Ti  by any test compaction algorithm; fix
the value of Si = | Ti | as the length of the stored test for L = i;

9. If  i < L, go to 4;

End.

It is easy to understand that for each value L = i (the length of the
pseudorandom test sequence) the procedure guarantees the constant
fault coverage C of the hybrid BIST. The statement comes from the
fact that the subset Ti of stored test patterns is complementing the
pseudorandom test sequence for each i = 1, 2, …, N  to reach the
same fault coverage reached by T.

As the result of algorithm 2, the numbers of precomputed
deterministic test patterns Si = |Ti| to be stored and the subsets of
these patterns Ti for each i =1, 2, …, N are calculated. On the basis of
this data the cost of stored test patterns for each i can be calculated
by the formula CMEM = βSi. From the curve of the total cost CTOTAL(i)
= αL + βS  the value of the minimum cost of the hybrid BIST
min{CTOTAL (i)} can be easily found.

In case of very large circuits both algorithms presented will lead to
very expensive and time-consuming runs. It would be desirable to
find the global optimum of the total cost curve by as few sampled
calculations of the total cost for selected values of k as possible.
Therefore we introduce here an approach, based on a Tabu search
heuristic, to speed up the calculations.

4.6 Tabu Search Based Cost Optimization

Tabu search was introduced by Fred Glover ([18], [19] and [20]) as
a general iterative heuristic for solving combinatorial optimization
problems. Some initial ideas related to this technique were also
proposed by Hansen [23] in his steepest ascent descent heuristic.
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Tabu search is a form of local neighborhood search. Each solution
SO∈Ω, where Ω is the search space (the set of all feasible solutions),
has an associated set of neighbors Ν(SO)⊆Ω. A solution SO'∈Ν(SO)
can be reached from SO by an operation called a move. At each step,
the local neighborhood of the current solution is explored and the
best solution is selected as a new current solution. Unlike local
search which stops when no improved new solution is found in the
current neighborhood, Tabu search continues the search from the
best solution in the neighborhood even if this solution is worse than
the current one. To prevent cycling, visited solutions are kept in a
list called Tabu list. Tabu moves (moves stored in the current Tabu
list) are not allowed. However, the Tabu status of a move is
overridden when a certain criterion (aspiration criterion) is satisfied.
One example of an aspiration criterion is when the cost of the
selected solution is better than the best seen so far, which is an
indication that the search is actually not cycling back, but rather
moving to a new solution not encountered before [19]. Moves are only
kept in the Tabu list for a given number of iterations (the so called
“Tabu tenure”).

The procedure of the Tabu search starts from an initial feasible
solution in the search space Ω, which becomes the first current
solution SO. A solution is defined as the switching moment from the
pseudorandom test mode to the stored test mode. The search space Ω
covers all possible switching moments. A neighborhood Ν(SO) is
defined for each SO. Based on the experimental results it was
concluded that the most efficient step size for defining the
neighborhood N(SO) in our optimization problem was 3% of the
number of efficient clocks. A larger step size, even if it can provide
considerable speedup, will decrease the accuracy of the final result.
In our algorithm a sample of neighbor solutions V* ⊂ Ν(SO) is
generated. Those solutions can be generated by using either the
Algorithm 1 or 2. In our current approach Algorithm 2 was used. An
extreme case is to generate the entire neighborhood, that is to take
V* = Ν(SO). Since this is generally impractical (computationally
expensive), a small sample of neighbors is generated, and called trial
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solutions (V*= n << Ν(SO)). In case of ISCAS’85 benchmark
circuits the best results were obtained, when the size of the sample of
neighborhood solutions was 4. An increase of the size of V* had no
effect on the quality of results. From these trial solutions the best
solution, say SO*∈V*, is chosen for consideration as the next
solution. The move to SO* is considered, even if SO* is worse than
SO, that is, Cost(SO*) > Cost(SO). It is this feature that enables
escaping from local optima. The cost of a solution is calculated
according to Equation 2 for calculating the total cost of hybrid BIST
CTOTAL, presented in section 4.4. A move from SO to SO* is made
provided certain conditions are satisfied.

One of the parameters of the algorithm is the size of the Tabu list.
A Tabu list T is maintained to prevent returning to previously visited
solutions. The list contains information concerning forbidden moves.
Generally, the Tabu list size is small. The size should also be
determined by experimental runs, watching the occurrence of cycling
when the size is too small, and the deterioration of solution quality
when the size is too large [49]. Results have shown that the best
average size for the ISCAS’85 benchmark family was 3. Larger sizes
lead to a loss of result quality.

For finding a good initial feasible solution in order to make Tabu
search more productive, a fast estimation method for an optimal L
proposed in [33] is used. For this estimation, the number of not yet
covered faults in RNOT(i) can be used. The value of RNOT(i) can be
acquired directly from the PRG simulation results and is available
for every significant time moment (see Table 3). Based on the value
of RNOT(i) it is possible to estimate the expected number of test
patterns needed for covering the faults in RNOT(i). The starting point
for the Tabu search procedure can be found by considering a rough
estimation of the total cost based on the value of RNOT(i). Based on
statistical analysis of the costs calculated for ISCAS’85 benchmark
circuits, in [33] the following approximation is proposed: 1 remaining
fault = 0,45 test patterns needed to cover it. In this way, a simplified
cost prediction function was derived: C’TOTAL(k) = CGEN(k) +
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0,45β⋅RNOT(k). The value k*, where C’TOTAL(k*) = min(C’TOTAL(k)) was
used for the initial solution for Tabu search.

To explain the algorithm, let’s have the following additional
notations: E - number of allowed empty iterations (i.e. iterations that
do not result in finding a new best solution), defined for each circuit,
and SOtrial - solution generated from the current solution as a result
of the move.

Algorithm 3: Tabu Search

Begin
  Start with initial solution SO ∈ Ω;
  BestSolution:=SO;
  Add the initial solution SO to Tabu list T, T={SO};
  While  number of empty iterations < E Or
     there is no return to previously visited solution Do

  Generate the sample of neighbor solutions V*⊂ Ν(SO);
  Find best Cost(SO*⊂V*);

  M:  If (solution SO* is not in T) or
             (aspiration criterion is satisfied) Then

SOtrial:=SO*;
Update tabu list T;
Increment the iteration number;

     Else
         Find the next best Cost(SO*⊂V*);

Go to M;
   EndIf

   If Cost(SOtrial) < Cost(BestSolution) Then
BestSolution := SOtrial;

   Else
Increment number of empty iterations

   EndIf
   SO:=SOtrial;

   EndWhile
End.
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4.7 Experimental Results

Experiments were carried out on the ISCAS’85 benchmark circuits
for comparing the algorithms 1 and 2, and for investigating the
efficiency of the Tabu search method for optimizing the hybrid BIST
technique. Experiments were carried out using the Turbo Tester
toolset [31], [56] for deterministic test pattern generation, fault
simulation, and test set compaction. The results are presented in
Table 5 and illustrated by several diagrams.

For calculating the total cost of hybrid BIST we used the formula
CTOTAL = αL + βS. For simplicity, we assume here that α = 1, and β =
B where B is the number of bytes of an input test vector to be applied
to the CUT. Hence, to carry out some experimental work for
demonstrating the feasibility and efficiency of the following
algorithms, we use, as the cost units the number of clocks used for
pseudorandom test generation and the number of bytes in the
memory needed for storing the precomputed deterministic test
patterns.

In the columns of Table 5 the following data is depicted: ISCAS’85
benchmark circuit name, L - length of the pseudorandom test
sequence, FC - fault coverage, S - number of test patterns generated
by deterministic ATPG to be stored, CT – total cost of the hybrid
BIST, TG - the time (sec) needed for ATPG to generate the
deterministic test set, TA - the time (sec) needed for carrying out
manipulations on fault tables (subtracting faults, and compacting the
test set), N - number of efficient patterns in the pseudorandom test
sequence, T1 and T2 - the time (sec) needed for calculating the cost
curve by Algorithms 1 and 2, T3 – the time (sec) to find the optimal
cost by using Tabu search. TS – the number of iterations in Tabu
search, Acc – accuracy of the Tabu search solution in percentage
compared to the exact solution found from the full cost curve, The
total time for performing the calculations for Algorithms 1 and 2 and
for Tabu Search was calculated as follows:

T1 = N * TG
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T2 = TG + N * TA

T3=T2*(TS /N)+∆

where ∆ is the time needed to perform the Tabu search calculations
(was below 0.1 sec in the given experiments)

Pseudorandom test Stored test Hybrid test

Circuit L FC S FC L S CT

C432 780 93.0 80 93.0 91 21 196

C499 2036 99.3 132 99.3 78 60 438

C880 5589 100.0 77 100.0 121 48 505

C1355 1522 99.5 126 99.5 121 52 433

C1908 5803 99.5 143 99.5 105 123 720

C2670 6581 84.9 155 99.5 444 77 2754

C3540 8734 95.5 211 95.5 297 110 1067

C5315 2318 98.9 171 98.9 711 12 987

C6288 210 99.3 45 99.3 20 20 100

C7552 18704 93.7 267 97.1 583 61 2169

Calculation cost

Circuit TG TA N T1 T2 T3 Ts Acc

C432 20.1 0.01 81 1632 21 2.85 11 100.0

C499 0.7 0.02 114 74 3 0.50 19 100.0

C880 0.2 0.02 114 17 2 0.26 15 99.7

C1355 1.2 0.03 109 133 5 0.83 18 99.5

C1908 11.7 0.07 183 2132 25 3.83 28 100.0

C2670 1.9 0.09 118 230 13 0.99 9 99.1

C3540 85.3 0.14 265 22601 122 7.37 16 100.0

C5315 10.3 0.11 252 2593 38 1.81 12 97.2

C6288 3.8 0.04 53 200 6 1.70 15 100.0

C7552 53.8 0.27 279 15004 129 3.70 8 99.7

Table 5. Experimental results
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In fact, the values for TG and TA differ for the different values of i =
1,2, …, N. However the differences were in the range of few percents,
which allowed us to neglect this impact and to use the average
values of TG and TA.

The results given in Table 5 demonstrate the high efficiency (in
number of required test vectors) of the hybrid BIST solution over
pure pseudorandom or deterministic approaches. As expected, the
optimal cost was found fastest with using the Tabu search algorithm,
while the accuracy was not less than 97,2% for the whole family of
ISCAS’85 benchmark circuits. In the following the experimental
results will be explained further.

For the Tabu search method the investigation was carried out to
find the best initial solution, the step defining N(SO), the size of V*
and the size of the Tabu list for using the Tabu strategy in a most
efficent way.

For finding the Tabu list size, experiments were carried out with
different sizes of the list. Results showed that the best average size
for the ISCAS’85 benchmark family was 3. Smaller list sizes would
cause cycling around local minimum, a larger size would result in
deterioration of the solution quality. The size of the sample of
neighborhood solutions V* giving the best results for all circuits, was
4. Smaller sizes would make the process of finding the minimum
very long, resulting in very small speedup. A larger size of V* did not
improve the results.

The efficiency of the search depends significally on the step size
defining the neighborhood N(SO). Based on the experimental results,
the charts of dependancy of the overall estimation accuracy and of
the overall speedup on step size were compozed and given in Figure
22 and Figure 23. Analyzing results depicted in those figures led to
the conclusion that the most favorable step size can be considered as
3% of the number of efficient clocks, where the average estimation
accuracy is the highest. Although a larger step size would result in a
speedup, it was considered impractical because of the rapid decrease
in the cost estimation accuracy.
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In Figure 24, the curves of the cost CGEN =L (denoted on Figure 24
as T) for on-line pseudorandom test generation, the cost CMEM = Bk*S
(denoted as M) for storing the test patterns, the number |RNOT| of not
detected faults after applying the pseudorandom test sequence
(denoted as Fr), and the total cost function CTOTAL are depicted for
selected benchmark circuits C432, C499, C880, C1908, C3540 and
C7552 (Sc = 0 is used as a constant in the cost function formula).

Figure 24. Cost curves of hybrid BIST for some ISCAS’85
benchmark circuits

C432
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Figure 24. Cost curves of hybrid BIST for some ISCAS’85
benchmark circuits (cont.)

C880
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Figure 24. Cost curves of hybrid BIST for some ISCAS’85
benchmark circuits (cont.)
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Figure 24. Cost curves of hybrid BIST for some ISCAS’85
benchmark circuits (cont.)
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Figure 25. Percentage of test patterns in the optimized test sets
compared to the original test sets
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In Figure 25 the amount of pseudorandom and deterministic test
patterns in the optimal BIST solution is compared to the sizes of
pseudorandom and deterministic test sets when only either of these
sets is used. In the typical cases less than half of the deterministic
vectors and only a small fraction of pseudorandom vectors are
needed, however the maximum achievable fault coverage is
guaranteed and achieved.

Figure 26 compares the costs of different approaches using for
Hybrid BIST cost calculation equation 2 with the parameters α = 1,
and β = B where B is the number of bytes of the input test vector to
be applied on the CUT. As pseudorandom test is usually the most
expensive method, it has been selected as a reference and given
value 100%. The other methods give considerable reduction in terms
of cost and as it can be seen, the hybrid BIST approach has
significant advantage compared to the pure pseudorandom or stored
test approach in most of the cases.
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4.8 Conclusions

In this chapter we described a hybrid BIST architecture for testing
systems-on-chip. It supports the combination of pseudorandom test
patterns with deterministic test patterns in a cost-effective way. The
self-test architecture can be implemented either in classical way, by
using LFSRs, or in software to reduce the area overhead and to take
advantage of the SoC architecture. For selecting the optimal
switching moment from the pseudorandom test mode to the stored
test mode two algorithms were proposed for calculating the complete
cost curve of the different hybrid BIST solutions. The first one is a
straightforward method based on using traditional fault simulation
and test pattern generation. The second one is based on fault table
manipulations and uses test compaction. A Tabu search algorithm
was also developed to reduce the number of calculations in search for
the optimal solution for hybrid BIST. The experimental results
demonstrate the feasibility of the approach and the efficiency of the
fault table based cost calculation method combined with Tabu search
for finding optimized cost-effective solutions for hybrid BIST.
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Chapter 5
Conclusions and

 Future Work

The aim of this thesis is to propose a technique for test pattern
generation at high abstraction level and to develop a built-in self-test
methodology that requires minimal amount of overhead. In this
section we summarize the thesis and outline possible directions for
the future work.

5.1 Conclusions

The introduction of new EDA tools has allowed designers to work
on higher abstraction levels, leaving the task of generating lower
level designs to automatic synthesis tools. Despite this trend, test-
related activities are still mainly performed at the gate level, and the
risk of reiterating through the design flow due to test problems is
high. Due to the increased complexity, the test generation process is
also one of the most expensive and time-consuming steps of the
entire design flow. Therefore, new methods for test pattern
generation and testability analysis at the early stages of the design
flow are highly beneficial. The design flow can be further improved
by different design-for-testability techniques. In this way, significant
improvement could be achieved in terms of design cost (especially by
reducing the time for designing a testable system) and design quality
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(by identifying the optimal solution in terms not only of area, time,
and power constraints, but also of testing).

In this thesis we have proposed a novel high-level hierarchical test
pattern generation algorithm. It works at the implementation
independent behavioral level but also takes into account information
from lower abstraction levels and is therefore able to generate test
sequences with higher fault coverage than those test generation
algorithms that are working purely on a behavioral level. We have
demonstrated that the generated sequences can be successfully used
for manufacturing test as well as for testability evaluation at the
very early stages of the design cycle.

We have also proposed an architecture for self-testing systems-on-
chip. It is a hybrid BIST architecture, which supports application of a
hybrid test set. This architecture can be implemented either in
hardware or software. In the case of software implementation, only
small modifications of the existing system are required. The hybrid
test set is composed of a limited number of pseudorandom test
vectors and some additional deterministic test patterns that are
specially designed to shorten the pseudorandom test cycle and to
target random resistant faults. We have provided several methods
for finding the optimal balance between those two test sets and for
calculating the total cost of implementing a hybrid BIST solution.

5.2 Future Work

The following are some possible directions for future research:

High-level hierarchical test pattern generation:

• Testability of hardware/software systems. The testing of
the hardware and software parts of a system are, at this
moment, considered usually as separate problems and
solved with very different methods. It would be very
innovative to develop a test generation technique that is
both applicable to the hardware and the software domains.
As an example, the early generated test sequences could be
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effective in testing hardware components against
manufacturing defects, but could also be useful for
debugging the code implementing the same component, if
the designer decides to choose a software solution. Future
work will investigate whether it is possible that, to some
extent, the concept of testability is independent of the
adopted implementation in hardware or software.

• High-level fault models. The problem with existing high-
level fault models is that their efficiency has been so far
demonstrated only experimentally. Therefore, it would be
highly beneficial to develop a theoretical framework
concerning high-level testability. Such a theoretical
foundation is crucial for generation of efficient test
sequences, testability analysis and DFT insertion at the
high level of abstraction. This may lead to the development
of new fault models that are able to represent the physical
defects or software bugs and to map them on high-level
descriptions.

Hybrid BIST:

• Hybrid BIST for sequential circuits. In this thesis we have
proposed a hybrid BIST approach for combinational
circuits. A more complex problem is to propose an
architecture and optimization mechanisms for sequential
circuits. The difficulty of developing such architecture and
mechanisms is not only due to the complex nature of
sequential circuits, but also related to pseudorandom
testability. In case of combinatorial circuits, pseudorandom
patterns have relatively high fault detection capabilities.
This is not valid for sequential circuits and alternative
methods for reducing the test data amount has to be
developed. One of the possibilities is to apply
pseudorandom patterns only for a combinatorial section of
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the design while the rest of the design is tested with
deterministic patterns.

• Self test methods for other fault models. Most of the
existing work in the area of BIST is targeting the classical
SSA fault model. At the same time it has been
demonstrated that the SSA fault model can only cover
some failure modes in CMOS technology. Thus, the
importance of other fault models (like transition and path
delay) is increasing rapidly. Therefore, it would be very
interesting to analyze the quality of hybrid test set in
terms of defect detection capabilities and to develop a
methodology to support the detection of other failures than
the stuck-at ones.
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