Scheduling and Optimization of

Fault-Tolerant Embedded Systems
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[ Errors caused by transient faults have to be tolerated before they crash the system or lead to dramatic quality deterioration ]

We have developed techniques to address fault tolerance aspects during scheduling and design
optimization of embedded systems in order to provide efficient design solutions under resource constraints
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Fault-Tolerance Policy Assignment Transparency vs. Performance
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Soft processes with utility functions:

5, [ P ] )
30140 2 5 M r. [ P %120 FTQS (no faults)
15 50) = 1? t(P,) > 40 // P3 g 100 ngﬁ—
U e
10 t L ETSS (3 faults)
P, Py // Pz ,—E, 60
50 ms 110 ms ( \ S 40
Overall utility:: U= 15 + 10 = 25 90<£(Fy2) S 1/2) > 100 @ @ = w—e\_
8L t(Py1) > 90, &L P,)1) > 160 £LPs;1) > 150 5 20
Hard process with hard deadline: @ @ @ = 0 10 15 20 25 30 35 40 45 50
Application Size (Processes)
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+ Global Optimization of Checkpointing ]

+ Mapping of Embedded Systems with Performance/Transparency Trade-off

Contact info: http://www.ida.liu.se/~viaiz



