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Abstract

This thesis addresses several issues related to the design and optimization of em-
bedded systems. In particular, in the context of time-constrained embedded sys-
tems, the thesis investigates two problems: the minimization of the energy con-
sumption and the implementation of predictable applications on multiprocessor
system-on-chip platforms.

Power consumption is one of the most limiting factors in electronic systems
today. Two techniques that have been shown to reduce the power consumption ef-
fectively are dynamic voltage selection and adaptive body biasing. The reduction
is achieved by dynamically adjusting the voltage and performance settings accord-
ing to the application needs. Energy minimization is addressed using both offline
and online optimization approaches. Offline, we solve optimally the combined
supply voltage and body bias selection problem for multiprocessor systems with
imposed time constraints, explicitly taking into account the transition overheads
implied by changing voltage levels. The voltage selection technique is applied
not only to processors, but also to buses with repeaters and fat wires. We inves-
tigate the continuous voltage selection as well as its discrete counterpart. While
the above mentioned methods minimize the active energy, we propose an approach
that combines voltage selection and processor shutdown in order to optimize the
total energy.

In order to take full advantage of slack that arises from variations in the ex-
ecution time, it is important to recalculate the voltage and performance settings
during run-time, i.e., online. However, voltage scaling is computationally expen-
sive, and, thus, performed at runtime, significantly hampers the possible energy
savings. To overcome the online complexity, we propose a quasi-static voltage
scaling scheme, with a constant online time complexity O(1). This allows to in-
crease the exploitable slack as well as to avoid the energy dissipated due to online
recalculation of the voltage settings.

Worst-case execution time (WCET) analysis and, in general, the predictabil-
ity of real-time applications implemented on multiprocessor systems has been ad-
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dressed only in very restrictive and particular contexts. One important aspect that
makes the analysis difficult is the estimation of the system’s communication behav-
ior. The traffic on the bus does not solely originate from data transfers due to data
dependencies between tasks, but is also affected by memory transfers as result of
cache misses. As opposed to the analysis performed for a single processor system,
where the cache miss penalty is constant, in a multiprocessor system each cache
miss has a variable penalty, depending on the bus contention. This affects the tasks’
WCET which, however, is needed in order to perform system scheduling. At the
same time, the WCET depends on the system schedule due to the bus interference.
In this context, we propose, an approach to worst-case execution time analysis and
system scheduling for real-time applications implemented on multiprocessor SoC
architectures.

This work has been supported by CUGS–Swedish National Graduate School
of Computer Science– SSF–Swedish Foundation for Strategic Research-via the
STRINGENT program–and ARTIST– Network of Excellence on Embedded Systems
Design.
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Chapter 1

Introduction

The electronic industry has grown in an unprecedented way, from the invention of
the transistor in 1947. As a result, we are surrounded today by various gadgets,
ranging from mobile phones, digital cameras and PDAs to complex electronic con-
trol units in automobiles and planes or powerful computers. Due to the ever de-
creasing feature size, the number of transistors in a chip doubles every 18 month.
This development, predicted by Gordon Moore [Moo65] in 1965 and known as
Moore’s law, is the main factor driving this growth.

The design of such complex systems is a difficult task. The heavy competition
is escalating the demand for small, high-performance, low-power consumer elec-
tronics products that are affordable and, at the same time, offer new functionality at
each new generation. These characteristics will increasingly conflict, as advanced
features consume power and area, as well as increasing development costs. This
challenge is hitting a critical point at the sub-90nm realm, resulting in an ever-
widening productivity gap [ITR].

The best way to close this gap and cost-effectively meet new consumer de-
mands is through the use of advanced electronic design automation (EDA) tools
that already address these challenges at early design stages.

We can differentiate two big classes of electronic systems: general purpose
computer systems and embedded systems.

In this thesis, we will restrict the discussion to the class of embedded systems.
Embedded systems must not only implement the desired functionality but must also
satisfy diverse constraints (power and energy consumption, performance, safety,
size, cost, flexibility, etc.) that typically compete with each other. Moreover, the
ever increasing complexity of embedded systems combined with small time-to-
market windows poses great challenges to the design comunity.
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This chapter briefly presents some issues related to the the embedded systems
design flow. In particular, the chapter emphasizes the issue of power consumption
and introduces some of the possible solutions that will be further explored in the
thesis. The challenges of such an endeavor are discussed and the contributions of
the thesis are highlighted. The section concludes by presenting the outline of the
thesis.

1.1 Generic Design Flow for Embedded Systems

Fig. 1.1 presents a generic design flow for embedded systems development. The
design usually starts from an informal specification, that describes the desired func-
tionality as well as possible constraints (physical size of the device, performance,
energy consumption, lifetime, etc.). This informal specification is later refined in
a model of the system. The model can be validated against the specification by
performing formal verification or functional simulation.

Assuming that the model is correct, the next step is the selection of the hard-
ware architecture. This step is crucial, because it impacts the cost of the final
product. Moreover, it has a big impact on other parameters, such as performance
and energy consumption, restricting the possible choices that are made in the next
steps. Implicitly, at this stage of the design, the functionality is partitioned in
time-critical components that require dedicated hardware (ASICs) and software
components (tasks) that will be running on programmable processors.

Once the architecture is selected, we proceed with mapping of the software
tasks to the programable processors. The processors composing the hardware ar-
chitecture may come from different families or even from different manufacturers.
Thus, they can have different characteristics. For example, the processors can have
different instruction sets, can potentially operate at different frequencies, or they
might have different cache parameters. This leads to potentially different execu-
tion times of a certain software task, depending on the processor where the task is
mapped. During the next step the tasks are scheduled, i.e. the order of execution,
priorities, and, possibly, the times when the tasks will start are decided. During
this stage, several issues have to be considered. A key factor that must be taken
into account is the set of dependencies that might exist between the tasks. Such a
dependency states, for example, that a certain task can only start when all the tasks
it depends on have finished. In time-constrained systems, where some of the tasks
must finish before a certain deadline, mapping and scheduling are closely coupled
with an analysis that decides if the timing constraints are met. If this is not the
case, other schedules and mappings are explored. These decisions can be made at
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design time, because embedded systems have a known functionality, as opposed to
general purpose computers that must work with a variety of unknown applications.

The system level design phase is considered finished when a feasible mapped
and scheduled model is produced. At this point, we can proceed with generating
the software, synthesizing the custom hardware and finally producing a prototype
after the integration of all the components. During this phase, before the prototype
production, validation can be performed via simulation and formal verification.
The validation of the prototype is performed via testing.

1.2 System Level Design

In the following we will concentrate on some of the key system level steps from
the design flow introduced in Fig. 1.1. In order to simplify the explanation, let
us consider a simplified flow, as illustrated in Fig. 1.2. We assume that the target
embedded system consists only of programable processors and memories, inter-
connected by a communication infrastructure (buses, point-to-point connections or
network). The starting point of the design flow is the functionality of the system,
specified in a high-level programming language (such as C or C++). We also con-
sider the hardware platform as given (possibly as a result of legacy from an earlier
product). Even with the generic hardware platform fixed, some of its parameters
are still subject to optimization. Such a parameter, for example, can be the size of
the instruction or data cache. The selection of the size of the instruction cache can
be performed by running the software application on an adequate platform simula-
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Figure 1.3: Instruction Cache Size Selection for an MP3 Decoder

tor. Fig. 1.3 presents the results obtained for an MP3 decoder running on an ARM7
processor. In Fig. 1.3(a), we present the execution time necessary to decode one
MP3 frame, as a function of the size of the cache. As expected, when the cache
size increases, the execution time decreases. It is interesting to note that the im-
provements in execution time are modest for cache sizes larger then 4kbytes. If we
examine the energy values in Fig. 1.3(b), we observe that increasing the size of the
instruction cache is only efficient up to a point. In case of the MP3 decoder run-
ning on the ARM7 processor, a cache of 4kbytes is optimal from the energy point
of view. Smaller caches consume more energy due to a longer execution time. On
the other hand, larger caches have a higher energy overhead (the energy consumed
by the cache circuit itself) that cancels the potential benefits.

1.2.1 Task Graph Extraction

The task graph is extracted from the input specification (written in a high-level
programming language such as C or C++). Such a task graph is illustrated in
Fig. 1.4(b). Nodes τi ∈ Π correspond to tasks. Edges γ ∈ Γ indicate data dependen-
cies between these tasks. The dependencies also capture the restrictions imposed
to the order of execution. An important aspect that must be highlighted at this
stage is the potential parallelism between the tasks. On a multiprocessor hardware
platform, tasks that are not restricted by dependencies can be executed in parallel.
This leads to a shorter execution time. There are no strict rules on how to partition
the code in tasks. [VJ03] presents an automatic approach for task graph extraction.
A study regarding the partitioning of the MPEG2 decoder into tasks, exposing the
task level parallelism is presented in [Ogn07].
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Figure 1.4: Application Mapping and Scheduling on a Target Architecture

It is important to select the ”right” granularity for the tasks, such that the right
balance between the potential parallelism and the resulting number of tasks is
achieved. A large number of tasks might offer an increased flexibility. However,
this comes with a cost. The complexity of any system level optimization depends
strongly on the number of tasks. Furthermore, the number of context switches
strongly depends on the number of tasks. Thus, the size of the tasks has to be
chosen such that overheads are comparatively small.

1.2.2 Task Parameters

Given the task graph and the target hardware architecture, certain properties of the
tasks (the task parameters) have to be extracted. For example, for each task, two
key parameters are the execution time and the power consumption. The task aver-
age power consumption can be derived via simulation. In hard real-time systems,
we are interested in a particular execution time, the so called worst-case execution
time. The worst-case execution time (WCET) is an upper bound of all possible
execution times and is needed in order to guarantee that any possible scenario of
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execution will not lead to deadline misses. While average task execution times
can be derived via simulation [And06], the worst-case execution time is obtained
by performing worst-case execution time analysis [PB00, TFW00, RM05, SSE05].
In real-time systems, where delivering a result within a specified time frame is an
intrinsic aspect of the correct functionality, worst-case execution time analysis is a
key issue. In Part III of this thesis we will further explore this topic.

1.2.3 Task Mapping and Scheduling

Given a task graph (Fig. 1.4(b)) and a target hardware platform (Fig. 1.4(a)), the
designer has to map and schedule the tasks on the processors. Mapping is the
step in which the tasks are assigned for execution to the processors and the com-
munications to the bus(es). In Fig. 1.4(c), we have depicted a possible mapping
for the task graph in Fig. 1.4(b). The next step is to compute a schedule for the
system. In the case of static cyclic scheduling this implies to decide in which
order to run the tasks mapped on the same processor. One important set of con-
straints that have to be respected during mapping and scheduling are the prece-
dence constraints given by the dependencies in the task graph. An example sched-
ule is depicted in Fig. 1.4(d). Please note that task τ2, for example, starts only
after task τ1 and the communication γ1−2 have finished. Most embedded applica-
tions must also respect the real-time constraints, such as the application deadline.
Computing the task mapping and schedule for a set of tasks with precedence con-
straints on a multiprocessor architecture is in general an NP complete problem
[GJ79]. Nevertheless many algorithms have been proposed to solve the problem
[VM03, HM03, SHE05, SAHE04, SAHE02, DJ98, DJ99, ACD74, WG90, OH96,
PP92, SL93, KA99, BJM97, BGM+06, RGA+06]. Some of the approaches pro-
pose exact, optimal solutions, while others are heuristics producing suboptimal
results. In Chapter 4 we will present two approaches where on top of guarantee-
ing the timing constraints, the objective of minimizing the energy consumption is
added.

We illustrate the relation between mapping and the energy consumption, using
an MPEG2 decoder that has to be implemented on a multiprocessor platform. The
number of ARM7 processor cores, as well as the voltage/frequency of the platform
can be statically configured. From the energy perspective, a low clock speed is
desirable. The real-time constraint is to finish decoding each video frame in 40ms.
The design space exploration has to decide between using many processors at a
low voltage/frequency or few processors that run fast. The parallelism of the ap-
plication is key in selecting the right configuration. The results are presented in
Fig. 1.5. Fig. 1.5(a) presents the normalized execution time as a function of the
number of processors. The execution time for decoding one frame for each core
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Figure 1.5: Design Space Exploration for an MPEG2 Decoder

count is normalized against the execution time obtained for the execution on one
single processor. We notice that there is no strict monotonicity relation between the
number of processors and the resulting execution time. Nevertheless, the execution
time can be improved by more then 60% if more then 8 cores are used. The energy
consumption achieved for each number of processors is shown in Fig. 1.5(b). The
energy obtained for a certain number of processors is normalized against the energy
consumed by a single processor implementation. For each number of processors,
experiments were performed using several frequencies of the platform. The results
with the lowest energy are the ones reported in Fig. 1.5(b). We observe that us-
ing 9 processors provides the best energy savings. When using a smaller number
of processors, the platform has to be clocked a higher frequency/voltage and thus
consumes more. Adding more processors, due to the extra hardware and the fact
that there is no more parallelism to exploit, results in increased energy.

1.3 Energy Optimization

The number of battery powered embedded devices as well as their complexity con-
tinues to grow. In [ITR] it is projected that the amount of power required by new
devices increases by 35-40% per year. However, the capacity of the batteries in-
creases by only 10-15% per year, leaving a gap that must be filled by various
optimization techniques. Energy can be improved at various stages during the
embedded system design flow, from the system level, down to the circuit level
[AMR+06, SAHE04, BD00]. In this thesis we will concentrate on energy opti-
mization techniques at the system level.

Although, until recently, the dynamic power dissipation has been dominating,
the trend to reduce the overall circuit supply voltage and, consequently, threshold
voltage, is raising concerns about the leakage currents [Bor99, KR02, MFMB02,
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HASM+03]. In this thesis we propose algorithms that target the minimization of
both dynamic and leakage energy.

In the previous section, we have shown that energy consumption can be re-
duced by an intelligent mapping of the tasks to the processors. Even with a good
mapping, the energy consumption can be further optimized. During architecture
selection and mapping, the best processors that can provide the required perfor-
mance are selected. Nevertheless, due to a finite set of available processors, the
selected ones are always more powerful then required. Furthermore, many appli-
cations have a variable execution time, but the hardware has to be powerful enough
to accommodate the worst-case scenario. Thus, a certain amount of slack is present
in the task schedules. We will present in this thesis algorithms that are exploiting
this slack and thus, reduce the energy consumption.

1.4 Contributions

In the vast context of system-level design of embedded systems, the contributions
of this thesis are the following:

1. Offline energy minimization technique:

(a) We consider both supply voltage and body-bias voltage selection at the
system-level, where several tasks with dependencies execute a time-
constrained application on a multiprocessor system.

(b) Four different voltage selection schemes are formulated as nonlinear
programming (NLP) and mixed integer linear programming (MILP)
problems which can be solved optimally. The formulations are equally
applicable to single and multiprocessor systems.

(c) We prove that discrete voltage selection with and without the consid-
eration of transition overheads in terms of energy and time is strongly
NP-hard, while the continuous voltage selection cases can be solved in
polynomial time (with an arbitrary given approximation ε > 0).

(d) We solve the combined voltage selection problem for processing ele-
ments and communications links. To allow an effective voltage selec-
tion on the communication links, we outline a set of delay and energy
models. Further, we take into account the possibility of dynamic volt-
age swing scaling on fat wires and address the leakage power dissipa-
tion in bus repeaters.

(e) Since voltage selection for components that operate with discrete volt-
ages is proofed to be NP-hard, we introduce a simple yet effective



20 CH. 1. INTRODUCTION

heuristic based on the NLP formulation for the continuous voltage se-
lection problem.

(f) We study the combined voltage selection and processor shutdown prob-
lem. In particular, we demonstrate that the processor shutdown is an
NP complete problem even isolated from the voltage selection. We
propose two solutions that integrate the shutdown with the continuous
and respectively with the discrete voltage selection.

2. Online energy minimization technique:

(a) Two quasi-static voltage selection algorithms for multi-task applica-
tions are proposed. Both continuous and discrete voltage selection are
investigated.

(b) We propose online algorithms for systems consisting of both single and
multiprocessors

(c) We perform an evaluation of the impact of the overhead of different
dynamic voltage scaling approaches on realistic applications.

3. Predictability

(a) We identify the inaccuracies of classical worst-case execution time
analysis techniques when used for the analysis of tasks implemented
on multiprocessor platforms with a shared bus.

(b) We propose a TDMA-based bus scheduling policy that provides a pre-
dictable bus access.

(c) We propose a new framework that integrates system level task schedul-
ing, bus access optimization and worst-case execution time analysis for
real-time applications implemented on multiprocessor systems.

1.5 List of papers

Parts of the contents of this dissertation have been presented in the following pa-
pers:

• [AERP07]: Alexandru Andrei, Petru Eles, Zebo Peng, Jakob Rosen ”Pre-
dictable Implementation of Real-Time Applications on Multiprocessor Sys-
tems on Chip”, submitted.

• [AEP+07b]: Alexandru Andrei, Petru Eles, Zebo Peng, Marcus Schmitz,
Bashir Al-Hashimi ”Voltage Selection for Time-Constrained Multiprocessor
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Systems on Chip”, chapter in ”Designing Embedded Processors: A Low
Power Perspective”, pages 259-284, edited by J. Henkel, S.Parameswaran,
Springer 2007.

• [AEP+07a]: Alexandru Andrei, Petru Eles, Zebo Peng, Marcus Schmitz,
Bashir Al-Hashimi ”Energy Optimization of Multiprocessor Systems on Chip
by Voltage Selection”, IEEE Transactions on Very Large Scale Integration
Systems, volume 15, number 3, pages 262-275, March, 2007.

• [RGA+06]: Martino Ruggiero, Pari Gioia, Guerri Alessio, Luca Benini ,
Michela Milano, Davide Bertozzi, Alexandru Andrei ”A Cooperative, Accu-
rate Solving Framework for Optimal Allocation, Scheduling and Frequency
Selection on Energy-Efficient MPSoCs”, International Symposium on Sys-
tem on Chip, pages 1-4, 2006, Tampere, Finland.

• [ASE+05a]: Alexandru Andrei, Marcus Schmitz, Petru Eles, Zebo Peng,
Bashir Al-Hashimi ”Overhead-Conscious Voltage Selection for Dynamic
and Leakage Energy Reduction of Time-Constrained Systems”, IEE Pro-
ceedings Computers & Digital Techniques, special issue with the best con-
tributions from the DATE 2004 Conference, Volume 152, Issue 01, pages
28-38, January, 2005

• [ASE+05b]: Alexandru Andrei, Marcus Schmitz, Petru Eles, Zebo Peng,
Bashir Al-Hashimi ”Quasi-Static Voltage Scaling for Energy Minimization
with Time Constraints”, Design Automation and Test in Europe (DATE),
pages 514-519, 2005, Munchen, Germany.

• [ASE+04b]: Alexandru Andrei, Marcus Schmitz, Petru Eles, Zebo Peng,
Bashir Al-Hashimi ”Simultaneous Communication and Processor Voltage
Scaling for Dynamic and Leakage Energy Reduction in Time-Constrained
Systems”, The International Conference on Computer Aided Design (IC-
CAD), pages 362-369, 2004, San Jose, USA.

• [ASE+04a]: Alexandru Andrei, Marcus Schmitz, Petru Eles, Zebo Peng,
Bashir Al-Hashimi ”Overhead-Conscious Voltage Selection for Dynamic
and Leakage Energy Reduction of Time-Constrained Systems”, Design Au-
tomation and Test in Europe (DATE), pages 518-523, 2004, Paris, France.

Other papers where the author of the thesis was involved:

• [RAEP07]: Jakob Rosen, Alexandru Andrei, Petru Eles, Zebo Peng ”Bus
Access Optimization for Predictable Implementation of Real-Time Applica-
tions on Multiprocessor Systems on Chip”, Real-Time Systems Symposium
(RTSS), 2007, Tucson, USA.
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• [And06]: Alexandru Andrei ”System Design of Embedded Systems Run-
ning on an MPSoC Platform”, Technical report Linkoping University, 2006.

• [PPE+06]: Traian Pop, Paul Pop, Petru Eles, Zebo Peng, Alexandru An-
drei ”Timing Analysis of the FlexRay Communication Protocol”, Euromicro
Conference on Real-Time Systems (ECRTS), 2006, pages 203-213 ,Dres-
den, Germany.

• [ASEP04] Alexandru Andrei, Marcus Schmitz, Petru Eles, Zebo Peng, Bashir
Al-Hashimi ”Simultaneous Communication and Processor Voltage Scaling
for Energy Reduction in Time-Constrained Systems”, Power Aware Real-
Time Computing Workshop (PARC), 2004, Pisa, Italy.

1.6 Thesis organization

The thesis is organized as follows. In the first Part, in Chapter 1, we present a
generic design flow for real-time embedded systems. This design flow serves as a
general framework for the following parts.

In Part II, we define energy minimization as a problem for today’s battery op-
erated embedded systems. Chapter 2 gives an overview to energy/speed trade-offs
in general and introduces supply voltage scaling and adaptive body biasing as the
two techniques that can be used efficiently at the system level in order to minimize
the energy consumption. The energy minimization problem is addressed with of-
fline and online algorithms. In Chapter 3 we solve optimally the combined supply
voltage and body bias selection problem for multiprocessor systems with imposed
time constraints, explicitly taking into account the transition overheads implied by
changing voltage levels. Moreover, we show that voltage selection can be applied
not only to processors, but also to the communication infrastructure.

The mapping of the tasks on the processors and the schedule have a big impact
on the achievable energy savings. In Chapter 4, we present an integrated approach.
The algorithms described in Chapter 3 are used within two system level optimiza-
tion frameworks that perform architecture selection, task mapping and scheduling.

The previously mentioned approaches belong to the offline category. The opti-
mization is performed at design time, assuming worst-case execution times. How-
ever, many applications exhibit variations of their execution time, which lead to a
certain amount of dynamic slack, that is known only during runtime. In order to
exploit this additional slack, an online recalculation of the voltages is needed. We
present in Chapter 5 such an approach. Since the complexity of any online algo-
rithm is critical, we propose a quasi-static solution that calculates offline the task
voltages for several possible execution times and stores them in look-up tables.
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The online algorithm is using the precalculated values from the look-up table, de-
pending on the actual execution times.

In Part III, Chapter 6, we identify the estimation of the worst-case execution
time as a potential problem for systems with several processors and memories con-
nected by a shared bus. In this context, we propose an approach to worst-case
execution time analysis and system scheduling for real-time applications.

Part IV presents the conclusions and sketches the future work.
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Chapter 2

Introduction

An obvious trend in the last years is to pack more and more functionality into
smaller and smaller electronic devices. A typical example are mobile phones with
digital cameras and media players. This leads to an increase in the amount of
power needed to run all these applications. Since a large fraction of such embedded
systems are powered by batteries, energy consumption becomes a major design
issue. The gap between the amount of power provided by advances in battery
technologies and the power demanded by new functionality is increasing. This
motivates the work on energy minimization techniques presented in Chapters 3, 4,
5.

2.1 Energy/Speed Trade-off

Embedded computing systems need to be energy efficient, yet they have to de-
liver adequate performance to computational expensive applications, such as voice
processing and multimedia. Energy minimization can be performed at different
levels during the design. We have shown in Chapter 1 how mapping can be used
to improve the energy consumption. Another orthogonal approach is based on the
fact that the workload imposed on an embedded system is non-uniform over time.
This introduces slack times during which the system can reduce its performance
and thus save energy.

Let us examine the schedule depicted in Fig. 2.1(a) (obtained for the task graph
from Fig. 1.4). If the tasks are running at the highest speed, τ5 finishes before the
deadline dl and thus reveals a certain amount of slack. In real-time systems, the
task execution times must not exceed their deadlines, but there is no reward for fin-
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ishing earlier. On the other hand, due to the dependencies, task τ2 running CPU1
can start only after the message γ1−2 sent at the end of τ1 is transmitted. This
results in a certain amount of idle time on CPU1, from time 0 until 16, when τ2
can be started. The slack and idle times are key factors that influence the achiev-
able energy savings. Many processors produced today (general purpose mobile
processors as well as embedded ones) have the capability to dynamically change
their frequency [Kla00, pow00, xsc00] at runtime. Using a high frequency results
in faster execution times and a higher power consumption then using lower fre-
quencies. Moreover, during idle periods when no instruction has to be executed,
it is possible to save the current state of the processor, shut it down in order to
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save the energy and then restart executing. A simplified diagram of the possible
power states of such a processor (Intel Xscale [xsc00]) is depicted in Fig.2.1(b).
Tasks can be executed using 3 performance modes. Each mode is characterized by
a certain frequency (800, 600, 150MHz) and a corresponding power consumption
(900, 450, 60mW). At runtime, any combination of these modes can be used to
execute a task. Switching between two performance modes comes with a certain
time and energy penalty. Two other states can be used when the processor is not
executing any task. If the first one (Idle) is used, the processor consumes 5mW, as
opposed to the lowest power consumption of 60mW that can be achieved during
the execution of a task. During this state, clock gating is activated, and so there is
no switching activity in the processor. The overhead associated with a transition
to this state is very small. If the period when the processor is not executing any
task is longer, there exists a state when it consumes only 160muW . The overhead
associated with switching to this state (140ms) is high, so it must be used only after
a careful analysis.

The usage of voltage scalable processors opens the possibility for various en-
ergy/speed trade-offs. We will show in the following how to exploit the available
slack and idle times in order to reduce the energy consumption, in the context of
real-time systems. Throughout the thesis, we will use the terms voltage scaling,
voltage selection, frequency scaling and frequency selection interchangeably.

Let us focus on the example depicted in Fig. 2.1(d). Task τ1 is executed at
100MHz and finishes in the worst-case at 20ms, while its deadline is 40ms. The
power consumption at 100MHz is 20mW, resulting in an energy consumption for
τ1 of 400μJ. If voltage scaling is performed and τ1 is executed at 50MHz, it finishes
exactly at the deadline, using all the available slack. With a power consumption
of 7mW at 50MHz, an energy of 280μJ is consumed, 30% less then the nominal
case. Performing voltage scaling for a multi-task system is a complex issue, due to
the potential dependencies between the tasks that influence the distribution of the
slack. Let us consider performing voltage scaling for the schedule in Fig. 2.1(a).
Please note that τ5 finishes its execution at time 59, before the deadline that is set at
69 and thus yielding a slack of 10 time units. This slack can be exploited by voltage
scaling. The question that needs to be addressed at this point is how to distribute
this slack among the 5 tasks. Fig. 2.1(c) shows one possibility. τ1 executed at a
lower frequency, finishes in 13 time units instead of 10 at the nominal frequency.
τ2 that needs 15 time units at the nominal frequency uses 20 time units at a lower
frequency. τ3 is extended with 3 time units. If we propagate the dependencies
and calculate the new end times, we observe that the deadline is met, but tasks τ4
and τ5 cannot be scaled. We will present in Chapter 3, both optimal and heuristic
algorithms for the voltage selection problem.
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The examples from Fig. 2.1(c) and (d) have illustrated the efficiency of voltage
scaling for the minimization of the energy consumed by the tasks. We will refer to
this energy in the following as active energy. Let us focus now on the minimization
of the energy that is consumed when the processor is not running any task. A small
example is depicted in Fig. 2.1(f). Let us assume that τ1 has a deadline at 10ms,
τ2 can start at 30ms and must finish at 40ms. As a result, the processor is idle
(not running any task) between 10 and 30ms. Assuming that during idle times the
processor consumes 5mW, the energy spent idling is 100μJ. If the processor can
be shut down during this time, energy is consumed only to save and later restore
the state of the processor. In our case this energy is 10μJ. So overall, by shutting
down the processor we save 18% of the total energy.

An examination of the schedule resulted after performing voltage scaling from
Fig. 2.1(c), shows that even if there is no more slack, there exists a certain amount
of idle time on each of the 3 processors. If the idle times are long enough (ie.
the achievable savings are higher than the shutdown overhead), the energy can be
minimized if the processors are shutdown during these time intervals. The result-
ing schedule is illustrated in Fig. 2.1(e). In general, deciding when to shutdown
and furthermore, the integration of voltage scaling with processor shutdown is not
trivial. An efficient algorithm is presented in Chapter 3.

2.2 Voltage Selection Techniques

Two system-level approaches that allow an energy/performance trade-off during
run-time of the application are dynamic voltage selection (DVS) [IY98, MFMB02,
YDS95] and adaptive body biasing (ABB) [KR02, MFMB02]. While DVS aims
to reduce the dynamic power consumption by scaling down operational frequency
and circuit supply voltage Vdd , ABB is effective in reducing the leakage power
by scaling down frequency and increasing the threshold voltage Vth through body-
biasing. Up to date, most research efforts at the system-level were devoted to
DVS, since the dynamic power component had been dominating. Nonetheless,
the trend in deep-submicron CMOS technology to reduce the supply voltage levels
and consequently the threshold voltages (in order to maintain peak performance)
is resulting in the fact that a substantial portion of the overall power dissipation
will be due to leakage currents [Bor99, KR02]. This makes the adaptive body-
biasing approach and its combination with dynamic voltage selection attractive for
energy-efficient designs in the foreseeable future.
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Figure 2.2: Continuous and Discrete Voltage Selection

2.3 Offline and Online Voltage Selection

Voltage selection approaches can be broadly classified into online and offline tech-
niques.

Offline techniques perform the optimization statically. This is useful for real-
time systems, where one of the most important issues is guaranteeing that the tim-
ing constraints are met. In the context of voltage selection, offline means that the
calculation of the voltages to be assigned to each task is performed at design time.
These values are then used, without any additional computational effort, at runtime.
The fact that the optimization is performed before runtime has several advantages.
First, even if long optimization times are not desired, they can often be afforded.
So, complex algorithms can be used. In many cases, the computer system where
the optimization is performed is powerful, as opposed to the target embedded sys-
tem. However, offline optimizations have disadvantages. The most important is
the lack of flexibility. Let us assume, for example, that voltage selection was per-
formed offline for a real-time system. In order to guarantee the correct timing,
worst-case execution time had to be used for each task. However, at runtime most
of the tasks finish before their estimated worst-case. This creates a certain amount
of dynamic slack, known only at runtime, that is not exploited by the voltages cal-
culated offline. In order to exploit this dynamic slack, an online recalculation of
the voltages is needed. Since this calculation is performed at runtime, it has to be
very efficient. We will present both offline and online approaches in Chapters 3
and 5.

2.4 Continuous and Discrete Voltage Selection

Depending on the assumption regarding the scale of available voltages and frequen-
cies on the target processor, two voltage selection problems are formulated. First,
if the task voltages and frequencies can be chosen within a continuous interval, the
resulting problem is called continuous voltage selection. Second, if the variables
can be selected from a discrete set, the problem is called discrete voltage selection.
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These two flavors are illustrated with the example from Fig. 2.2. Fig. 2.2(a) shows
the execution of the task τ1 at the nominal speed of 100MHz. With a worst-case
number of 2000 clock cycles, τ1 finishes at 20μs, before the deadline at 40μs. If
continuous voltage scaling is used, the frequency is selected for τ1 such that it fin-
ishes exactly at the deadline, like in Fig. 2.2(b). For 2000 clock cycles that are
executed in 40μs, a frequency of 50MHz is needed.

Discrete voltage selection is illustrated in Fig. 2.2(c). Let us assume that the
processor is capable of operating in three different performance modes, using 3
discrete frequencies: 100MHz, 66MHz and 33MHz. Moreover, τ1 is executed
cycle by cycle, and, during each cycle, a different frequency can potentially be
used. [IY98] presents a heuristic for the calculation of the performance modes and
the corresponding number of clock cycles for a task, given an available execution
time. After the calculation of the optimal voltage assuming the continuous case, it
proposes the usage of the two voltages corresponding to frequencies that surround
the continuous one. For the example in Fig. 2.2, where the calculated continuous
frequency is 50MHz, the discrete modes are 66 and 33MHz. In order to calculate
the number of clock cycles to be executed in each of these modes, a system of two
equations has to be solved:

NC1

66
+

NC2

33
= 40

NC1 +NC2 = 2000

The first equation establishes that the times executed in the two modes has to sum
up to the available execution time for the task. The second equation states that
all the task’s clock cycles have to be distributed between the two modes. For the
example from Fig. 2.2, it will result in 1640 clock cycles to be executed at 66MHz
and 370 clock cycles to be executed at 33MHz.

For systems consisting of more then one task, with possible dependencies and
a different amount of power consumed by each task, the voltage selection problem
is not trivial. This classification in continuous and discrete voltage selection was
done due to complexity reasons. While real processors can operate using a discrete
range of performance modes, computationally, the continuous voltage selection al-
gorithms are easier (polynomial) then their discrete counterparts (NP hard). These
aspects will be addressed in Chapter 3.



Chapter 3

Offline Energy Optimization

by Voltage Selection

Dynamic voltage selection and adaptive body biasing have been shown to reduce
dynamic and leakage power consumption effectively. In this chapter, we restrict
to offline techniques, where the scaled supply voltages are calculated at design
time and then applied at run-time according to the pre-calculated voltage sched-
ule. We present an optimal approach for the combined supply voltage and body
bias selection problem for multiprocessor systems with imposed time constraints,
explicitly taking into account the transition overheads implied by changing voltage
levels. Both energy and time overheads are considered. The voltage selection tech-
nique achieves energy efficiency by simultaneously scaling the supply and body
bias voltages in the case of processors and buses with repeaters, while energy ef-
ficiency on fat wires is achieved through dynamic voltage swing scaling. We in-
vestigate the continuous voltage selection as well as its discrete counterpart, and
we prove strong NP-hardness in the discrete case. Furthermore, the continuous
voltage selection problem is solved using nonlinear programming with polynomial
time complexity, while for the discrete problem we use mixed integer linear pro-
gramming and a polynomial time heuristic. We propose an approach that combines
voltage selection and processor shutdown in order to optimize the total energy.

3.1 Related Work

There has been a considerable amount of work on dynamic voltage selection.
Yao et al. [YDS95] proposed the first DVS approach for single processor systems



34 CH. 3. OFFLINE ENERGY OPTIMIZATION BY VOLTAGE SELECTION

which can change the supply voltage over a continuous range. Ishihara and Ya-
suura [IY98] modeled the discrete voltage selection problem using an integer linear
programming (ILP) formulation. Kwon and Kim [KK05] proposed a linear pro-
gramming (LP) solution for the discrete voltage selection problem with uniform
and non-uniform switched capacitance. Although this work gives the impression
that the problem can be solved optimally in polynomial time, we will show in
this chapter that the discrete voltage selection problem is indeed strongly NP-hard
and, hence, no optimal solution can be found in polynomial time, for example us-
ing LP. Dynamic voltage selection has also been successfully applied to heteroge-
neous distributed systems, mostly using heuristics [GK01, LJ03, SAH01]. Zhang
et al. [ZHC02] approached continuous supply voltage selection in distributed sys-
tems using an ILP formulation. They solved the discrete version of the problem
through an approximation.

While the approaches mentioned above scale only the supply voltage Vdd and
neglect leakage power consumption, Kim and Roy [KR02] proposed an adap-
tive body-biasing approach (in their work referred to as dynamic Vth scaling) for
active leakage power reduction. They demonstrate that the efficiency of ABB
will become, with advancing CMOS technology, comparable to DVS. Duarte et
al. [DVI+02] analyze the effectiveness of supply and threshold voltage selection,
and show that simultaneously adjusting both voltages provides the highest savings.
Martin et al. [MFMB02] presented an approach for combined dynamic voltage
selection and adaptive body-biasing. At this point we should emphasize that, as
opposed to these three approaches, we investigate in this chapter how to select volt-
ages for a set of tasks, possibly with dependencies, which are executed on multipro-
cessor systems under real-time constraints. Furthermore, as opposed to our work,
the techniques mentioned above neglect the energy and time overheads imposed
by voltage transitions. Noticeable exceptions are [HQPS98, MHQ02, MHQ07,
ZHC03], yet their algorithms ignore leakage power dissipation and body-biasing,
and further they do not guarantee optimality. In this work, we consider simulta-
neous supply voltage selection and body biasing, in order to minimize dynamic
as well as leakage energy. In particular, we investigate four different notions of
the combined dynamic voltage selection and adaptive body-biasing problem —
considering continuous and discrete voltage selection with and without transition
overheads. A similar problem for continuous voltage selection has been formulated
in [YLJ05]. However, it is solved using a suboptimal heuristic. The combination of
dynamic supply voltage selection and processor shutdown was presented in [RJ05]
for single processor systems. The authors demostrate the existence of a critical
speed, under which scaling the processor frequency becomes energy inefficient,
due to the fact that the leakage energy increases faster than the dynamic energy
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decreases. The leakage energy reduction is achieved there by shutting down the
processor during the idle intervals, without performing adaptive body biasing.

To fully exploit the potential performance provided by multiprocessor archi-
tectures (e.g. systems-on-a-chip), communication has to take place over high per-
formance buses, which interconnect the individual components, in order to prevent
performance degradation through unnecessary contention. Such global buses re-
quire a substantial portion of energy, on top of the energy dissipated by the com-
putational components [Sve01, SK01]. The minimization of the overall energy
consumption requires the combined optimization of both the energy dissipated by
the computational processors as well as the energy consumed by the interconnec-
tion infrastructure.

A negative side-effect of the shrinking feature sizes is the increasing RC delay
of on-chip wiring [IF99, SK01]. The main reason behind this trend is the ever-
increasing line resistance. In order to maintain high performance it becomes nec-
essary to “speed-up” the interconnects. Two implementation styles which can be
applied to reduce the propagation delay are: (a) The insertion of repeaters and (b)
the usage of fat wires. In principle, repeaters split long wires into shorter (faster)
segments [IF99, KCS02, SK01, CTH05] and fat wires reduce the wire resistance
[Sve01, SK01]. Techniques for the determination of the optimal quantity of re-
peaters are introduced in [IF99, KCS02]. An approach to calculate the optimal
voltage swing on fat wires has been proposed in [Sve01]. Similar to processors
with supply voltage selection capability, approaches for link voltage scaling were
presented in [SPJ02, WKL+00]. An approach for communication speed selection
was outlined in [LCB02]. Another possibility to reduce communication energy
is the usage of bus encoding techniques [BMM+98]. In [HP02], it was demon-
strated that shared-bus splitting, which dynamically breaks down long, global buses
into smaller, local segments, also helps to improve energy savings. An estimation
framework for communication switching activity was introduced in [FSS99].

Until now, energy estimation for system-level communication was treated in
a largely simplified manner [LCB02, VM03] and based on naive models that ig-
nore essential aspects such as bus implementation technique (repeaters, fat wires),
leakage power, and voltage swing adaption. This, however, very often leads to
oversimplifications which affect the correctness and relevance of the proposed ap-
proaches and, consequently, the accuracy of results. On the other hand, issues
like optimal voltage swing and increased leakage power due to repeaters are not
considered at all for implementations of voltage-scalable embedded systems.

As mentioned earlier, in this chapter we will concentrate on off-line voltage
selection techniques, that make use of the static slack existing in the application.
In Chapter 5 we present an efficient technique that dynamically makes use of slack
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created online, due to the fact that tasks execute less then their worst case number
of clock cycles.

The remainder of this chapter is organized as follows: Preliminaries regard-
ing the system specification, the processor power and delay models are given in
Sections 3.2 and 3.3. This is followed by a motivational example in Section 3.4.
The four investigated processor voltage selection problems are formulated in Sec-
tion 3.5. Continuous and discrete voltage selection problems are discussed in Sec-
tions 3.6 and 3.7, respectively. We study the combined voltage selection and shut-
down problem in Section 3.8. Power and delay models for the communication
links are given and the general problem of voltage selection for processors and
the communication is addressed in Section 3.9. Extensive experimental results are
presented in Section 3.10.

3.2 System and Application Model

We consider embedded systems which are realized as heterogeneous distributed
architectures. Such architectures consist of several different processing elements
(PEs), such as programmable microprocessors, ASIPs, FPGAs, and ASICs, some
of which feature DVS and ABB capability. These computational components com-
municate via an infrastructure of communication links (CLs), like buses and point-
to-point connections. We define P and L to be the sets of all processing elements
and all links, respectively. An example architecture is shown in Fig. 1.4(a). The
functionality of applications is captured by task graphs G(Π,Γ), as in Fig. 1.4(b).
Nodes τ ∈ Π in these directed acyclic graphs represent computational tasks, while
edges γ ∈ Γ indicate data dependencies between these tasks (communications).
Tasks τi require in the worst case WNCi clock cycles to be executed, depending on
the PE to which they are mapped. Further, tasks are annotated with deadlines dli
that have to be met at run-time.

If two dependent tasks are assigned to different PEs, px and py with x �= y, then
the communication takes place over a CL, involving a certain amount of time and
power.

We assume that the task graph is mapped and scheduled on the target archi-
tecture, i.e., it is known where and in which order tasks and communications take
place. Fig. 1.4(c) shows the task graph from Fig. 1.4(b) that has been mapped onto
the architecture in Fig. 1.4(a). Fig. 1.4(d) depicts a possible execution order.

To tie the execution order into the application model, we perform the following
transformation on the original task graph. First, all communications that take place
over communication links are captured by communication tasks, as indicated by
squares in Fig. 3.1. For instance, communication γ1−2 is replaced by task τ6 and
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Figure 3.1: System model: Extended task graph

the edges connecting τ6 to τ1 and τ2 are introduced. K defines the set of all such
communication tasks and C the set of graph edges obtained after the introduction
of the communication tasks. Furthermore, we denote with T = Π∪K the set of
all computations and communications. Second, on top of the precedence relations
given by data dependencies between tasks, we introduce additional precedence
relations r ∈ R , generated as result of scheduling tasks mapped to the same PE and
communications mapped on the same CL. In Fig. 3.1, corresponding to the initial
task graph from Fig. 1.4(b) and the schedule from Fig. 1.4(d), the dependencies R
are represented as dotted edges. We define the set of all edges as E = C ∪R . We
construct the mapped and scheduled task graph G(T ,E). Further, we define the
set E• ⊆ E of edges, as follows: an edge (i, j) ∈ E• if it connects task τi with its
immediate successor τ j (according to the schedule), where τi and τ j are mapped
on the same PE or CL.

3.3 Processor Power and Delay Models

Digital CMOS circuitry has two major sources of power dissipation: (a) dynamic
power Pdyn, which is dissipated whenever active computations are carried out (swi-
tching of logic states), and (b) leakage power Pleak which is consumed whenever
the circuit is powered, even if no computations are performed. The dynamic power
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is expressed by [CB95, MFMB02]:

Pdyn = Ce f f · f ·V 2
dd (3.1)

where Ce f f , f , and Vdd denote the effective charged capacitance, operational fre-
quency, and circuit supply voltage, respectively. Although, until recently, dynamic
power dissipation has been dominating, the trend to reduce the overall circuit sup-
ply voltage and consequently threshold voltage is raising concerns about the leak-
age currents. For near future technology (< 65nm) it is expected that leakage will
account for a significant part of the total power. The leakage power is given by
[MFMB02]:

Pleak = Lg ·Vdd ·K3 · eK4·Vdd · eK5·Vbs + |Vbs| · IJu (3.2)

where Vbs is the body-bias voltage and IJu represents the body junction leakage
current (constant for a given technology). The fitting parameters K3, K4 and K5
denote circuit technology dependent constants and Lg reflects the number of gates.
For clarity reasons we maintain the same indices as used in [MFMB02], where
also actual values for these constants are given. Please note that the leakage power
is stronger influenced by Vbs than by Vdd , due to the fact that the constant K5 is
larger than the constant K4 (e.g., for the Crusoe processor described in [MFMB02],
K5 = 4.19 while K4 = 1.83).

Nevertheless, scaling the supply and the body-bias voltage for power saving,
has a side-effect on the circuit delay d and hence the operational frequency [CB95,
MFMB02]:

f =
1
d

=
((1+K1) ·Vdd +K2 ·Vbs −Vth1)α

K6 ·Ld ·Vdd
(3.3)

where α reflects the velocity saturation imposed by the used technology (common
values 1.4 ≤ α ≤ 2), Ld is the logic depth, and K1, K2, K6 and Vth1 are circuit
dependent constants.

Another important issue, which often is overlooked, is the consideration of
transition overheads, i.e., each time the processor’s supply and body bias voltage
are altered, the change requires a certain amount of extra energy and time. These
energy εk, j and delay δk, j overheads, when switching from Vddk to Vdd j and from
Vbsk to Vbs j , are given by: [MFMB02],

εk, j = Cr · |Vddk −Vdd j |2 +Cs · |Vbsk −Vbs j |2 (3.4)

δk, j = max(pV dd · |Vddk −Vdd j |, pV bs · |Vbsk −Vbs j |) (3.5)

where Cr denotes power rail capacitance, and Cs the total substrate and well capac-
itance. Since transition times for Vdd and Vbs are different, the two constants pV dd
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Figure 3.2: Influence of Vbs scaling

and pV bs are used to calculate both time overheads independently. Considering that
supply and body-bias voltage can be scaled in parallel, the transition overhead δk, j
depends on the maximum time required to reach the new voltage levels.

In the following, we assume that the processors can operate in several execu-
tion modes. An execution mode mz is characterized by a pair of supply and body
bias voltages: mz = (Vddz ,Vbsz). As a result, an execution mode has an associated
frequency and power consumption (dynamic and leakage) that can be calculated
using Eq. 3.3 and respectively Eq. 3.1 and 3.2. Upon a mode change, the corre-
sponding delay and energy penalties are computed using Eq. 3.5 and 3.4.

Tasks that are mapped on different processors communicate over one or more
shared buses. In Sections 3.4-3.8 we assume that the buses are not voltage scal-
able and thus working at a given frequency. Each communication task has a fixed
execution time and energy consumption depeding proportionally on the amount of
communication. For simplicity of the explanations, in Sections 3.4-3.8 we will not
differentiate between computation and communication tasks. A more refined com-
munication model, as well as the benefits of simultaneously scaling the voltages of
the processors and communication links is introduced in Section 3.9.

3.4 Motivational Examples

3.4.1 Optimizing the Dynamic and Leakage Energy

Fig. 3.2 shows two optimal voltage schedules for a set of three tasks (τ1, τ2, and
τ3), executing in two possible voltage modes. While the first schedule relies on
Vdd scaling only (i.e., Vbs is kept constant), the second schedule corresponds to the
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simultaneous scaling of Vdd and Vbs. Please note that the figures depict the dynamic
and the leakage power dissipation as a function of time. For simplicity we neglect
transition overheads in this example. Further, we consider processor parameters
that correspond to CMOS technology (< 65nm) which leads to a leakage power
consumption close to 40% of the total power consumed (at the mode with the
highest performance).

Let us consider the first schedule in which the tasks are executed either at
Vdd1 = 1.8V , or Vdd2 = 1.5V , while Vbs1 and Vbs2 are kept at 0V . In accordance,
the system dissipates Pdyn1 = 100mW and Pleak1 = 75mW in mode 1 running at
700MHz, while Pdyn2 = 49mW and Pleak2 = 45mW in mode 2 running at 525MHz,
as observable from the figure. We have also indicated the individual energy con-
sumed in each of the active modes, separating between dynamic and leakage en-
ergy. The total leakage and dynamic energies of the schedule in Fig. 3.2(a) are
13.56μJ and 16.17μJ, respectively. This results in a total energy consumption of
29.73μJ.

Consider now the schedule given in Fig. 3.2(b), where tasks are executed at two
different voltage settings for Vdd and Vbs (m1 = (1.8V,0V ) and
m2 = (1.5V,−0.4V )). Since the voltage settings for mode m1 did not change,
the system runs at 700MHz and dissipates Pdyn1 = 100mW and Pleak1 = 75mW .
In mode m2 the system performs at 480Mhz and dissipates Pdyn2 = 49mW and
Pleak2 = 5mW . There are two main differences to observe compared to the schedule
in Fig. 3.2(a). Firstly, the leakage power consumption during mode m2 is consider-
ably smaller than in Fig. 3.2(a); this is due to the fact that in mode m2 the leakage
is reduced through a body-bias voltage of −0.4V (see Eq. (3.2)). Secondly, the
high voltage mode m1 is active for a longer time; this can be explained by the fact
that scaling Vbs during mode m2 requires the reduction of the operational frequency
(see Eq. (3.3)). Hence, in order to meet the system deadline, the high performance
mode m1 has to compensate for this delay. Although here the dynamic energy was
increased from 16.17μJ to 18.0μJ, compared to the first schedule, the leakage was
reduced from 13.56μJ to 8.02μJ. The overall energy dissipation is 26.02μJ, a re-
duction by 12.5%. This example illustrates the advantage of simultaneous Vdd and
Vbs scaling compared to Vdd scaling only.

3.4.2 Considering the Transition Overheads

We consider a single processor system that offers three voltage modes,
m1 = (1.8V,−0.3V ), m2 = (1.5V,−0.45V ), and m3 = (1.2V,−0.8V ), where mz =
(Vddz ,Vbsz). The rail and substrate capacitance are given as Cr = 10μF and Cs =
40μF . The processor needs to execute two consecutive tasks (τ1 and τ2) with
a deadline of 0.225ms. Fig. 3.3(a) shows a possible voltage schedule. Each of
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Figure 3.3: Influence of transition overheads

the two tasks is executed in two different modes: task τ1 executes first in mode
m2 and then in mode m1, while task τ2 is initially executed in mode m3 and
then in mode m2. The total energy consumption of this schedule is E = 9μJ +
15μJ + 4.5μJ + 7.5μJ = 36μJ. However, if this voltage schedule is applied to a
real voltage-scalable processor, the resulting schedule will be affected by transi-
tion overheads, as shown in Fig. 3.3(b). The processor requires a given time to
adapt to the new execution mode. During this adaption no computations can be
performed [xsc00, pow00], which increases the schedule length such that the im-
posed deadline is violated. Moreover, transitions do not only require time, they
also cause an additional energy dissipation. For instance, in the given sched-
ule, the first transition overhead O1 from mode m2 and m1 requires an energy
of 10μF · (1.8V − 1.5V )2 + 40μF · (0.3V − 0.45V )2 = 1.8μJ, based on Eq. (3.4).
Similarly, the energy overheads for transitions O2 and O3 can be calculated as
13.6μJ and 5.8μJ, respectively. The overall energy dissipation of the schedule
from Fig. 3.3(b) accumulates to 36μJ +1.8μJ +13.6μJ +5.8μJ = 57.2μJ.
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Compared to the schedule in Fig. 3.3(a), the mode activation order in Fig. 3.3(c)
has been swapped for both tasks. As long as the transition overheads are neglected,
the energy consumption of the two schedules is identical. However, considering
transition overheads would result in the schedule shown in Fig. 3.3(d). We can
observe that this schedule exhibits only two mode transitions (O1 and O3) within
the tasks (intra task switches), while the switch between the two tasks (inter task
switch) has been eliminated. The overall energy consumption has been reduced to
E = 43.6μJ, a reduction by 23.8% compared to the schedule given in Fig. 3.3(b).
Further, the elimination of transition O2 reduces the overall schedule length, such
that the imposed deadline is satisfied. With this example we have illustrated the
effects that transition overheads can have on the energy consumption and the timing
behavior and the impact of taking them into consideration when elaborating the
voltage schedule.

3.5 Problem Formulation

Consider a set of tasks T = {τi} with precedence constraints, that have been
mapped and scheduled on a set of variable voltage processors. For each task τi
its deadline dli, its worst case number of clock cycles to be executed WNCi and the
switched capacitance Ce f fi are given. Each processor can vary its supply voltage
Vdd and body bias voltage Vbs within certain continuous ranges (for the continu-
ous problem), or, within a set of discrete voltage pairs mz = {(Vddz ,Vbsz)} (for the
discrete problem). The power dissipations (leakage and dynamic) and the cycle
time (processor speed) depend on the selected voltage pair (mode). Tasks are exe-
cuted cycle by cycle, and each cycle can potentially execute at a different voltage
pair, i.e., at a different speed. Our goal is to find voltage pair assignments for each
task such that the individual task deadlines are met and the total energy consump-
tion is minimal. Furthermore, whenever the processor has to alter the settings for
Vdd and/or Vbs, a transition overhead in terms of energy and time is required (see
Eqs. (3.4) and (3.5)).

For reasons of clarity we introduce the following four distinctive problems
which will be considered in this chapter: (a) Continuous voltage selection with
no consideration of transition overheads (CNOH), (b) continuous voltage selection
with consideration of transition overheads (COH), (c) discrete voltage selection
with no consideration of transition overheads (DNOH), and (d) discrete voltage
scaling with consideration of transition overheads (DOH).
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3.6 Continuous Voltage Selection

In this section we consider that the supply and body-bias voltage of the processors
can be selected within a certain continuous range. We first formulate the prob-
lem neglecting transition overheads (Section 3.6.1, CNOH) and then extend this
formulation to include the energy and delay overheads (Section 3.6.2, COH).

3.6.1 Continuous Voltage Selection without Overheads (CNOH)

We model the continuous voltage selection problem, excluding the consideration of
transition overheads (the CNOH problem), using the following nonlinear problem
formulation.
Minimize

|T |
∑
k=1

(
WNCk ·Ce f fk ·V 2

ddk︸ ︷︷ ︸
Edynk

+Lg(K3 ·Vddk · eK4·Vddk · eK5·Vbsk + IJu · |Vbsk |) · tk︸ ︷︷ ︸
Eleakk

)
(3.6)

subject to

tk = WNCk ·
(K6 ·Ld ·Vddk)

((1+K1) ·Vddk +K2 ·Vbsk −Vth1)α (3.7)

Dk + tk ≤ Dl ∀(k, l) ∈ E (3.8)
Dk + tk ≤ dlk ∀ τk that have a deadline (3.9)

Dk ≥ 0 (3.10)

Vddmin ≤Vddk ≤Vddmax and Vbsmin ≤Vbsk ≤Vbsmax (3.11)

The variables that need to be determined are the task execution times tk, the task
start times Dk as well as the voltages Vddk and Vbsk . The total energy consump-
tion, which is the sum of dynamic and leakage energy, has to be minimized, as in
Eq. (3.6)1. The task execution time has to be equivalent to the number of clock
cycles of the task multiplied by the circuit delay for a particular Vddk and Vbsk set-
ting, as expressed by Eq. (3.7). Given the execution time of the tasks, it becomes
possible to express the precedence constraints between tasks (Eq. (3.8)), i.e., a task
τl can only start its execution after all its predecessor tasks τk have finished their
execution (Dk + tk). Predecessors of task τl are all tasks τk for which there exists

1Note that abs and max operations cannot be used directly in mathematical programming, yet there
exist standard techniques to overcome this limitation by equivalent formulations [Wil99].
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an edge (k, l) ∈ E in the mapped and scheduled task graph. Similarly, tasks with
deadlines have to be completed (Dk +tk) before their deadlines dlk (Eq. (3.9)). Task
start times have to be positive (Eq. (3.10)) and the imposed voltage ranges should
be respected (Eq. (3.11)). It should be noted that the objective (Eq. (3.6)) as well as
the task execution time (Eq. (3.7)) are convex functions. Hence, the problem falls
into the class of general convex nonlinear optimization problems. Such problems
can be efficiently solved in polynomial time (given an arbitrary precision ε > 0),
[NN94].

3.6.2 Continuous Voltage Selection with Overheads (COH)

In this section we modify the previous formulation in order to take transition over-
heads into account (COH problem). The following formulation highlights the mod-
ifications.

Minimize
|T |
∑
k=1

(Edynk +Eleakk)︸ ︷︷ ︸
Task energy dissipation

+ ∑
(k, j)∈E•

εk, j

︸ ︷︷ ︸
Transition energy overhead

(3.12)

subject to
Dk + tk +δk, j ≤ D j ∀(k, j) ∈ E• (3.13)

δk, j = max(pV dd · |Vddk −Vdd j |, pV bs · |Vbsk −Vbs j |) (3.14)

εk, j = Cr · |Vddk −Vdd j |2 +Cs · |Vbsk −Vbs j |2 (3.15)

The objective function Eq. (3.12) now additionally accounts for the transition over-
heads in terms of energy. The energy overheads can be calculated according to
Eq. (3.4) for all consecutive tasks τk and τ j on the same processor (E• is defined
in Section 3.2). However, scaling voltages does not only require energy but it in-
troduces delay overheads as well. Therefore, we introduce an additional constraint
similar to Eq. (3.8), which states that a task τ j can only start after the execution of
its predecessor τk (Dk + tk) on the same processor and after the new voltage mode
is reached (δk, j). This constraint is given in Eq. (3.13). The delay δk, j and energy
εk, j penalties are introduced as a set of new variables and are constrained subject
to Eq. (3.14) and Eq. (3.15). Similar to the CNOH formulation, the COH model is
a convex nonlinear problem, i.e., it can be solved in polynomial time.
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3.7 Discrete Voltage Selection

The approaches presented in the previous section provide a theoretical upper bound
on the possible energy savings. In reality, however, processors are restricted to a
discrete set of Vdd and Vbs voltage pairs. In this section we investigate the discrete
voltage selection problem without and with the consideration of overheads. We
will also analyze the complexity of the discrete voltage selection problem.

3.7.1 Problem Complexity

Theorem 1 The discrete voltage selection problem is NP-hard.

Proof 1 We proof by restriction. The discrete time-cost trade-off (DTCT) problem
is known to be NP-hard [DDGW97]. By restricting the discrete voltage selection
problem (DNOH) to contain only tasks that require an execution of one clock cycle,
it becomes identical to the DTCT problem. Hence, DTCT ∈ DNOH which leads to
the conclusion DNOH ∈ NP.

The details of the proof are given in Appendix A. The problem is NP-hard, even
if restricted to supply voltage selection (without adaptive body-biasing) and even if
transition overheads are neglected. It should be noted that this finding renders the
conclusion of [KK05]2 impossible, which states that the discrete voltage selection
problem (considered in [KK05] without body-biasing and overheads) can be solved
optimally in polynomial time.

3.7.2 Discrete Voltage Selection without Overheads (DNOH)

In the following we will give a mixed integer linear programming (MILP) for-
mulation for the discrete voltage selection problem without overheads (DNOH).
We consider that processors can run in different modes m ∈ M . Each mode m
is characterized by a voltage pair (Vddm ,Vbsm), which determines the operational
frequency fm, the normalized dynamic power Pdnomm , and the leakage power dis-
sipation Pleakm . The frequency and the leakage power are given by Eqs. (3.3) and
(3.2), respectively. The normalized dynamic power is given by Pdnomm = fm ·V 2

ddm
.

Accordingly, the dynamic power of a task τk operating in mode m is computed as
Ce f fk ·Pdnomm . Based on these definitions, the problem is formulated as follows:

2The flaw in [KK05] lies in the fact that the number of clock cycles spent in a mode is not restricted
to be integer.
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Minimize
|T |
∑
k=1

∑
m∈M

(
Ce f fk ·Pdnomm · tk,m +Pleakm · tk,m

)
(3.16)

subject to

Dk + ∑
m∈M

tk,m ≤ dlk ∀τk with deadline (3.17)

Dk + ∑
m∈M

tk,m ≤ Dl ∀(k, l) ∈ E (3.18)

ck,m = tk,m · fm and ∑
m∈M

ck,m = WNCk ck,m ∈ N (3.19)

Dk ≥ 0 and tk,m ≥ 0 (3.20)

The total energy consumption, expressed by Eq. (3.16), is given by two sums. The
inner sum indicates the energy dissipated by an individual task τk, depending on
the time tk,m spent in each mode m. The outer sum adds up the energy of all tasks.
Unlike the continuous voltage selection case, we do not obtain the voltage Vdd and
Vbs directly, but rather we find out how much time to spend in each of the modes.
Therefore, task execution time tk,m and the number of clock cycles ck,m spent within
a mode become the optimization variables in the MILP formulation. The number
of clock cycles ck,m is restricted to the integer domain. We exemplify this model
graphically in Figures 3.4(a) and 3.4(b). The first figure shows the schedule of
two tasks executing each at two different voltage settings (two modes out of three
possible). Task τ1 executes for 20 clock cycles in mode m2 and for 10 clock cycles
in m1, while task τ2 runs for 5 clock cycles in m3 and 15 clock cycles in m2. The
same is captured in Fig. 3.4(b) in what we call a mode model. The modes that are
not active during a task’s runtime have the corresponding time and number of clock
cycles 0 (mode m3 for τ1 and m1 for τ2). The overall execution time of task τk is
given as the sum of the times spent in each mode (∑m∈M tk,m). Eq. (3.17) ensures
that all the deadlines are met and Eq. (3.18) maintains the correct execution order
given by the precedence relations. The relation between execution time and number
of clock cycles as well as the requirement to execute all clock cycles of a task are
expressed in Eq. (3.19). Additionally, task start times Dk and task execution times
have to be positive (Eq. (3.20)).

3.7.3 Discrete Voltage Selection with Overheads (DOH)

We now proceed with the incorporation of transition overheads into the MILP for-
mulation given in Section 3.7.2. The order in which the modes are activated has
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an influence on the transition overheads, as we have illustrated in Section 3.4.2.
Nevertheless, the formulation in Section 3.7.2 does not capture the order in which
modes are activated, it solely expresses how many clock cycles are spent in each
mode. We introduce the following extensions needed in order to take both delay
and energy overheads into account. Given m operational modes, the execution of
a single task τk can be subdivided into m subtasks τs

k,s = 1, ...,m. Each subtask is
executed in one and only one of the m modes. Subtasks are further subdivided into
m slices, each corresponding to a mode. This results in m ·m slices for each task.
Fig. 3.4(c) depicts this model, showing that task τ1 runs first in mode m2, then in
mode m1, and that τ2 runs first in mode m3, then in m2. This ordering is captured
by the subtasks: the first subtask of τ1 executes 20 clock cycles in mode m2, the
second subtask executes one clock cycle in m1 and the remaining 9 cycles are exe-
cuted by the last subtask in mode m1; τ2 executes in its first subtask 4 clock cycles
in mode m3, 1 clock cycle is executed during the second subtask in mode m3, and
the last subtask executes 15 clock cycles in the mode m2. Note that there is no
overhead between subsequent subtasks that run in the same mode. The following
gives the modified MILP formulation:
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Minimize

|T |
∑
k=1

∑
s∈M

∑
m∈M

(
Ce f fk ·Pdnomm · tk,s,m +Pleakm · tk,s,m

)
︸ ︷︷ ︸

Task energy dissipation

+
|T |
∑
k=1

∑
s∈M

∑
i∈M

∑
j∈M

(
bk,s,i, j ·EPi, j

)
︸ ︷︷ ︸

Transition energy overhead

(3.21)

subject to
δk = ∑

s∈M ∗
∑

i∈M
∑

j∈M
bk,s,i, j ·DPi, j (3.22)

δk,l = ∑
i∈M

∑
j∈M

bk,m,i, j ·DPi, j where (k, l) ∈ E• (3.23)

Dk + ∑
s∈M

∑
m∈M

tk,s,m +δk ≤ dlk ∀τk with deadline (3.24)

Dk + ∑
s∈M

∑
m∈M

tk,s,m +δk +δpl,l ≤ Dl ∀(k, l) ∈ E ,(pl, l) ∈ E• (3.25)

ck,s,i = tk,s,i · fi s ∈ M , i ∈ M , ck,s,i ∈ N (3.26)

∑
s∈M

∑
i∈M

ck,s,i = WNCk (3.27)

In order to capture the energy overheads in the objective function (Eq. (3.21)),
we introduce the boolean variables bk,s,i, j. In addition, we introduce an energy
penalty matrix EP, which contains the energy overheads for all possible mode tran-
sitions, i.e., EPi, j denotes the energy overhead necessary to change form mode i to
j. These overheads are precomputed based on the available modes (voltage pairs)
and Eq. (3.4). The overall energy overhead is given by all intratask and intertask
transitions. The intratask and intertask delay overheads, given in Eq. (3.22) and
(3.23), are calculated based on a delay penalty matrix DPi, j, which, similarly to
the energy penalty matrix, can be precomputed based on the available modes and
Eq. (3.5). For a task τk and for each of its subtasks τs

k, except the last one, the
variable bk,s,i, j = 1 if mode i of subtask τs

k and mode j of τs+1
k are both active (s

in 1, ..., |M | − 1, i, j in 1, ...,m). These are used in order to capture the intratask
overheads, as in Eq. (3.22). For intertask overheads, we are interested in the last
mode of task τk and the first mode of the subsequent task τl (running on the same
processor). Therefore, bk,m,i, j = 1 if the mode i of the last subtask τm

k and the
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mode j of first subtask τ1
l are both active. For the example given in Fig. 3.4(c),

b1,1,2,1, b1,2,1,1, b1,3,1,3, b2,1,3,3, b2,2,3,2 are all 1 and the rest are 0. Deadlines and
precedence relations, taking the delay overheads into account, have to be respected
according to Eq. (3.24) and (3.25). Here ∑s∈M ∑m∈M tk,s,m represents the total ex-
ecution time of a task τk, based on the number of cycles in each of the subtasks and
modes. Eq. (3.26) and (3.27) are a reformulation of Eq. (3.19), which expresses
the relation between the execution time and the number of clock cycles and the re-
quirement to execute all clock cycles of a task. To ease the explanation, the above
given MILP formulation has been simplified to a certain degree. We have omitted
here details on the computation of the b variables as well as the constraints that
make sure that one and only one mode is used by a subtask. The complete MILP
model can be found in Appendix B.

3.7.4 Discrete Voltage Selection Heuristic

As shown earlier, discrete voltage selection is NP-hard. Thus, solving it using the
presented MILP formulation for large instances is time consuming. We propose
a heuristic to effectively solve the discrete voltage selection problem. The main
idea behind this heuristic is to perform a continuous voltage selection (as outlined
in Section 3.6). As a result of this calculation, for each task, a continuous voltage
pair (Vddcon ,Vbscon), as well as the corresponding frequency fcon will be determined.
Using the approach introduced in [IY98], for each task the two surrounding discrete
performance modes are chosen such that fd1 < fcon < fd2. That is, the execution of
a task is split into two regions with td1 and td2 being the execution times in the mode
with fd1 and fd2, respectively. Fig. 3.5(a) and 3.5(b) illustrate this transformation
for an application with three tasks. In the continuous scaling case, Fig. 3.5(a), each
task executes at a single voltage level, i.e., the voltages are changed only between
tasks. In the discrete case, the voltage setting is changed during the task execution.
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Of course, the required time overhead δi for the mode change has to be considered
as well, i.e., ti = ti

d1 + ti
d2 +δi, where ti is the execution time with continuous volt-

age setting of the task τi. In general, executing tasks in two performance modes,
determined as above, leads to close to optimal discrete voltage selection. Having
determined the discrete performance mode settings, the inter-task transition over-
heads are reduced by reordering the mode sequence of each task. We reorder the
modes in a greedy manner, such that the inter-task overhead between consecutive
tasks is minimized. This is outlined in Fig. 3.5(c). While this reordering tech-
nique is optimal for processors that offer two performance modes, this is not true
for components with three or more modes. Nevertheless, as demonstrated by our
experiments, this heuristic is fast and efficient.

3.8 Voltage Selection with Processor Shutdown

In this section we discuss the integration of two system level energy minimization
techniques: voltage selection and processor shutdown. Voltage selection is effec-
tive in minimizing the active energy consumption (the energy consumed while exe-
cuting a certain task). However, specially in multiprocessor environments, proces-
sors alternate between active and idle periods. During idle times, a certain amount
of energy, proportional to the length of the idle period is consumed. A solution
for saving this energy is to shutdown the processor. The transition to the shutdown
state and from shutdown back to operation implies a time and an energy overhead.

Idle times may be present due to multiple reasons, even after performing volt-
age selection. Consider, for example, the three tasks in Fig. 3.6(a). They are con-
sidered to run periodically with a deadline equal to the period. If the application
runs on a single processor system at the lowest speed, it still finishes before the
deadline, as depicted in Fig. 3.6(b). In the idle interval between the finishing time
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and the deadline, the processor consumes energy. In this situation, we could shut
down the processor and thus save energy. In the case of a single processor system
with tasks that do not have arbitrary arrival times, deciding weather or not to shut-
down and for how long is relatively easy. In [RJ05], the notion of threshold time
interval is defined as the minimul length of an idle period that would provide en-
ergy savings by shuting down. A shutdown is decided if the idle interval available
is larger than the threshold time.

Imagine now a more complex case, when the application runs on two proces-
sors, as in Fig. 3.6(c). Due to dependencies between tasks that are mapped on
different processors, there is a certain amount of slack that cannot be exploited by
voltage selection. For example, task τ2 can start only after task τ1 has finished.
Consequently, there is an idle interval on CPU1 from time 0, until the start of τ2.
Deciding in this case weather or not to shutdown is a complex problem that will be
addressed in the following section.

Even though voltage selection aims at optimizing the active energy, while pro-
cessor shutdown minimizes the energy consumed during idle periods, these two
techniques are not orthgonal. Let us consider an application consisting of 3 tasks,
τ1, τ2 and τ3, as in Fig. 3.7(a). The tasks are mapped on two processors CPU1 and
CPU2. The resulting schedule, after performing voltage selection is depicted in
Fig. 3.7(b), with all the 3 tasks running at the lowest speeds. Task τ1 is running for
2ms with 200mW , while τ2 and τ3 run at 400mW for 1.5ms and respectively 2ms.
A brief analysis of the idle times present after voltage selection on both processors,
allows us to further reduce the energy consumption by shutting down CPU1 after
the execution of τ1 and of CPU2 after τ3. The energy overhead for shutdown is
75μJ on CPU1 and 125μJ on CPU2. We notice the idle interval of 0.5ms on CPU2,
between the executions of τ2 and τ3. The idle power on CPU2 is 250mW , resulting
in an energy consumption of 125μJ. Please note that the energy consumed during
this idle period equals the energy overhead of a shutdown, so it would not pay off
to shutdown after τ2. However, let us consider the possibility of running τ1 faster,
such that it finishes in 1.5ms. The power consumption that corresponds to this fre-
quency is 300mW . This slight increase on CPU1 is compensated by the fact that
we can now execute task τ3 immediately after τ2, use one shutdown operation to
exploit all the idle time on CPU2 and thus save 125μJ.

3.8.1 Processor Shutdown: Problem Complexity

The shutdown problem without voltage selection (SNVS) is formulated as follows:
Consider a set of tasks with precedence constraints T = {τi} that have been

mapped and scheduled on a set of processors. Each processor operates at a given
fixed frequency. For each task τi, its deadline dli and number of clock cycles to
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be executed WNCi are given. The start time of each task is variable (with the
constraints imposed by the precedences in the scheduled task graph). When a
processor is idle, an amount of energy proportional to the length of the idle interval
is consumed. In order to save energy, during such an idle interval the particular
processor can be shut down. A shutdown operation comes with a fixed time and
energy penalty. Our goal is to minimize the energy consumed by the system while
the processors are idle. This translates into spending as much as possible of the
idle time in the shutdown state. In order to be energy efficient, the best solution
will assign the task start times such that idle times are grouped together in long
intervals that can be covered with few shutdown operations.

Theorem 2 The shutdown problem (SNVS) is NP-complete.

The proof is given in Appendix C. It is based on the fact that the multiple choice
continuous knapsack problem can be reduced to the SNVS problem. If the simple
shutdown problem without performing voltage selection is NP complete, then the
combined voltage selection problem with shutdown (even in the case with contin-
uous voltages) is NP complete as well.

3.8.2 Continuous Voltage Selection with Processor Shutdown

(CVSSH)

In this section we present an exact integer nonlinear formulation as well as a
polynomial time heuristic for the voltage selection with processor shutdown 3. The
following gives the modified nonlinear programming formulation (CVSSH):

3For simplicity of the presentation, we omit here the consideration of voltage transition overheads.
Nevertheless, these overheads can be easily included, as shown in Section 3.6.2
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Minimize

|T |
∑
k=1

WNCk ·Ce f fk ·V 2
ddk︸ ︷︷ ︸

Edyn

+
|T |
∑
k=1

Lg · (K3 ·Vddk · eK4·Vddk · eK5·Vbsk + IJu · |Vbsk |) · tk︸ ︷︷ ︸
Eleak

+
|T |
∑
k=1

xik · tidlek ·Pidlek + xsk · (Esohk + to f fk ·Po f fk)︸ ︷︷ ︸
Eidle+Eo f f

(3.28)

subject to

tk = WNCk ·
(K6 ·Ld ·Vddk)

((1+K1) ·Vddk +K2 ·Vbsk −Vth1)α (3.29)

Dk + tk ≤ Dl ∀(k, l) ∈ E −E• (3.30)
Dk + tk + xik · tidlek = Dl ∀(k, l) ∈ E• (3.31)

Dk + tk + xsk ·Tsohk + to f fk = Dl ∀(k, l) ∈ E• (3.32)
xik + xsk = 1 ∀τk (3.33)

Dk + tk ≤ dlk ∀ τk with dl (3.34)
Dk ≥ 0 (3.35)

xik,xsk ∈ {0,1} (3.36)

Vddmin ≤Vddk ≤Vddmax and Vbsmin ≤Vbsk ≤Vbsmax (3.37)

There are two noticeable differences between this formulation and the one in Sec-
tion 3.6.1: the inclusion in the objective (Eq. 3.28) of the energy spent during idle
and shutdown intervals and Eq. 3.32 and 3.31 introduced in order to account for
the idle and off times. Pidlek , Po f fk , Esohk and Tsohk are constants for each task τk
and capture the power consumed by the processor on which τk is mapped, during
idle and shutdown time intervals and respectively the energy and the time over-
head associated to a shutdown operation. Please note the usage in Eq. 3.28, 3.31
and 3.32 of binary variables xik and xsk, associated to each task, with the following
semantics: if task τk is followed by a shutdown, then xsk = 1 and xik = 0, otherwise
xik = 1 and xsk = 0. In case of a shutdown, to f fk captures the amount of time the
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processor is off. If there is no shutdown after the execution of τk, tidlek captures the
amount of idle time (tidlek is 0 if the next task starts immediately after τk).

The binary variables xik and xsk change the complexity of this nonlinear pro-
gramming formulation, compared to the ones presented in Sections 3.6.1 and 3.6.2.
While the problems presented there are convex nonlinear, the CVSSH problem is
integer nonlinear. Indeed, as shown in the previous section, the voltage selection
with shutdown problem is NP complete, even in the case when continuous voltage
selection is used. Therefore, in the following, we propose a heuristic to efficiently
solve the problem.

Let us consider particular instances of the CVSSH problem, where xik and xsk
are given constants for each task τk. We denote this simplified problem CVSI. Such
a particular instance can be solved in polynomial time and computes the optimal
voltages for a system in which we know the position of the shutdown operations.
For example, if xik = 1, for all the tasks τk, CVSI computes the task voltages
such that the energy is minimized, taking into account the idle energy, without
performing any shutdown. Running CVSI for all possible combinations for xsk and
xik and selecting the one with the minimum energy, provides the optimal solution
for the voltage selection with shutdown problem. This is, practically, not possible,
of course. We will present in the following a heuristic that solves the CVSSH
problem in polynomial time. The pseudocode of the heuristic is given in Fig. 3.8.
The algorithm takes as input the mapped and scheduled task graph with each task
characterized as in Section 3.5. It returns, the supply and body bias voltage for
each task as well as the position and length of each shutdown operation and idle
time.

As a first step (line 02), we perform voltage selection, using the CVSI nonlinear
formulation. This will optimize the active and idle energy, without performing any
shutdown operation (xsk = 0 and xik = 1).

In a second step, (lines 03-11), the idle intervals are inspected one by one, and,
if an interval is large enough (line 08) a shutdown is introduced. In more detail, we
find iteratively the idle time with the highest energy that is large enough to allow
a shutdown. For this purpose, we compute, for each task τk, the earliest finishing
time EFTk and the latest start time LSTk (line 04-05), assuming that each task is
running at a fixed speed using the voltages computed by CVSI at line 02 or in the
previous iteration at line 10. We select for shutdown the idle time that consumes
the most energy (line 08-09). We set the corresponding binary variables xsk = 1
and xik = 0 in order to schedule a shutdown after the task τk. Then we run CVSI
with the updated values for xi and xs (line 10). At each new iteration the global
energy consumption is improved.
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Algorithm: CONT VS SHUT HEU

Input: - Mapped and scheduled task graph
- For each task: WNCk, Ce f fk, dlk

Output:- Vddk, Vbsk, xsk, xik, to f fk, tidlek

01: for all τk xsk = 0, xik = 1
02: Ecurrent=call CVSI
03: while(1) {
04: for all τk EFTk=earliest start time(τk)
05: for all τk LSTk=latest start time(τk)
06: for all (k, l) ∈ E• tidlek = LSTl −EFTk
07: if ∀τk tidlek ·Pidlek ≤ Esohk break
08: *select τk with tidlek ·Pidlek = max{tidlel ·Pidlel |τl ∈ T }
09: set xsk = 1,xik = 0
10: Ecurrent=call CVSI
11: }
12: while(1) {
13: for all τk EFTk=earliest start time(τk)
14: for all τk LSTk=latest start time(τk)
15: for all (k, l),(l,m) ∈ E• tidlek,l,m = LSTm − tl −EFTk

16: if ∀(k, l),(l,m) ∈ E•, tidlek,l,m ·Pidle ≤ Esohk break
17: *select set σk,l,m with

tidlek,l,m ·Pidlek = max{tidleh,i, j ·Pidleh |(h, i),(i, j) ∈ E•}
18: set xsk = 1,xik = 0,xsl = 0,xil = 1
19: E1=call CVSI
20: set xsk = 0,xik = 1,xsl = 1,xil = 0
21: E2=call CVSI
22: *set (xsk = 1,xsl = 0) if E1 > Ecurrent&E1 > E2
23: *set (xsk = 0,xsl = 1) if E2 > Ecurrent&E2 > E1
24: *set (xsk = 0,xsl = 0) if E1 < Ecurrent&E2 < Ecurrent
25: Ecurrent = min{Ecurrent ,E1,E2}
26: }
27: return (Vddk, Vbsk,xsk,xik,to f fk, tidlek)

Figure 3.8: Voltage Selection with Shutdown Heuristic
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When the algorithm exits the loop from lines 03-11, there is no idle interval
that is large enough to produce energy savings by a shutdown (line 07). However,
in principle, there are two ways to further reduce the consumed energy:

1) Increase the voltages of some tasks such that the idle intervals following
them become longer and, thus, can be exploited by shutdowns.

2) Increase the voltages of some tasks such that several idle intervals can be
merged and exploited by a single shutdown.

The first alternative can be excluded based on a simple reasoning. Let us as-
sume that we have a task τk that runs in mode m1 and consumes a certain amount
energy E1

k . Task τk is followed by an idle interval of length t1
idlek

, that is too small
to provide savings via shutdown:t1

idlek
·Pidlek < Esohk . The total energy consumed in

this case is E1
k + t1

idlek
·Pidlek . Consider that we increase the speed of τk by running

it with execution mode m2 instead of m1. In this case τk will consume E2
k (E2

k > E1
k )

and the idle interval becomes long enough to make a shutdown operation efficient.
As a result the total energy is E2

k + Esohk . Since E2
k > E1

k and Esohk > t1
idlek

·Pidlek ,
the energy of the system obtained by running τk in execution mode m2 with a shut-
down during the idle time is actually higher than the energy of the system obtained
by running τk in execution mode m1 without a shutdown. As a conclusion, in-
creasing the speed of a task such that an idle interval becomes large enough for a
shutdown does not provide any energy savings.

The second alternative is illustrated in Fig. 3.7. The energy is reduced by
speeding up certain tasks in order to create the possibility of merging several small
idle intervals. In this way, the resulting idle interval can be exploited by a single
shutdown operation. This alternative is explored as the third step of our heuris-
tic (lines 12-26). We inspect all the groups of three consecutive tasks mapped on
the same processor, τk, τl and τm with (k, l),(l,m) ∈ E• and explore the savings
achievable by merging tidlek and tidlel . More exactly, for all sets of three tasks
σk,l,m = {(τk,τl ,τm)|(k, l),(l,m) ∈ E•}, we compute the maximum set idle time
tidlek,l,m as the difference between the latest start time of task τm, the execution time
of τl and the earliest finishing time of τk (line 15). We select the set σk,l,m with
the highest energy (line 17). For this set, there are two candidate locations of the
shutdown operation: after the execution of τk or after the execution of τl . Our algo-
rithm explores both possibilities (lines 18-21). Using CVSI, we first compute the
energy considering the showdown after τk (E1) and secondly after τl (E2). If both
E1 and E2 are higher then the energy obtained without a shutdown after τk and τl ,
no shutdown is scheduled during this iteration (line 24). Otherwise, the algorithm
schedules a shutdown after τk or after τl (lines 22-23). The global energy is im-
proved at each iteration (line 25). The loop exits when no idle time corresponding
to a set is large enough to produce savings via shutdown (line 16).
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This heuristic relies on a continuous formulation for the computation of the task
voltages. We use the heuristic presented in Section 3.7.4 in order to translate the
computed voltage levels into the discrete ones available on the processors. While
this is the practical way to solve the problem, for completion, we present in the
next section a MILP formulation for the discrete voltage selection with processor
shutdown.

3.8.3 Discrete Voltage Selection with Processor Shutdown

In the following we will give a mixed integer linear programming (MILP) formula-
tion for the combined processor shutdown problem with discrete voltage selection.
For the clarity of the explanation, we will not include in the mathematical program-
ming model the overheads corresponding to transitions between different execution
modes.

As in the Section 3.7.2, we consider that processors can run in different modes
m ∈ M . Each mode m is characterized by a voltage pair (Vddm ,Vbsm), which de-
termines the operational frequency fm, the normalized dynamic power Pdnomm , and
the leakage power dissipation Pleakm . A processor shutdown operation has both a
time and an energy penalty tsoh and, respectively, Esoh. During the shutdown state,
the power consumption is Po f f . Alternatively, the power consumed while the pro-
cessor is idle is Pidle. to f fk denotes the time the processor is shut down after the
execution of task τk. tidlek denotes the time the processor is idle after the execu-
tion of task τk. The binary variable xsk corresponding to task τk is 1 if a shutdown
occurs after task τk and 0 otherwise.

Based to these definitions, the MILP problem is formulated as:
Minimize

|T |
∑
k=1

∑
m∈M

(
Ce f fk ·Pdnomm · tk,m +Pleakm · tk,m

)
+

|T |
∑
k=1

xsk · (Esoh + to f fk ·Po f f )+(1− xsk) · tidlek ·Pidle (3.38)
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subject to

Dk + ∑
m∈M

tk,m ≤ dlk (3.39)

Dk + ∑
m∈M

tk,m ≤ Dl ∀(k, l) ∈ E (3.40)

Dk + ∑
m∈M

tk,m + xsk · tsoh + to f fk ≤ Dl and (3.41)

Dl −Dk − ∑
m∈M

tk,m = tidlek ∀(k, l) ∈ E• (3.42)

ck,m = tk,m · fm and ∑
m∈M

ck,m = WNCk ck,m ∈ N (3.43)

Dk ≥ 0 and tk,m ≥ 0 (3.44)

The total energy consumption, expressed by Eq. (3.38), is given by two sums. The
first sum adds up the energy dissipated by an individual task τk, running in different
modes. The second sum adds up the energy of all the idle and shutdown intervals4.
If a shutdown operation is decided after the end of task τk, then xs[k] = 1 and
to f fk will equal the amount of time the processor is off. If there is no shutdown,
tidlei captures the corresponding idle time. The objective will select the energy
corresponding to one of these two alternatives.

3.9 Combined Voltage Selection for Processors and

Communication Links

In this section, we consider the supply and body bias voltage selection problem for
processors and communication links. We introduce a set of communication mod-
els for energy and delay estimation. We study two different bus implementations
and show the implication of the bus implementation type on the voltage selection
strategy. We introduce a nonlinear model of the continuous voltage selection prob-
lem, which is optimally solvable in polynomial time, while for the discrete voltage
selection case we use a heuristic similar to the one presented in Section 3.7.4.
For simplicity of the explanation, we have not considered the processor shutdown
during the formulation of the optimization problems in this section, however, the
extension is straightforward.

4There are standard ways of rewriting the objective in order to use only linear expressions (eliminate
the multiplication between variables xsk , to f fk and tidlek ). We reffer the interested reader to [Wil99].
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3.9.1 Voltage Selection on Repeater-Based Buses

Consider an architecture consisting of two voltage-scalable processing elements
(CPU1 and CPU2) that communicate via a repeater-based, shared bus (CL1), which
also allows voltage selection. CPU1 executes task τ1 and CPU2 runs τ2. Task τ2
can only start after receiving data from τ1, and it has to finish execution before a
deadline of 2ms. Fig. 3.9(a) shows the schedule for this system, considering an
execution at the nominal voltage settings (highest supply voltage and body bias
voltage). The diagram shows the energy dissipation (dynamic and leakage) of the
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Figure 3.9: Voltage selection on a repeater-based bus

individual components. For clarity we assume in this example that the processors
as well as the repeaters of the bus have the same nominal voltage values (Vdd =
1.8V and Vbs = 0V ). Furthermore, we assume that the supply voltages and the body
bias voltages of all components can be varied continuously in the ranges [0.6,1.8]V
and [−1,0]V , respectively. Given the power consumptions at the nominal voltages,
we can compute a total energy consumption of the tasks and communication in
the initial schedule as (156 + 103)mW · 0.5ms + (90 + 80)mW · 0.5ms + (125 +
90)mW · 0.5ms = 323μJ. As can be observed, at the nominal voltages the system
over-performs, leading to a slack of 0.5ms.

We can exploit this slack by scaling the voltages of the processing elements.
Using the technique described in Section 3.6, the resulting voltages for tasks τ1
and τ2 are (1.43V,−0.42V ) and (1.54V,−0.49V ), respectively. The correspond-
ing, voltage scaled schedule is shown in Fig. 3.9(b). The dynamic and leakage
power consumptions of the tasks are reduced to (72mW,5mW ) and (65mW,4mW );
however, the execution times have increased to 0.79ms and 0.71ms respectively.
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With these settings, the system dissipates 195μJ, a reduction by 39% compared to
the energy at nominal voltages.

To demonstrate the importance of combined voltage selection of the processors
and the repeater-based bus, we have produced the schedule in Fig. 3.9(c). The opti-
mal voltage settings can be calculated as
(1.48V,−0.42V ) for CPU1, (1.77V,−0.61V ) for CPU2, and (1.59V,−0.50V ) for
the bus repeaters. Correspondingly the power dissipations are (81mW,5.6mW ),
(73.8mW,4.9mW ) and (55.8mW,16mW ) thereby, reducing the overall system en-
ergy dissipation to 163μJ. This is a reduction of 49% compared to the nominal
energy consumption, which is 10% more than in the case when only the PEs are
voltage scaled.

3.9.2 Voltage Swing Selection on Fat Wire Buses

In this example, we illustrate the influence that a dynamic variation of the voltage
swing (the voltage on the wire) has on the energy efficiency of the bus. Fig. 3.10
shows the total power consumption of a fat wire bus (including drivers and re-
ceivers), depending on the voltage swing at which data is sent. These plots have
been generated via SPICE simulations using the Berkeley predictive 70nm CMOS
technology library. The two plots show the total power consumption on the bus
for two different voltage settings of the bus drivers and receivers. For example, if
the driver connected to CPU1 and the receiver at CPU2 operate at 1.0V , the lowest
bus power dissipation (0.55mW ) is achieved by a voltage swing of 0.14V . Let us
assume that the voltages of the driver and receiver are changed during run-time
to 1.8V due to voltage selection. The bus power/voltage swing relation for this
situation is indicated by the dashed line. As we can observe, by keeping the volt-
age swing at 0.14V , the power dissipation on the bus will be 4.5mW . However,
inspecting the plot reveals that it is possible to reduce the bus power dissipation
by changing the voltage swing from 0.14V to 0.6V . At this voltage swing, the bus
dissipates a power of 2.2mW , i.e., a 51% reduction can be achieved by changing
the voltage swing.

Now assume that the driver and receiver voltages are changed back from 1.8V
to 1.0V . Keeping the swing at 0.6V results in a power of 0.83mW , which is, com-
pared to the optimal 0.55mW at 0.14V , 33% higher than necessary.

3.9.3 Communication Models

We consider a bus-based communication system as in Fig. 3.11. Whenever the
processor CPU1 sends data to CPU2 over the bus, Vdd1 is converted to the bus
voltage Vdd3 by the bus adapter of CPU1. At the destination processor CPU2, Vdd3
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Figure 3.10: Optimum swing on a fat wire bus

is converted to Vdd2 . Each voltage conversion in the bus adapter requires an energy
overhead, which is:

Eadapter = Cadapter · (VddCPU −Vddbus)
2 (3.45)

Thus, the total energy consumed when communicating between two processors
CPU1 and CPU2 over the bus is:

Ecomm = Eadapter1 +Ebus +Eadapter2 (3.46)

Feature size scaling in deep-submicron circuits is responsible for an increasing
wire delay of the global interconnects. This is mainly due to higher wire resis-
tances caused by a shrinking cross-sectional area. Two approaches to cope with
this problem have been proposed: (a) the usage of repeaters [IF99, KCS02] and (b)
the usage of fat wires [Sve01, SK01]. The bus energy Ebus in Eq. (3.46) depends
on which of these two approaches is used.

Repeater-Based Bus

The wire delay depends quadratically on the wire length, which can be approx-
imated using an RC model. In order to reduce this quadratic dependency, it is
possible to break the wire into smaller segments by inserting repeaters. The au-
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thors in [SK01] estimate an increasing number of repeaters with technology scal-
ing down. For instance, up to 138 repeaters are used in 50nm technology for a
corner-to-corner wire with a die size of 750mm2. Repeaters are implemented as
simple CMOS inverter circuits (Fig. 3.11(b)). In accordance, the power dissipated
by a bus implemented with repeaters is given by,

Prep = N · (sτ ·Crep ·V 2
dd · f︸ ︷︷ ︸

Pdyn

+Vdd ·K3 · eK4·Vdd · eK5·Vbs + |Vbs| · IJu︸ ︷︷ ︸
Pleak

) (3.47)

where N is the number of repeaters, sτ is the average switching activity caused by
communication task τ ∈ K , Crep is the load capacity of a repeater (the sum of the
output capacity of a repeater Cd , the wire capacity Cw, and the input capacity of
the next repeater Cg), and Vdd , Vbs, and f are the supply voltage, body bias voltage,
and the frequency at which the repeaters operate. Further, the constants K3, K4, K5,
and IJu depend on the repeater circuits (see Section 3.3).

The bus speed is constrained by the repeater frequency. Since repeaters are
implemented as CMOS inverters, we use Eq. (3.3) to approximate the operational
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frequency f of the bus. The execution time of a communication τ ∈ K is given by,

t =
⌈

NBτ

Wbus

⌉
· 1

f
(3.48)

where NBτ denotes the number of bits to be transmitted by communication τ and
Wbus is the width of the bus (i.e. the number of bits transmitted with each clock
cycle). Accordingly to Eq. (3.47) and (3.48), the bus energy dissipation is given by
Ebus = Prep · t. Scaling the supply and body bias voltage of the repeaters requires
also an overhead in terms of energy and time, similar to the overheads required by
processor voltage selection (see Eq. (3.4) and (3.5)).

Fat Wire-Based Bus

Another approach for reducing the wire delay is to increase the physical dimen-
sions of the wire, instead of scaling them down with technology. The usage of
“fat” wires, on the top metal layer, has been proposed in [Sve01]. The main ad-
vantage of such wires is their low resistance. Provided that L ·Rw/Z0 < 2ln2 (L is
the wire length, Rw is the wire resistance per unit length and Z0 its characteristic
impedance), they exhibit a transmission line behavior, as opposed to the RC be-
havior in the repeater-based architecture. Using fat wires, the transmission speed
approaches the physical limits (the speed of light in the particular dielectric). How-
ever, only a limited wire length can be accomplished with the available width of
the top metal layer. For example, for a 4mm long wire in 180nm technology, the
authors in [CS02] obtained a fat wire width of 2μm on the top metal layer.

The dynamic power consumption of a fat wire-based bus is mainly due to its
large line capacitance. This capacitance is driven by a driver, with the dynamic
power consumption:

Pdridyn = sτ · f · (Cdri +Cw) ·V 2
dd (3.49)

where sτ is the switching activity caused by communication task τ ∈ K , f is the
bus frequency, and Cdri and Cw represent the capacitance of the driver and the wire,
respectively.

One way to limit the dynamic power is to transmit data at a lower voltage swing,
Vsw, instead of using the higher bus voltage Vdd . Correspondingly, the dynamic
power consumed by the driver is given by:

Pdridyn = sτ · f · (Cdri +Cw) ·V 2
sw (3.50)
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The driver dissipates a non-negligible leakage power

Pdrileak = Lg · (Vdd ·K3 · eK4·Vdd · eK5·Vbs + |Vbs| · IJu) (3.51)

Since the lower swing corresponds to lower signal values, a receiver has to
restore the “original” signal. This requires an amplification, for which a dynamic
and a leakage power consumption can be calculated as:

Precdyn = sτ · f ·Crec ·V 2
dd (3.52)

Precleak = Lg · (Vdd ·K3 · eK4·Vdd · eKL·(Vdd/2−Vsw/2) · eK5·Vbs + |Vbs| · IJu) (3.53)

Please note that the leakage power exponentially depends on the difference be-
tween the bus voltage Vdd and the voltage swing Vsw (KL is a technology dependent
parameter), i.e., a lower voltage swing results in a higher static energy (while the
dynamic power is reduced, Eq. 3.50). In order to find the most efficient solution
we need to find an appropriate voltage swing that minimizes the total bus power
Pbus = Pdridyn +Pdrileak +Precdyn +Precleak . Using the optimal voltage swing can sig-
nificantly reduce the power consumption of the bus [CS02, Sve01].

The speed at which the data can be transmitted over the fat wires can be con-
sidered to be independent of the voltage swing Vsw. Yet, the bus driver and receiver
circuits introduce a delay that depends on the voltages Vdd and Vbs. This delay d and
the corresponding operational frequency can be calculated according to Eq. (3.3).
In order to lower the power dissipation of the drivers and receivers, it is possible
to reduce Vdd and/or to increase Vbs, which, in turn, necessitates the reduction of
the bus speed. However, it is important to note that the optimal voltage swing de-
pends on the Vdd and Vbs settings of the drivers and receivers (see Fig. 3.10). Since
these settings are dynamically changed during run-time via voltage selection, the
value of the optimal voltage swing changes as well during run-time, and has to be
adapted accordingly.

In addition to the transition overheads in terms of energy and time, which are
required when scaling the voltages of the drivers and receivers (see Eq. (3.4) and
(3.5)), the dynamic scaling of the voltage swing necessitates additional overheads.
For a transition from Vsw j to Vswk these overheads in energy and time are given by,

εk, j = Cwr · (Vswk −Vsw j)
2 and δk, j = pV sw · |Vswk −Vsw j | (3.54)

where Cwr is the wire power rail capacitance and pV sw is the time/voltage slope.
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3.9.4 Problem Formulation

We assume that all computation tasks and communications have been mapped
and scheduled onto the target architecture. For each computation task τi ∈ Π its
deadline dli, its worst-case number of clock cycles to be executed WNCi, and
the switched capacitance Ce f fi are given. Each processor can vary its supply
voltage Vdd and body bias voltage Vbs within certain continuous ranges (for the
continuous voltage selection problem), or within a set of discrete voltages pairs
mz = {(Vddz ,Vbsz)} (for the discrete voltage selection problem). A transition be-
tween two different performance modes on a processor requires a time and an
energy overhead.

For each communication task τk ∈ K , the number of bytes NBk is given. De-
pending on the employed bus implementation style, either using repeaters or fat
wires, we have to distinguish between two subproblems:
Repeater Implementation: The communication speed as well as the communi-
cation power on bus architectures implemented through repeaters depend on the
supply voltage and body bias voltage. Similar to processing elements, these volt-
ages can be varied within a continuous range, or within a set of discrete voltage
pairs mz = {(Vddz ,Vbsz)}, and transitions between different bus performance modes
require an energy and time overhead. Furthermore, an energy overhead is required
to adapt the bus voltage to the processor voltage.
Fat Wire Implementation: If communication is performed over fat wires, it is
necessary to dynamically adapt the voltage swing at which data is transfered. Fur-
thermore, in order to reduce the power dissipated by the bus drivers and receivers,
it is possible to dynamically scale the supply and body bias voltage of these com-
ponents. While the voltage swing can be scaled without an influence on the bus
speed, the operational speed of the bus drivers and receivers is affected through
voltage selection, i.e., the bus performance has to be adjusted in accordance to the
driver/receiver speed. In the case of continuous voltage selection, the value for the
voltage swing, the supply voltage, and the body bias voltage can be changed within
a continuous range. On the other hand, for the discrete voltage selection case, the
components operate across sets of discrete voltages, referred to as modes. For the
voltage swing this set is nz = {Vswz} and for the bus drivers and receiver the set
is mz = {(Vddz ,Vbsz)}. Of course, changing the voltage swing value as well as the
supply and body bias voltages requires an energy and time overhead. �

Our overall goal is to find mode assignments for each processing and com-
munication task, such that the individual task deadlines are satisfied and the total
energy consumption, including overheads, is minimal.
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3.9.5 Voltage Selection with Processors and

Communication Links

We introduce a nonlinear programming model of the continuous voltage selection
problem formulated in Section 3.9.4 which is optimally solvable in polynomial
time, as follows:
Minimize

|Π|
∑
k

Edynk +Eleakk︸ ︷︷ ︸
computation

+
|K |
∑
k

Edynk +Eleakk︸ ︷︷ ︸
communication

+ ∑
(k, j)∈E•

εk, j

︸ ︷︷ ︸
overhead

(3.55)

subject to

tk =

⎧⎨
⎩

WNCk · (K6·Ld ·Vddk )
((1+K1)·Vddk +K2·Vbsk−Vth1 )α if τk ∈ Π⌈ NBk

Wbus

⌉ · (K6·Ld ·Vddk )
((1+K1)·Vddk +K2·Vbsk−Vth1 )α if τk ∈ K

(3.56)

Dk + tk ≤ Dl ∀(k, l) ∈ E (3.57)
Dk + tk +δk,l ≤ Dl ∀(k, l) ∈ E• (3.58)

Dk + tk ≤ dlk ∀τk ∈ Π with a deadline (3.59)
Dk ≥ 0 (3.60)

Vddmin ≤ Vddk ≤Vddmax (3.61)
Vbsmin ≤ Vbsk ≤Vbsmax (3.62)
Vswmin ≤ Vswk ≤Vswmax (3.63)

The variables that need to be determined are the task and communication execu-
tion times tk, the start times Dk, as well as the voltages Vddk , Vbsk , and Vswk . The
whole formulation can be explained as follows. The total energy consumption
(Eq. (3.55)), with its three contributors (energy consumption of tasks, communica-
tion, and voltage transitions) has to be minimized. For all these energies both their
dynamic and active leakage components are considered. The dynamic energy of
tasks and communications is given by the following equations (derived from the
equations discussed in Section 3.3):

Edynk =

⎧⎪⎨
⎪⎩

WNCk · sk ·Ce f fk ·V 2
ddk

if τk ∈ Π
∑N ⌈ NBk

Wbus

⌉ · sk ·Crep ·V 2
ddk

if τk ∈ K on repeaters⌈ NBk
Wbus

⌉ · sk ·Cf at ·V 2
swk

if τk ∈ K on fat wires

(3.64)
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where Crep = Cd +Cw +Cg and Cf at = Cdri +Cw +Crec are the total capacitances
that have to be charged by bus implementation either repeater-based or fat wire-
based, respectively.

The leakage power dissipation of processors and repeater-based buses is:

Eleakk = Lg(K3 ·Vddk · eK4·Vddk · eK5·Vbsk + IJu · |Vbsk |) · tk (3.65)

For fat wire-based buses we need to additionally account for the leakage in the
receiver (see Eq. (3.51) and (3.53)), given by,

Eleakk = (Pdrileak +Precleak) · tk (3.66)

The energy overhead due to voltage transitions is given by Eq. (3.4) and (3.54).
The constraints are similar to the ones in Section 3.6, expressing the execution

order imposed by the scheduling and task graph dependencies, as well as the time
constraints.

We use a heuristic similar to the one presented in Section 3.7.4 in order to
translate the computed continuous voltages into the discrete ones available for the
processors and buses.

3.10 Experimental Results

We have conducted several experiments using numerous generated benchmarks
as well as two real-life examples, in order to demonstrate the efficiency of the
presented approaches.

3.10.1 Vdd and Vbs Selection on the Processors

The first set of experiments was conducted in order to demonstrate the achiev-
able energy savings when comparing the classic Vdd selection with simultaneous
Vdd and Vbs selection. The automatically generated benchmarks consist of 100 task
graphs containing between 50 and 150 tasks, which are mapped and scheduled onto
architectures composed of 2 to 3 processors (we have considered that all processors
are Crusoe TM5600). The technology dependent parameters of these processors
were considered to correspond to a CMOS fabrication in 65nm, for which the leak-
age power represents 50% of the total power consumed, [MFMB02]. For experi-
mental purpose the amount of deadline slack in each benchmark was varied over
a range 0 to 90%, using a 10% increment, resulting in 900 performed evaluations.
The continuous voltage ranges were set to 0.6V ≤Vdd ≤ 1.8V and −1V ≤Vbs ≤ 0.
The values for Cr, Cs, pV dd , and pV bs were set to 10μF , 40μF , 100μs/V , and
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100μs/V , respectively. Fig. 3.12(a) shows the outcomes for the continuous voltage
selection with and without the consideration of transition overheads. The figure
shows the percentage of total energy consumed (relative to the baseline energy) as
a function of the available slack within the application. As a baseline we consider
the energy consumption at the nominal (highest) voltage for Vdd and Vbs. It is easy
to observe the advantage of the combined voltage selection scheme over the classi-
cal voltage selection, with a difference of up to 40%. These observations hold with
and without the consideration of overheads. Regarding the influence of the over-
head on the overall energy consumption, we can see that the savings are around
1% for the combined scheme and 2% for the Vdd-only selection. These moderate
amounts of additional savings have a straightforward explanation: Within the con-
tinuous scheme (which from a practical point of view is unrealistic), the voltage
differences between tasks are likely to be small, i.e., large overheads are avoided
(see Eq. (3.4) and Eq. (3.5)).

We have further evaluated the discrete voltage selection scheme. Here the pro-
cessors could switch between three different voltage settings (1.8,0), (1.5,−0.4),
and (1.2,−0.6) for the combined scheme, and 1.8, 1.5, and 1.2 for the classical Vdd
selection. The results are given in Fig 3.12(b). As in the continuous case, we can
observe the difference between the classical supply voltage selection and the more
efficient combined selection scheme. For low amounts of slack (around 10%), the
savings for the combined selection are significantly lower than in the continuous
case. The reason for this is that, due to the small slack available, the processors
have to run in the highest voltage mode, which does not reduce leakage power.
Further, we can see that with increasing slack, the overall energy approaches the
theoretical minimum given by the continuous case, since more time is spent in the
energy-efficient mode m3. It is interesting to observe the influence of the transition
overheads, in particular when not much system slack is available. In this situa-
tion the unnecessary switching between voltages to exploit the ”small” amounts of
slack causes an increased energy overhead. Compare, for instance, the cases where
the combined Vdd and Vbs selection has been optimized with and without consider-
ing the overheads. Between 10% to 40% of slack, the consideration of transition
overheads results in solutions with up to 12% higher savings. Of course, with an
increasing amount of slack, the number of tasks executed at the lowest voltage set-
ting increases, and hence the number of transitions is decreased. As a result, the
influence of the transition overheads reduces.

It should be noted that the reported results for the discrete scheme have been
evaluated using graphs with at most 80 tasks (without overhead, DNOH) and 40
tasks (with overhead, DOH), since the required optimization times become in-
tractable, as a result of the NP-hardness of the problem (Section 3.7.1). To over-
come this problem we have additionally investigated the voltage selection heuristic
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Figure 3.13: Influence of voltage selection overheads

proposed in Section 3.7.4. The results of the heuristic are shown by the dotted
line in Fig 3.12(b) and, as can be seen, they are close to the optimal (maximum
8% deviation) solution. Moreover, due to its relatively reduced polynomial time
complexity, it can be applied to large instances of the problem. At this point it
is interesting to note that the optimization times for individual applications with
up to 300 tasks using continuous voltage selection were below 1 minute, using the
MOSEK solver [MOS] on a 2GHz AMD Athlon PC. Typically, for task graphs with
less then 100 tasks, the optimization time is below 15 seconds. The discrete volt-
age selection without the consideration of the transition overheads, runs between
5 and 20 minutes, for tasks graphs with less then 90 tasks. When considering the
overheads during the discrete optimization, an important parameter that affects the
optimization time, besides the number of tasks, is the number of execution modes.
We were not able to solve optimally task graphs with more then 30 tasks, con-
sidering 3 or more execution modes. Even for such a small number of tasks, the
optimization time is around 1 hour. The proposed heuristic for discrete voltages,
however, has a runtime comparable to the continuous voltage optimization, making
it suitable for large applications.

3.10.2 Significance of Transition Overheads

In order to further investigate the influence of transition overheads, we have car-
ried out an additional set of experiments in which the amount of the processors’
overheads in terms of energy and delay were varied by adjusting the values for Cr,
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Figure 3.14: Voltage Selection with Shutdown

Cs, pV dd , and pV bs (see Section 3.3). In accordance, we use the discrete voltage
selection with consideration of overheads. The results are given in Fig 3.13. As
expected, the energy dissipation increases for higher values of the overhead de-
termining parameters. For instance, while a processor which requires Cr = 1μF ,
Cs = 4μF , pV dd = 10μs/V , and pV bs = 10μs/V transition overheads can reduce
the energy consumption by 56% if 40% of slack is available, another processor
with Cr = 20μF , Cs = 80μF , pV dd = 200μs/V , and pV bs = 200μs/V achieves only
42%. This highlights the importance to carefully consider the influence of transi-
tion overheads.

3.10.3 Voltage Selection with Processor Shutdown

Using the same setup as in the previous experiments, we have studied the achiev-
able energy savings that can be obtained by using the proposed voltage selection
with shutdown, presented in Section 3.8.2. We have assumed that the overheads
for a shutdown operation are Esoh = 300μJ and tsoh = 1ms, as in [RJ05]. The re-
sults are presented in Fig. 3.14. On the X axis, we have varied the amount of
available deadline slack. We plotted with the continuous line the energy savings
achievable by the combined voltage selection and shutdown heuristic presented in
Section 3.8.2, relative to a system that is optimized using solely DVS and ABB,
without shutdown. In order the measure the quality of the heuristic, we have also
represented with a dotted line the results obtained by an optimal solution. As we
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can observe from Fig. 3.14, if the amount of slack is low, shutting down does not
yield additional energy savings. However, the additional benefit of the shutdown
is significant for larger amounts of slack. For example, for systems having 30%
slack, the additional savings obtained with shutdown, relative to DVS and ABB
are only 2%. When the available slack is above 60%, the savings due to shutdown
range from 10% to almost 30%. It is interesting to note that the proposed heuristic
yields results that are close to the optimal solution.

3.10.4 Combined Voltage Selection for Processors and Commu-

nication

We have conducted a set of experiments in order to validate the presented tech-
niques for combined processor and bus voltage selection. The automatically gener-
ated benchmarks consist of 120 task graphs containing between 50 and 300 tasks,
which are mapped and scheduled onto architectures composed of 2 to 5 proces-
sors, interconnected via 1 to 4 buses either implemented repeater-based or fat wire-
based. The continuous voltage ranges were set to 0.6V ≤Vdd ≤ 1.8V and −1V ≤
Vbs ≤ 0, while the discrete voltage levels are
mz = {(1.8,0),(1.4,−0.2),(0.8,−0.6),(0.6,−1)}. The voltage ranges for repeater-
based systems are identical to the possible processor voltage settings. For the fat
wire-based buses the continuous voltage swing can be set between 0.2 and 1V , and
for the discrete case it can be adjusted to mz = 0.2,0.3,0.4,0.6,1V . The amount
of deadline slack in each benchmark was varied over a range 0 to 100%, using a
10% increment. Furthermore, the amount of communication within the generated
benchmarks was varied between 10 to 50% of the total execution time, with an
increment of 10%. Overall, these experiments resulted in 2400 performed evalua-
tions.

The first set of experiments was conducted with the aim to investigate the en-
ergy savings that are achievable when dynamically scaling the supply voltage as
well as body bias voltage of bus repeaters. The 32bit-wide bus architecture under
consideration consisted of 27 repeaters per bit-line of which each has a total length
of 27.4mm. The capacitance of a single wire including the repeaters was estimated
as 7.2pF , using the power optimized data from [BM02]. Fig. 3.15(a) shows the
outcomes of three system configurations for different amounts of system slack.
All plots have been normalized against the energy dissipation at nominal (highest)
voltages. The first plot gives the energy consumption for systems in which the
repeaters’ voltages are kept fixed, while the supply voltage (but not the body-bias
voltage) of the processors is dynamically scaled. The second plot represents a sys-
tem in which the repeater settings are still kept fixed, while combined Vdd and Vbs
scaling is applied to the processors. The third plot indicates the systems in which
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Figure 3.15: Optimization Results for Different Bus Implementations

the repeater-based bus as well as the processors are scaled by changing Vdd and Vbs.
Please note that Fig. 3.15(a) gives the energy values for systems with a communi-
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cation amount of 30%, compared to the total execution time. Inspecting the graphs
reveals that the highest energy savings are achieved by considering the combined
Vdd and Vbs continuous voltage selection scheme on the buses as well as on the
processors (plot 3). We can also observe that the energy efficiency is increased
by approx. 12% if combined voltage selection is applied on the bus (difference
between plot 2 and 3). Generally, the combined Vdd and Vbs scaling yields higher
energy saving (around 30%) than the Vdd-only scaling (difference between plot 1
and 2). Since all plots in Fig. 3.15(a) represent the results for continuous voltage
selection, it is interesting to note that the proposed heuristic for discrete voltage
selection (Section 3.7.4) achieves results that are within 4% of the values obtained
at continuous voltage levels. It is important to note that the efficiency difference
of about 12% on average, between implementations with and without bus voltage
selection is preserved also when discrete voltage levels are used.

In the second set of experiments, shown in Fig. 3.15(b), we investigate the
achievable energy savings on a fat wire-based bus system, assuming the same bus-
width as in the previous experiment. Since fat wires are considered to be suitable
only for short distance connections, we consider a length of 4mm with a single
line capacitance of 609 f F . Similarly to the previous experiments, the plots 1 and
2 represent systems in which only the processing elements are scaled (Vdd only
for plot 1 and combined Vdd and Vbs for plot 2), while the third plot indicates
systems in which the processors and buses are voltage scaled in terms of Vdd , Vbs,
and Vsw. As expected, the fully voltage scalable systems, achieve the best energy
savings, with reductions between 4% to 18% compared to systems with fixed bus
voltages. Again, applying the heuristic for discrete voltage selection shows that
results comparable to the continuous case (within 4%) can be achieved.

Please note that we do not advocate here repeater-based or fat wire-based ap-
proaches and do not try to show that one is better than the other. What we do show
is that energy savings can be achieved if voltage selection is applied on the com-
munication links and that the communication energy models are highly dependent
on the actual technique used to implement the communication lines. The experi-
ments have also shown that with an increasing amount of communication data, the
bus voltage selection approach achieves increasingly higher energy reductions. If,
for example, the time spent for communications is around 15% of the total exe-
cution time, the energy savings due to bus voltage scaling are around 10%. With
communication time around 30%, the energy savings become around 16%.

3.10.5 Real-Life Examples

We have conducted experiments on two real-life applications: a GSM voice codec
and a generic multimedia system (MMS), that includes a H263 video encoder and
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decoder and MP3 audio encoder and decoder . Details regarding these applica-
tions can be found in [SAHE04] and [HM03]. The GSM voice codec consists
of 87 tasks and is considered to run on an architecture composed of 3 process-
ing elements with two voltage modes ((1.8V,−0.1V ) and (1.0V,−0.6)). At the
highest voltage mode, the application reveals a deadline slack close to 10%. Swi-
tching overheads are characterized by Cr = 1μF , Cs = 4μF , pV dd = 10μs/V , and
pV bs = 10μs/V . Tab. 3.1 shows the results in terms of dynamic Edyn, leakage Eleak,
overhead ε, and total energy Eactive (Columns 2–5). Each line represents a different

Edyn Eleak ε Eactive Reduction
Approach (mJ) (mJ) (mJ) (mJ) (%)
Nominal 1.342 0.620 non 1.962 —
DVDDNOH 1.185 0.560 0.047 1.792 8.7
DVDDOH 1.190 0.560 0.003 1.753 10.7
DNOH 1.253 0.230 0.048 1.531 22.0
DOH 1.255 0.230 0.002 1.487 24.3
Heuristic 1.271 0.250 0.008 1.529 22.1

Table 3.1: Optimization results for the GSM codec

voltage selection approach. Line 2 (Nominal) is used as a baseline and corresponds
to an execution at the nominal voltages. Lines 3 and 4 give the results for the clas-
sical Vdd selection, without (DVDDNOH) and with (DVDDOH) the consideration
of overheads. As we can see, the consideration of overheads achieves higher en-
ergy saving (10.7%) than the overhead neglecting optimization (8.7%). The results
given in lines 5 and 6 correspond to the combined Vdd and Vbs selection schemes.
Again we distinguish between overheads neglecting (DNOH) and overhead consid-
ering (DOH) approaches. If the overheads are neglected, the energy consumption
can be reduced by 22%, yet taking the overheads into account results in a reduction
of 24.3%, solely achieved by decreasing the transition overheads. Compared to the
classical voltage selection scheme, the combined selection achieved a further re-
duction of 14%. The last line shows the results of the proposed heuristic approach.
It should be noted that, since the problem is NP hard, such heuristic techniques are
needed when dealing with larger cases (increased number of voltage modes and
tasks). In the GSM application, although the number of tasks is relatively large,
we considered only two voltage modes. Therefore the optimal solutions could be
obtained for the DOH problem.

We have performed the same set of experiments on the MMS system con-
sisting of 38 tasks that is considered to run on an architecture composed of 4
processors with four voltage modes ((1.8V,0.0V ), (1.6V,−0.8), (1.3V,−0.9) and
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(1.0V,−0.9)). At the highest voltage mode, the application reveals a deadline slack
close to 40%. Tab. 3.2 shows the results in terms of dynamic Edyn, leakage Eleak,
overhead ε, and total Eactive energy (Columns 2–5). As with the GSM, the con-

Edyn Eleak ε Eactive Reduction
Approach (mJ) (mJ) (mJ) (mJ) (%)
Nominal 14.88 12.05 non 26.93 —
DVDDNOH 11.33 9.45 0.68 21.46 20.4
DVDDOH 11.31 9.46 0.0001 20.77 22.9
DNOH 11.40 7.18 0.89 19.47 27.7
DOH 11.41 7.18 0.01 18.60 31.0
Heuristic 11.62 7.30 0.40 19.32 29.3

Table 3.2: Optimization results for the MMS system

sideration of overheads achieves higher energy savings (22.9% for the Vdd-only
selection and respectively 31.0% for the combined approach) than the overhead
neglecting optimization (20.4 and respectively 27.7%). Compared to the classi-
cal voltage selection scheme (22.9% savings), the combined selection achieved a
further reduction of 8.1%.

We have performed a set of experiments on each of the two real-life applica-
tions in order to show the efficiency of the proposed voltage selection with pro-
cessor shutdown technique. The voltage modes are the same for GSM codec and
respectively for the MMS system as the ones used in the previous experiments.
The results are presented in tables 3.3 and 3.4. Each line represents a different
approach. The first line (Nominal) is the baseline and represents an execution at
the highest voltages, without any processor shutdown. The remaining four lines
represent the resulting energy consumptions for supply voltage selection without
(DVddNoSH) and with shutdown (DVddSH) and respectively the supply and body
bias selection without (DVddVbsNoSH) and with shutdown (DVddVbsSH). For
each approach we list the active (Eactive), idle and total energy (Eidle) consumption.
The overheads for a shutdown operation are estimated in [RJ05] as Esoh = 300μJ
and tsoh = 1ms. If we use these values for the GSM voice codec, we cannot perform
any shutdown, due to the little amount of slack available after voltage selection. If
we consider lower shutdown overheads (Esoh = 90μJ and tsoh = 0.3ms), we ob-
tain the results presented in table 3.3. As we can see, even considering a reduced
overhead, the energy can be improved via shutdown by only 4%. It is interesting
to compare the active and idle energy values resulted after performing voltage se-
lection without and with processor shutdown from the lines 4 and 5 in table 3.3.
As we can see, the active energy is slightly increased when we perform the shut-
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down (from 1.48mJ to 1.50mJ), while the idle energy is reduced (from 0.93mJ to
0.70mJ). This means that a situation similar to the one described in Fig. 3.7 is
encountered during the optimization (the voltages for a task are increased in order
to allow the merging of several idle intervals into one big shutdown period). The
difference between the total energy (Etotal) and the sum of active (Eactive) and idle
(Eidle) energies represents the energy corresponding to the shutdown overheads
plus the low energy consumed in the shutdown state. A simple calculation shows
that only one shutdown is perfomed in case of the GSM voice codec.

A similar experiment was performed for the MMS. We have used the shutdown
overheads estimated in [RJ05] (Esoh = 300μJ and tsoh = 1ms). The results are pre-
sented in table 3.4. It is interesting to note that performing shutdown in conjunction
with only supply voltage selection provides a reduction of 9%, compared to a re-
duction of 5% obtained by the shutdown with the combined Vdd and Vbs selection.
This is due to the fact that the combined supply and body bias voltage selection
exploits more slack than the supply-only voltage selection, thus leaving less idle
time for potential shutdown operations. As opposed to the GSM voice codec, the
optimization determines 5 shutdowns for the MMS.

Eactive Eidle Etotal Reduction
Approach (mJ) (mJ) (mJ) (%)
Nominal 1.96 1.02 2.98 —
DVddNoSH 1.74 0.93 2.68 10
DVddSH 1.75 0.62 2.56 14
DVddVbsNoSH 1.48 0.93 2.41 19
DVddVbsSH 1.50 0.70 2.30 23

Table 3.3: Results for the GSM codec with shutdown

Eactive Eidle Etotal Reduction
Approach (mJ) (mJ) (mJ) (%)
Nominal 26.93 6.94 33.87 —
DVddNoSH 20.78 4.83 25.61 25
DVddSH 20.83 0.20 22.53 34
DVddVbsNoSH 18.55 4.78 23.33 32
DVddVbsSH 19.85 0.20 21.56 37

Table 3.4: Results for the MMS system with shutdown

In the previous experiments, communication energy has been ignored. An-
other set of experiments was performed on the two benchmarks in order to high-
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light the importance of combined processor and communication links’ scaling. The
GSM codec is considered to run on an architecture composed of 3 processors (with
two voltage modes ((1.8V,−0.1V ) and (1.0V,−0.6V ))), communicating over a
repeater-based shared bus. At the nomimal voltages, the communication accounts
for 15% of the total energy consumption. Tab. 3.5 shows the resulting total en-
ergy consumptions for six different situations. The first column denotes the used

Approach VS type Etot (mJ) Reduc. (%)
Nominal — 2.273 —
CPU (Vdd) cont. 2.091 9
CPU (Vdd ,Vbs) cont. 1.831 20
Heu.CPU (Vdd ,Vbs) disc. 1.887 17
CPU+BUS (Vdd ,Vbs) cont. 1.665 27
Heu.CPU+BUS(Vdd ,Vbs) disc. 1.723 24

Table 3.5: Results for the GSM codec considering the communication

voltage selection technique and the second indicates if continuous or discrete volt-
ages were considered. The third and fourth column give the energy consumption
and achieved reduction in percentage for each scaling approach. For instance, ac-
cording to the second row, the system dissipates an energy of 2.273μJ at nominal
voltage settings, i.e., without any voltage selection. This value serves as a baseline
for the reductions indicated in the fourth column. The third and fourths row present
the results of systems in which the bus remains unscaled while the processors are
either Vdd or Vdd and Vbs scaled over a continuous range. As we can observe, sav-
ings of 9 and 20% are achieved. In order to adapt the continuous selected voltages
towards the two discrete voltage settings at which the processor can possibly run,
we apply our heuristic outlined in Section 3.7.4. The achieved reduction in the dis-
crete case is 17% (row 5). Nevertheless, as shown by the values given in row 6, it is
possible to further reduce the energy by scaling the repeater-based bus. Compared
to the baseline, a saving of 27% is achieved. Using the discrete voltage heuristic,
the final energy dissipation results in 1.723μJ, which is 24% below the unscaled
system. The MMS system is mapped on 4 processors that communicate over two
repeater-based buses. At the nomimal voltages, the communication accounts for
25% of the total energy consumption. The results are presented in table 3.6.

In this chapter we have focused on the voltage selection problem. The solutions
presented and the heuristics proposed can be included in design space exploration
frameworks that also perform other system level optimizations, such as task map-
ping and scheduling. This has been demonstrated by integrating our work in the
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Approach VS type Etot (mJ) Reduc. (%)
Nominal — 35.01 —
CPU (Vdd) cont. 28.99 18
CPU (Vdd ,Vbs) cont. 26.05 26
Heu.CPU (Vdd ,Vbs) disc. 26.82 24
CPU+BUS (Vdd ,Vbs) cont. 22.94 35
Heu.CPU+BUS(Vdd ,Vbs) disc. 23.48 33

Table 3.6: Results for the MMS system considering the communication

frameworks proposed in [RGA+06, SHE05]. We will discuss this aspect in Chapter
4.
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Chapter 4

Mapping, Scheduling and

Voltage Selection

Multiprocessor Systems-on-Chip (MPSoCs) represent today the main trend for
architectural designs, since they are able to provide scalable computation power
while still retaining the flexibility to support different task mixes [Wol05]. In this
chapter we present two system level energy optimization frameworks that integrate
task mapping, scheduling and voltage selection. The results are validated through
the optimization of a GSM voice codec that is implemented on a cycle accurate
simulation platform. The energies predicted by the optimization flow match the
ones measured on the simulator. This chapter is structured as follows: we first de-
scribe previous work in the field. The target architecture and the virtual platform
environment are presented in Section 4.2. Section 4.3 gives the problem formula-
tion, followed by an optimal solution in Section 4.4 and a genetic-based heuristic in
Section 4.5. Discussions on computational efficiency, validation and experimental
results conclude the chapter.

The main goal of this chapter is to demonstrate how voltage selection tech-
niques can be integrated in a broader system-level design flow. This work has been
done together with Martino Ruggiero, Pari Gioia, Guerri Alessio, Luca Benini ,
Michela Milano and Davide Bertozzi from Bologna University, Italy [RGA+06],
and, with Marcus Schmitz and Bashir M. Al-Hashimi from University of Southamp-
ton [AEP+07b].
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4.1 Introduction and Related Work

Task mapping and scheduling are combinatorial optimization problems and have
been shown to be NP complete [GJ79]. Traditionally, there are two main ap-
proaches to these problems:

• Using optimal algorithms [PP92, RGA+06, BGM+06, LTK04], such as In-
teger Linear Programming (ILP) or Constraint Programming (CP) formula-
tions. Due to the problem complexity, such approaches must be carefully de-
ployed. For example, it is known that scheduling problems are not efficiently
tackled by ILP approaches. This is due to extra complexity introduced in the
ILP model in order to be able to capture precedence constraints.

• Deployment of heuristic methods [LJ07, VM03, HM03, SHE05, SAHE04,
SAHE02, DJ98, BTT98, DJ99, ACD74, WG90, OH96, SL93, KA99, BJM97,
EDPP00] to provide good (even if not optimal) solutions. However, heuristic
algorithms can still impose significant computational requirements without
guarantees on the quality of final solutions. Well-known heuristic techniques
include genetic algorithms, simulated annealing [OvG89, Ree93] and tabu
search [Glo89, Glo90].

Assuming the mapping of the tasks on the processors is given as input, the
authors from [GK01, GK03, Gru01] present a scheduling technique that maxi-
mizes the available slack, which is then used to reduce the energy via voltage
scaling. [LJ07] proposes a scheduling algorithm based on simulated annealing
and a heuristic based on energy gradients for voltage scaling. The allocation of the
tasks on the processors (mapping) has a great influence on the energy consumption.
[SHE05, SAHE02, SAHE04] present a heuristic approach for mapping, scheduling
and voltage scaling on multiprocessor architectures. In the context of a network-
on-chip platform, [HM03] presented a mapping and scheduling algorithm for tasks
and communications with the objective of minimizing the energy. They use a sub-
optimal heuristic and do not consider voltage-scalable cores. The closest approach
to the work presented in this chapter is the one from [LTK04]. They propose a
mixed integer linear programming (MILP) formulation for mapping, scheduling
and continuous voltage selection.

We present in this chapter two approaches for the mapping, scheduling and
voltage selection problem (MSDVS): one that is based on exact algorithms
[RGA+06] and one based on a genetic heuristic [AEP+07b]. In both approaches,
the voltage selection techniques introduced in Section 3 are integrated in the system
level optimization framework.
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Figure 4.1: Target Hardware Architecture

4.2 Hardware Architecture Model

The target architecture illustrated in Fig. 4.1 is a general platform for a distributed
MPSoC. It consists of processor cores, an AMBA AHB-compliant shared bus and
a shared memory for inter-core communication. The processors are homogeneous
and consist of ARM7 cores with instruction and data caches and of tightly cou-
pled software-controlled scratch-pad memories. The MPARM virtual platform
[BBB+03, LPB04, And06] is used as a cycle-accurate simulation environment
for this hardware architecture. Applications compiled with a cross-compiler can
be executed on the virtual platform. After the simulation, certain statistics can be
collected, such as, execution times, power and energy values for the hardware com-
ponents, as well as statistics regarding the memory accesses or the performance of
the bus.

Messages can be exchanged by tasks through communication queues, that are
allocated at design time either in scratchpad memories or in the shared memory, de-
pending on whether tasks are mapped onto the same processor or not. Synchroniza-
tion between tasks is implemented by means of two hardware semaphores. When
a producer generates a message, it locally checks an integer semaphore which con-
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tains the number of free messages in the queue. If a space is available, it decre-
ments the semaphore and starts writing the message. When the message is ready,
it signals this to the consumer by incrementing the consumer pointer. Distributed
semaphores were implemented to avoid bus transaction overheads associated with
checking centralized hardware semaphores connected to the bus.

The software support is provided by a small executive and by a set of high-level
APIs to support message passing on the underlying hardware architecture. The
communication and synchronization library abstracts low level architectural details
to the programmers, such as memory maps or explicit management of hardware
semaphores and shared memory [FA05, And06]. The virtual platform supports a
set of frequencies and voltages for each processor core. For this purpose, additional
modules were integrated into the platform, namely a variable clock tree generator,
programmable registers and a synchronization module. The clock tree generator
feeds the hardware modules of the platform with independent and frequency scaled
clock trees. A set of programmable registers has been connected to the system bus:
each one of these registers contains the integer divider of the baseline frequency
for each processor. Finally, a synchronization module consisting of dual-clock
FIFOs was designed to interface each processor (which can be frequency-scaled)
to the bus, which is assumed to operate at the maximum frequency. The maximum
AMBA AHB frequency of 200MHz was kept as the maximum processing core
frequency, to which frequency dividers were applied.

The virtual platform environment provides power statistics for ARM cores,
caches, on-chip memories and AMBA AHB bus, leveraging technology homoge-
neous power models for a 0.13 nm technology provided by ST Microelectronics.
When all tasks mapped on a processor core are suspended, then the core enters
power save mode, where the power consumption is assumed to be negligible.

4.3 Problem Formulation

MSDVSP is the problem of determining the number of processors, mapping tasks
to processors, selecting the voltage/frequency mode for each task and scheduling
each of them such that the resulting energy is minimized and the timing constraints
are satisfied.

As input, we consider a set of tasks Π = {τi} with dependencies captured by a
task graph G(Π,Γ). Each task τi ∈ Π has a deadline dli. Edges γ ∈ Γ indicate the
dependencies between these tasks (communications). The hardware architecture
consists of a set of available processors P = {pk}. For each task τi, the deadline dli
is given. For each processor pk ∈ P , the worst-case number of clock cycles WNCp

i
to be executed by task τi is also given. In particular, without any loss in generality,
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in this chapter we consider a homogeneous architecture, and thus the number of
clock cycles for each task does not depend on the processor. Each processor can
vary its frequency f and voltages within a set of discrete set of performance modes
M . The power dissipation of each task depends on the mode m ∈ M used to
execute it. Tasks are executed cycle by cycle. As opposed to Chapter 3, we assume
that each task is executed using one single mode. The goal is to find a mapping,
schedule and frequency/voltage assignment for each task such that the individual
task deadlines are met and the total energy consumption is minimal.

4.4 Optimal Mapping, Scheduling and Dynamic Volt-

age Selection

Many optimization problems can be decomposed into well known, structured and
widely studied sub-problems such as scheduling, packing, matching and resource
allocation. These applications have been considered and solved separately by both
the Operations Research (OR) and the Artificial Intelligence (AI) communities. It
is widely acknowledged that exploiting the structure of these problems improves
the performances of the corresponding algorithms. For example, solving schedul-
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ing problems with ILP techniques is inefficient, while CP is extremely suitable. On
the other hand problems like resource allocation are better dealt using ILP solvers.
In general, merging different algorithmic aspects leads to an efficient solving pro-
cess and may determine significant performance speed ups in finding the optimal
solution. As a result, many practical problem configurations, traditionally tackled
by means of heuristic methods, become now tractable by complete approaches that
provide the optimal solution in reasonable time. We will present such an approach
in the following.

The proposed solution is based on the principle of logic-based Benders de-
composition [HO03]. The problem is decoupled in two parts: task mapping with
performance mode assignment (Master Problem) and scheduling (Subproblem).
The energy dissipation is minimized during the task mapping step, while mode
switching overhead is minimized during the scheduling process. The scheduling
part is also responsible for finding an execution order for the tasks that meets the
deadlines. The optimization approach is presented in Fig. 4.2. As the picture
shows, there are several mapping and scheduling iterations. The Master problem
produces candidate mappings and task frequency/voltage assignments with the ob-
jective of minimizing the system energy. As there is no timing information during
the mapping process, each candidate mapping has to be validated by scheduling
the tasks. Moreover, the energy overhead due to mode switching can only be com-
puted during scheduling. If several schedules are feasible for a given mapping,
the one with the lowest switching energy is reported. Successive candidate map-
pings will have the tasks and communications energy in increasing order. If the
energy overhead due to mode switching is neglected as in [BGM+06], the op-
timization stops when the first mapping is schedulable. However, if the energy
overhead is considered, the optimization stops when a mapping with an energy
consumed by the tasks and communications higher then the minimum total energy
(tasks+communications+overheads) found until that point is produced.

We will present in the following the mapping and the scheduling formulations.

4.4.1 The Master Problem Model

The Master problem is formulated as an ILP. The mapping of a certain task τt ∈ Π
on the processor pp ∈ P is modelled using the binary variables Xp,t,m. Xp,t,m = 1 if
task τt is mapped on the processor pp and runs in mode m (with frequency fm) and
Xp,t,m = 0 otherwise.

The communication between tasks is modelled as follows. We assume that two
tasks running on the same processor communicate over the scratchpad and thus
do not require the bus (intra-processor communications). Tasks that are mapped
on different processors communicate via the shared memory over the bus (inter-
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processor communications). As opposed to Chapter 3, where a communication
is modeled by a single message exchanged via the bus, we now decouple it in
two parts: the sending task writes data to the shared memory and the receiving
task reads the data from the shared memory. This difference is due to the particular
MPSoC architecture used in this chapter to validate the resulting optimized system.

In order to capture the communication, the following binary variables are used:

• InterRsrc,dst,m =
{

1 if (τsrc,τdst) ∈ E and τdst runs in mode m
0 otherwise

This variable models the fact that the tasks τsrc and τdst are mapped on
different processors. Furthermore, the performance mode used during the
reading part of the inter-processor communication is also captured. For ex-
ample, if the communicating tasks τi and τ j are mapped on different pro-
cessors and τ j is executed with the frequency fk, then InterRi, j,k = 1 and
InterRi, j,l = 0,∀l �= k.

• InterWsrc,dst,m =
{

1 if (τsrc,τdst) ∈ Γ and τsrc runs in mode m
0 otherwise

This variable models the fact that the tasks τsrc and τdst are mapped on
different processors. Furthermore, the performance mode used during the
reading part of the inter-processor communication is also captured. For ex-
ample, if the communicating tasks τi and τ j are mapped on different pro-
cessors and τi is executed with the frequency fk, then InterWi, j,k = 1 and
InterRi, j,l = 0,∀l �= k.

• IntraRsrc,dst,m =
{

1 if (τsrc,τdst) ∈ Γ and τdst runs in mode m
0 otherwise

This variable models the fact that the tasks τsrc and τdst are mapped on the
same processor. The frequency of the reading part of the intra-processor
communication is also captured, similar to the InterR variable.

• IntraWsrc,dst,m =
{

1 if (τsrc,τdst) ∈ Γ and τsrc runs in mode m
0 otherwise

This variable models the fact that the tasks τsrc and τdst are mapped on the
same processor. The frequency of the writing part of the intra-processor
communication is also captured, similar to the InterW variable.

Additionally, as an input parameter, the binary matrix Dependencyi, j specifies,
according to the input task graph, if two tasks τi and τ j communicate (inter- or
intra-processor).
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Depending on the type of communication used, the amount of time and en-
ergy differs. The sending task τsrc spends time and energy to write the data to the
scratchpad in case of intra-processor or to the shared memory via the bus in case
of inter-processor communication. Similarly, the receiving task τdst needs time
and energy to read the data from the scratchpad or from the shared memory. Both
the read and write activities are performed at the same speed of the corresponding
task that performs the operation. During all the transactions, the bus works at the
maximum speed.

Consequently, another set of input parameters is constituted by the worst-case
number of clock cycles for each read and write operation between any pair of
communicating tasks (τsrc,τdst):

(WNCIntraWsrc,dst ,WNCIntraRsrc,dst ,WNCInterWsrc,dst ,WNCInterRsrc,dst)

In the following we present the ILP formulation:
Minimize:

Energy = ∑
τk

Etaskk + ∑
τsrc,τdst

Einter commsrc,dst + ∑
τsrc,τdst

Eintra commsrc,dst +Eoh (4.1)

Such that:
Pk,m = Pdnomm ·Ce f fk +Pleakm∀τk ∈ Π,m ∈ M (4.2)

Etaskk =
|P |
∑
p=1

|M |
∑

m=1
Xp,k,m ·WNCk ·Pk,m∀τk ∈ Π (4.3)

Einter commsrc,dst =
|M |
∑

m=1
InterWsrc,dst,m · (Psrc,m +Pbus) · WNCInterWsrc,dst

fm
)+ (4.4)

+
|M |
∑

m=1
InterRsrc,dst,m · (Pdst,m +Pbus) · WNCInterRsrc,dst

fm
)

Eintra commsrc,dst =
|M |
∑

m=1
IntraWsrc,dst,m · (Psrc,m) · WNCIntraWsrc,dst

fm
)+ (4.5)

+
|M |
∑

m=1
IntraRsrc,dst,m · (Pdst,m) · WNCIntraRsrc,dst

fm
)
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|P |
∑
p=1

|M |
∑

m=1
Xp,k,m = 1 ∀τk ∈ Π (4.6)

|M |
∑

m=1
InterRsrc,dst,m =

1
2
·
|P |
∑
p=1

|
|M |
∑

m=1
Xp,src,m −

|M |
∑

m=1
Xp,dst,m|(τsrc,τdst) ∈ E (4.7)

|M |
∑

m=1
InterWsrc,dst,m =

1
2
·
|P |
∑
p=1

|
|M |
∑

m=1
Xp,src,m −

|M |
∑

m=1
Xp,dst,m|(τsrc,τdst) ∈ E (4.8)

InterRsrc,dst,m ≥
P

∑
p=1

Xp,dst,m τsrc,τdst ∈ E ,m ∈ M (4.9)

InterWsrc,dst,m ≥
P

∑
p=1

Xp,src,m τsrc,τdst ∈ E ,m ∈ M (4.10)

|M |
∑

m=1
IntraRsrc,dst,m = Dependencysrc,dst −

|M |
∑

m=1
InterRsrc,dst,m (4.11)

IntraRsrc,dst,m ≥
P

∑
p=1

Xp,dst,m (4.12)

|M |
∑

m=1
IntraWsrc,dst,m = Dependencysrc,dst −

|M |
∑

m=1
InterWsrc,dst,m (4.13)

IntraWsrc,dst,m ≥
P

∑
p=1

Xp,src,m (4.14)

We start the explanation of the ILP model with the constraints. Eq. 4.6 restricts
each tasks’ assignment to one single processor and one single performance mode.
Using this information captured by the Xp,k,m variables, we can calculate in Eq.4.3
the energy consumed by each task τk mapped on processor pp and running at fre-
qency fm. For the clarity of mathematical expressions, the total power consumed
by task τk if executed in mode m, Pk,m, is used. Pk,m is calculated as the sum of the
dynamic power and leakage power, Eq.4.2.

Eq. 4.7, 4.9, 4.8, 4.10, 4.11, 4.12, 4.13, 4.14 set the variables that capture
the communication. For each pair of communicating tasks (τsrc,τdst) mapped on
different processors, the variables InterRsrc,dst,m and InterWsrc,dst,m corresponding
to the frequency of the source (for the write operation) or destination (for the read
operation) task are forced to 1. For the other frequencies of the same task pair, for
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tasks that are mapped on the same processor and for tasks that do not communicate,
the variables InterRsrc,dst,m and InterWsrc,dst,m are set to 0 (Eq.4.7,4.9, 4.8, 4.10).

Tasks (τsrc,τdst) that communicate (Dependencysrc,dst = 1) but are mapped on
the same processor (InterWsrc,dst,m = InterRsrc,dst,m = 0) will have IntraWsrc,dst,m =
IntraRsrc,dst,m = 1.

Consequently, when all the variables InterRsrc,dst,m,
InterWsrc,dst,m, IntraRsrc,dst,m, IntraWsrc,dst,m are set, the energy for inter-processor
(Eq.4.4) and intra-processor (Eq. 4.5) communications can be computed.

The energy consumption of a certain mapping is evaluated through the objec-
tive function from Eq.4.1. Eq.4.1 captures the energy consumed by the tasks, inter-
processor and intra-processor communications, as well as the energy consumed
due to the mode switching overhead Eoh. At this point it is interesting to note that
the energy of the tasks and communications depends only on master problem vari-
ables. However, the value of the switching overheads can be computed only during
scheduling. They are constrained by Benders Cuts, after the first iteration.

Several improvements can be introduced in the master problem model. In par-
ticular, the optimization time is improved if the symmetries leading the solver to
explore the same configurations several times are removed. Consequently, a con-
straint imposing that each task ti should be allocated on a processor p j only if
i ≤ j can be added. Moreover, in order to prevent initial mappings with tasks that
are potentially running with low frequencies on the same processor (thus avoiding
communication), the load on each processor is constrained by a safe upper bound
that does not prevent the algorithm from finding the optimal solution.

4.4.2 The Sub-Problem model

The scheduling phase is modeled using Constraint Programming (CP). Each task
τi has associated a variable Starti representing the starting time. The task execution
time texei =

WNCi
fi

was decided during mapping (where both the processor where the
task is mapped and the frequency were calculated). The amount of time required
by each task to read/write from/to the scratchpad is added to the task’s worst-case
execution time. If two communicating tasks τsrc and τdst are mapped on different
processors, two additional activities (one for writing data on the shared memory
and one for reading data from the shared memory) are introduced. We model the
starting time of these activities with variables StartWritesrc,dst and StartReadsrc,dst .
Reading and writing from/to the shared memory are performed at the same fre-
quency as the corresponding task. If τsrc writes and τdst reads data , the writing
activity is performed at the same frequency of τsrc and its duration dWritesrc,dst de-
pends on the frequency and on the amount of data τsrc writes, i.e., WNCWsrc,dst/ fsrc.
Analogously, the reading activity is performed at the same frequency of τdst and
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its duration dReadsrc,dst depends on the frequency and on the amount of data τdst
reads, i.e., WNCRsrc,dst / fdst . Clearly the read and write activities are linked to the
corresponding task:

Startsrc +durationsrc ≤ StartWritesrc,dst ∀(τsrc,τdst)

StartReadsrc,dst +dReadsrc,dst ≤ Startdst ∀(τsrc,τdst)

In the subproblem, we model precedence constraints in the following way: if tasks
τi precedes task τ j and they run on the same processor at the same frequency the
precedence constraint is simply:

Starti +Durationi ≤ Start j

If instead the two tasks run on the same processor using different frequencies, we
should add the time Ti for switching between the two frequencies.

Starti +Durationi +Tohi ≤ Start j

If the two tasks that are mapped on different processors communicate we add the
time for the communication.

Starti +Durationi +dWritei j +dReadi j ≤ Start j

Tasks can be executed on each processor sequentially, one task at a time. Of
course, several tasks can be executed in parallel, each one on a different processor,
according to the given precedence constraints (dependencies in the task graph).
This is modeled in CP using the cumulative operator. This operator acts on each
processor, modeled as a resource, restricting the number of tasks that can be exe-
cuted at any given time on it to 1:

cumulative(TaskListp,DurationListp, [1],1) ∀ processors pp

The parameters of the cumulative operator are the list of tasks TaskListp mapped
on processor pp, the list of their execution times DurationListp, their resource
consumption (which is a list of 1), and the capacity of the processor (1). In other
words, the processor is modeled as a unary resource.

Capturing the bus performance is not easy on hardware platforms similar to
one used in this chapter. The difficulty comes from the various types of traf-
fic existing on the bus. First, the communication messages exchanged between
tasks mapped on different processors are transferred via the bus. Traditionally
[EDPP00, ASE+04b, PPE+06, SIE06], these are modeled as individual activities
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that are scheduled on the bus. Second, for each task, code and the data are stored
in a private memory, associated to the processor where the task is mapped. Dur-
ing the execution of the tasks, the corresponding instructions and data are fetched
from the private memory to the processor via the bus. Even if caches are used,
this results in a certain amount of traffic on the bus. However, modeling such indi-
vidual memory accesses would result in a large number of optimization variables.
Furthermore, the size of the memory necessary for storing the schedule for the bus
makes such an approach impossible. We will address these issues in Chapter 6. In
this chapter, however, the bus is captured through an additive model that was pre-
sented in [BGM+06]. An activity is associated to a write or read operation to/from
the shared memory, performed by a pair of two communicating tasks mapped on
different processors. The additive model measures the efficiency of the bus as its
ability to provide the bandwidth required by read or write activities. Assuming that
congestion effects can be neglected, the bus must be able to provide a bandwidth
equal to the sum of the simultaneous communications. In [BGM+06], this model
was demonstrated experimentally to be correct as long as the bus load is below
60%.

The objective function that has to be minimized in the scheduling problem is
the mode switching overhead energy.

4.5 Genetic-Based Optimization Heuristic

This section introduces a genetic-based approach that performs task mapping and
scheduling, using voltage scaling inside the inner energy optimization loop. The
approach is described in detail in [AEP+07b, SAHE04]. The optimization flow,
illustrated in Fig.4.3, is split into three parts:

• Genetic task mapping optimization

• Genetic schedule optimization

• Optimal voltage selection

In the genetic task mapping approach, solution candidates (potential mappings)
are encoded into mapping strings, as shown in Fig. 4.4. Each gene in these strings
describes a candidate mapping of a task to a processor. For instance, task τ4 in
Fig. 4.4 is mapped to CPU0. As typical in all genetic algorithms, ranking, selec-
tion, crossover, mutation and offspring insertion are applied in order to evolve an
initial solution pool [Gol89, BTT98, ETZ00, SAHE04]. The key feature of this
algorithm, is the invocation of the genetic list scheduling for each mapping candi-
date, in order to calculate the fitness function that guides the optimization.
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The genetic scheduling algorithm finds for a given mapping, an energy efficient
schedule that respects all the task deadlines. One of the most widely used heuris-
tics approaches is list scheduling (LS). List scheduling algorithms take scheduling
decisions based on task priorities [CG72]. They maintain, for each processor, a
ready-list that contains the tasks that are ready to be scheduled. A task is consid-
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ered to be ready, if all its predecessors (given by the task graph) have finished their
execution. The static schedule is constructed by scheduling the ready task with the
highest priority as soon as the eligible processor becomes available. Thereby, the
assignment of priorities defines the task execution order.

The basic idea behind list scheduling is shown in Fig. 4.5, which outlines the
construction of a schedule for a single processor system. Consider the task graph
with annotated priorities from Fig. 4.5(a). In the initial scheduling step, all tasks
with no incoming edges are placed into a ready list, as shown in Fig. 4.5(b), Step 1.
For this particular example, in the first step task τ0 is added to the ready list. Being
the only task in the ready list, task τ0 is scheduled. After its execution has finished,
the tasks τ1, τ2, and τ3 become eligible for scheduling (due to their data depen-
dency on τ0); hence, they are placed into the ready list in decreasing order of their
priorities (Scheduling Step 2). At this point τ3 represents the ready task with the
highest priority (9), so it is scheduled in Step 2. Having scheduled task τ3, task
τ5 becomes ready and thus it is placed into the ready list, according to its priority.
This scheduling procedure is repeated until no tasks are left in the ready list. Since
each scheduling step schedules one task, seven iterations are necessary. The final
schedule is shown in Fig. 4.5(c).

Clearly, different assignments of priorities result in different schedules. The
task priorities are encoded into a priority string. The genetic algorithm aims to find
an assignment of priorities that leads to a schedule of high quality in terms of tim-
ing behavior and exploitable slack time. Both crossover and mutation are applied
during the iterative execution of the genetic algorithm. The algorithm terminates
after a stop criterion is fulfilled (for example, a bound of the number of consecutive
generations that did not improve significantly the solution).

A fitness function is used for evaluating the quality of a schedule. The fitness
function captures the energy of a certain schedule. After the list scheduling has
constructed a schedule for a given set of priorities, the algorithm proceeds by pass-
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ing this schedule to a voltage selection algorithm that identifies the task voltages
that minimize the energy dissipation. A penalty is applied for schedules that are
not feasible.

As we have seen, the voltage selection is the core of the global energy optimiza-
tion. During the genetic scheduling step, the voltage scaling heuristic presented in
Chapter 3 is used. Once the genetic algorithms are finished, the optimal discrete
voltage scaling algorithm presented in Chapter 3, restricted to select one single
mode for each task, is performed.

4.6 Experimental Results

We conclude this chapter by presenting some experimental results. The hardware
architecture considered during these experiments is described in Section 4.2. The
frequency on each processor can be scaled dynamically, within a set of 4 perfor-
mance modes: m1=( f1 = 200MHz, Vdd = 2.2V ), m2=( f2 = 100MHz, Vdd = 1.6V ),
m3=( f3 = 66MHz, Vdd = 1.4), m4=( f4 = 50MHz, Vdd = 1.3V ). For this experiment
we assume that the power consumed by all tasks executing in a certain mode is
equal. Consequently, the corresponding power consumptions are: P1 = 10.070mW ,
P2 = 1.71mW , P3 = 1.010mW , P4 = 0.76mW . Every frequency switching has an
energy and a time penalty. The energy and time penalties for switching from mode
i to mode j are given in the follwing matrices:

Eohi, j =

⎛
⎜⎜⎝

0 504 504 504
171 0 171 171
153 153 0 153
152 152 152 0

⎞
⎟⎟⎠

tohi, j =

⎛
⎜⎜⎝

0 205 305 400
300 0 105 200
303 104 0 80
404 202 50 0

⎞
⎟⎟⎠

The first experiment is aimed to perform the energy optimization of a GSM
encoder. The software application was partitioned into 6 tasks. Using the MPARM
cycle accurate simulator [BBB+03, LPB04, And06, BGM+06, KBP+06], for each
task the number of clock cycles required for execution on the processors and the
number of clock cycles required for the communications were extracted. Both the
optimal approach and the genetic algorithm have been used for the optimization.
The results obtained by the two methods were identical. Table 4.1 shows these re-
sults. The optimization was performed considering several deadlines for the GSM
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Deadline Number # task allocated Task frequency Energy
(ns) of processors on core divider (nJ)
6000 1 1,1,1,1,1,1 3,3,3,3,3,3 5840
5500 2 2,1,1,1,1,1 3,3,3,3,3,3 5910
5000 2 1,1,1,1,1,2 3,3,3,3,3,3 5938
4500 2 1,1,1,1,2,2 3,3,3,3,3,3 5938
4000 2 1,1,1,2,2,2 3,3,3,3,3,3 5938
3500 2 1,1,1,2,2,2 3,3,3,3,3,3 5938
3000 3 1,2,2,3,3,3 3,3,3,3,3,3 6008
2500 3 1,1,2,2,3,3 3,3,3,3,3,3 6039
2000 4 1,2,3,3,4,4 3,3,3,3,3,3 6109
1500 6 1,2,3,4,5,6 3,3,3,3,3,3 6304
1000 6 1,2,3,4,5,6 3,2,2,2,3,2 6807
900 6 1,2,3,4,5,6 3,1,2,2,2,2 9834
750 6 1,2,3,4,5,6 2,1,2,2,2,2 9934
730 6 1,2,3,4,5,6 2,1,1,2,2,2 12102
710 6 1,2,3,4,5,6 2,1,1,1,2,2 14193

Table 4.1: Optimization results for the GSM encoder

encoder, starting from a loose deadline of 6000 ns down to a tight one of 710 ns.
Table 4.1 shows in the second column the number of processors determined by
both algorithms. The third column shows for each of the 6 tasks, the id of the
processor where the task was mapped. The fourth column shows for each task the
frequency divider. The actual frequency can by calculated by dividing the maxi-
mum frequency of 200MHz to the divider. The achieved energy is reported in the
last column. If we examine the table, we notice the relation between the deadline
and the energy consumption. As expected, if the deadline is large, the resulting
energy is small. When the deadline decreases, the energy increases.

Another experiment was performed in order to compare the energies achieved
by the two approaches presented in this chapter. A task graph consisting of 11
tasks was used for this purpose. Several instances of this task graph, with different
deadlines were used. For each deadline, both optimization approaches were used.
The parameters used for the genetic mapping algorithm are the following:
1) The genetic mappings stops after trying 10000 consecutive mappings that did
not result in any energy improvement
2) The mutation probability is 0.29 while the crossover probability is 0.71.
3) The population size is 100.
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Figure 4.6: Optimal vs. Genetic-based Optimization

The parameters used for the genetic scheduling algorithm are the following:
1) The genetic scheduling stops after trying 100 consecutive schedules that did not
result in any energy improvement
2) The mutation probability is 0.10 while the crossover probability is 0.90.
3) The population size is 50.

The results are presented in Fig.4.6. It can be noticed that for loose deadlines
(5ms-8ms), both methods lead to the optimal energy or are very close. When the
deadlines are very tight (less than 2.7ms), the genetic algorithm is unable to find
allocations and schedules that meet the timing constraints. For deadlines between
3.9ms and 3.1ms, the optimal approach provides solutions that are around 7% bet-
ter than the genetic algorithm. A notable exception is for a deadline of 3.7ms when
the genetic algorithm produced a solution that is 25% worse then the optimal one.

In order to further validate the optimization flow in general and voltage se-
lection model in particular, the MPARM virtual simulation platform [BBB+03,
LPB04] was deployed to implement the mappings, schedules and voltage/frequency
assignments calculated using the optimal approach, for 200 problem instances. For
each problem instance the energy predicted by the optimal algorithm and the en-
ergy reported by the simulation platform were compared. Fig.4.7 shows the dis-
tribution of energy deviations. The average difference between measured and pre-
dicted energy values is 2.9%, with a standard deviation of 1.72. This demonstrates
the real-world applicability of such system level energy optimization frameworks.
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Figure 4.7: Energy Deviation



Chapter 5

Quasi-Static Voltage Selection

Supply voltage scaling and adaptive body-biasing are important techniques that
help to reduce the energy dissipation of embedded systems. This is achieved by
dynamically adjusting the voltage and performance settings according to the ap-
plication needs. In order to take full advantage of slack that arises from variations
in the execution time, it is important to recalculate the voltage (performance) set-
tings during run-time, i.e., online. However, optimal voltage scaling algorithms
are computationally expensive, and thus, if used online, significantly hamper the
possible energy savings. To overcome the online complexity, we propose a quasi-
static voltage scaling scheme, with a constant online time complexity O(1). This
allows to increase the exploitable slack as well as to avoid the energy dissipated
due to online recalculation of the voltage settings.

5.1 Introduction and Related Work

Offline techniques calculate all voltage settings at compile time (before the actual
execution), i.e., the voltage settings for each task in the system are not changed
at run-time. On the other hand, online techniques recompute the voltage settings
during run-time. Both approaches have their advantages and disadvantages. Of-
fline voltage selection approaches avoid the computational overhead in terms of
time and energy associated with the calculation of the voltage settings. However,
to guarantee the fulfillment of deadline constraints, worst-case execution times
(WCET) have to be considered during the voltage calculation. In reality, neverthe-
less, the actual execution time of the tasks, for most of their activations, is shorter
than their WCET, with variations of up to 10 times [RE97]. Thus, an offline op-
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timization based on the worst case is too pessimistic and hampers the achievable
energy savings. In order to take advantage of the dynamic slack that arises from
variations in the execution times, it is useful to dynamically recalculate the voltage
settings during application run-time, i.e., online.

Dynamic approaches, however, suffer from the significant overhead in terms of
execution time and power consumption caused by the online voltage calculation.
As we will show, this overhead is intolerably large even if low complexity (O(n))
online heuristics are used instead of higher complexity optimal algorithms. Un-
fortunately, researchers have neglected this overhead when reporting high quality
results obtained with dynamic approaches [YDS95, IHS98, AMMMA01, ZM04].

[IHS98] developed an online preemptive scheduling algorithm for sporadic and
periodic tasks. The authors propose a linear complexity voltage scaling heuristic
which uniformly distributes the available slack. An acceptance test is performed
online, whenever a new sporadic task arrives. If the task can be executed without
deadline violations, a new set of voltages for the ready tasks is computed.

In [AMMMA01], a power-aware hard real-time scheduling algorithm that con-
siders the possibility of early completion of tasks is proposed. The proposed so-
lution consists of three parts: (1) an off-line part where optimal voltages are com-
puted based on the WCET, (2) an online part where slack from earlier finished tasks
is redistributed to the remaining tasks, and (3) an online speculative speed adjust-
ment to anticipate early completions of future executions. Assuming that tasks can
possibly finish before their worst case execution time, an aggressive scaling policy
is proposed. Tasks are run at a lower speed than the one computed assuming the
worst case, as long as deadlines can still be met by speeding up the next tasks in
case the effective execution time was higher than expected. As the authors do not
assume any knowledge of the expected execution time, they experiment several
levels of aggressiveness.

[ZM04, ZM05] introduced a feedback EDF scheduling algorithm with dynamic
voltage scaling for hard real-time systems with dynamic workloads. Each task is
divided in two parts, representing: (a) the expected execution time, and (b) the
difference between the worst case and the expected execution time. A PID feed-
back controller selects the voltage for the first portion and guarantees hard deadline
satisfaction for the overall task. The second part is always executed with the high-
est speed, while for the first part dynamic voltage scaling is used. Online, each
time a task finishes, the feedback controller adapts the expected execution time for
the future instances of that task. A linear complexity voltage scaling heuristic is
employed for the computation of the new voltages. On a system with dynamic
workloads, their approach yields higher energy savings then an off-line dynamic
voltage scaling schedule.
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The techniques presented in [Gru01, ZLL+05, LS04, LZS+06] use a stochas-
tic approach to minimize the average-case energy consumption in hard real-time
systems. The execution pattern is given as a probability distribution, reflecting
the chance that a task execution can finish after a certain number of clock cycles.
[Gru01, LS04, LZS+06] propose solutions that can be applied to single task sys-
tems. [ZLL+05] extends the problem formulation to multiple tasks, but assumes
that continuous voltages are available on the processors.

Despite their potential to achieve energy reductions, all above mentioned online
approaches greatly neglect the computational overhead required for the voltage
scaling. We will come back at this important aspect in section 5.2.1.

In [YC03] an approach is outlined in which the online scheduler is executed at
each activation of the application. The decision taken by the scheduler is based on
a set of precalculated supply voltage settings. The approach assumes that at each
activation it is known in advance which subgraphs of the whole application graph
will be executed. For each such subgraph worst case execution times are assumed
and, thus, no dynamic slack can be exploited.

Noticeable exceptions from this broad off-line/online classification are the intra-
task voltage selection approaches presented in [SKL01, SKC04, SKD05, SKL06].
The basic idea of these approaches is to perform an off-line execution path anal-
ysis, and to calculate for each of the possible paths the voltage settings in ad-
vance. The resulting voltage settings are stored within the application program.
During run-time the voltage settings along the activated path are selected. The
main advantage of these approaches is the fact that online overheads associated
with the voltage calculation are avoided and the execution time variation among
different execution paths can be exploited. Despite their energy efficiency these
approaches are most suitable for single task systems, since the number of execu-
tion paths p = zn in multi-task applications grows exponentially with the number
of tasks n and depends also on the number of execution paths in a single task
z. Therefore, the off-line optimization times required for the voltage calculation
can become intractable for realistic systems with an increased number of tasks
and execution paths. It is also important to note that the approaches described in
[SKL01, SKC04, SKD05, SKL06] are restricted to take advantage of slack that
arises from different execution times along different execution paths, while assum-
ing a worst-case execution time for each atomic instruction in order to guarantee
the satisfaction of deadline constraints. In reality, however, execution time vari-
ations are also caused by pipeline stalls, cache hit/miss rate, and different cycles
required for the same instruction — all of which are input data dependent.

In this chapter we propose a quasi-static voltage scaling technique for energy
minimization of multi-task real-time systems. This technique is able to exploit
the dynamic slack and, at the same time, keeps the online overhead (required to
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Figure 5.1: System architecture

readjust the voltage settings at run-time) extremely low. The obtained performance
is superior to any of the previously proposed dynamic approaches. Henceforth, we
will refer to the proposed voltage scaling technique as quasi-static voltage scaling
(QSVS).

The chapter is organized as follows: Preliminaries and motivations are given in
Section 5.2, as well as the key ideas behind the presented work. An exact problem
formulation for quasi-static voltage scaling is given in Section 5.3. Our algorithms
to solve this problem are described in Sections 5.4, 5.5, 5.6. Extensive experimen-
tal results, including a real-life example, are presented in Section 5.9.

5.2 Application and Architecture Model

In this work, we consider applications that are modeled as task graphs, i.e., several
tasks with possible data dependencies among them, as in Fig. 5.1(a). Each task is
characterized by several parameters (see also section 5.3), such as a deadline, the
effectively switched capacitance, and the number of clock cycles required in the
best-case (BNC), expected-case (ENC), and worst-case (WNC). Once activated,
tasks are running without being preempted until their completion. The tasks are
executed on an embedded architecture that consists of a voltage-scalable processor
(scalable in terms of supply and body-bias voltage). The power and delay model of
the processor is described in section 3.3. The processor is connected to a memory
that stores the application and a set of look-up tables (LUT), one for each task,
required for QSVS. This architectural setup is shown in Fig. 5.1(c). During exe-
cution, the scheduler has to adjust the processor’s performance to the appropriate
level via voltage scaling, i.e., the scheduler writes the settings for the operational
frequency f , the supply voltage Vdd , and the body-bias voltage Vbs into special pro-
cessor registers before the task execution starts. An appropriate performance level
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allows the tasks to meet their deadlines while maximizing the energy savings. In
order to exploit slack that arises from variations in the execution time of tasks, it
is unavoidable to dynamically re-calculate the performance levels. Nevertheless,
calculating appropriate voltage levels (the means by which performance levels are
calculated) is a computationally expensive task, i.e., it requires precious CPU time,
which, if avoided, would allow to lower the CPU performance and, consequently,
the energy consumption.

The approach presented in this chapter aims to reduce this online overhead
by performing the necessary voltage selection computations offline (at compile
time) and storing a limited amount of information as look-up tables (LUTs) within
memory. This information is then used during application run-time (i.e., online) to
calculate the voltage and performance settings extremely fast (constant time O(1)),
see Fig. 5.1(d).

5.2.1 Motivation

This section motivates the proposed quasi-static voltage scaling technique and out-
lines its basic idea.

Online Overhead Evaluation

As we have mentioned earlier, to fully take advantage of variations in the execu-
tion time of tasks, with the aim to reduce the energy dissipation, it is unavoidable to
recompute the voltage settings online according to the actual task execution times.
This is illustrated in Fig. 5.2, where we consider an application consisting of n = 4
tasks. The voltage level pairs (Vdd ,Vbs) used for each task are also included in the
figure. Only after task τ1 has terminated, we know its actual finishing time and,
accordingly, the amount of dynamic slack that can be distributed to the remain-
ing tasks (τ2,τ3,τ4). Ideally, in order to optimally distribute the slack among these
tasks (τ2,τ3, and τ4), it is necessary to run a voltage scaling algorithm (in Fig. 5.2
indicated as VS1) before starting the execution of task τ2. A straightforward imple-
mentation of an ideal online voltage scaling algorithm is to perform a “complete”
recalculation of the voltage settings each time a task finishes, using for example
the approaches described in [SAH01, YLJ03]. However, such an implementation
would be only feasible if the computational overhead associated with the voltage
scaling algorithm is very low, which is not the case in practice. The computational
complexity of such optimal voltage scaling algorithms for monoprocessor systems
is O(m ·n) [SAH01, YLJ03] (with m specifying the accuracy-a usual value of 100
and n being the number of tasks). That is, a substantial amount of CPU cycles are
spent calculating the voltage/frequency settings each time a task finishes—during
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Figure 5.2: Ideal online voltage scaling approach

these cycles the CPU uses precious energy and reduces the amount of exploitable
slack.

To get insight into the computational requirements of voltage scaling algo-
rithms and how this overhead compares to the amount of computations performed
by actual applications, we have simulated and profiled several applications and
voltage scaling techniques, using two cycle accurate simulators: StrongARM (SA-
1100) [QM03] and PowerPC(MPC750)[Gro, PMT04]. We have also performed
measurements on actual implementations using an AMD platform (AMD Athlon
2400XP). Tab. 5.1 shows these results for two applications that can be commonly
found in hand-held devices: a GSM voice codec and an MPEG video encoder.
Results are shown for AMD, SA-1100 and MPC750 and are given in terms of best-

Bench- AMD Athlon SA1100 MPC750
mark BNC WNC Var. BNC WNC Var. BNC WNC Var.
type (k) (k) (%) (k) (k) (%) (k) (k) (%)

GSM 140 155 10 367 394 7 159 181 13
MPEG 731 1,700 43 4,458 8,043 45 3,869 6,439 40

Table 5.1: Simulation results of different applications

case (BNC) and worst-case number (WNC) of thousands of clock cycles needed
for the execution of one period of the considered applications (20 ms for the GSM
codec and 40 ms for the MPEG encoder). 1 For instance, on the SA-1100 pro-
cessor one iteration of the MPEG encoder requires in the best-case 4.458 kcycles
and in the worst-case 8.043 kcycles, that is a variation of 45%. Similarly, Tab. 5.2

1Note that the numbers for BNC and WNC are lower and upper bounds observed during the profil-
ing. They have not been analytically derived.
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Voltage scaling AMD SA-1100 MPC750
algorithm NC (k) NC (k) NC (k)

OptimalVS(Vdd+Vbs, 20 tasks) [YLJ03] 8,410 1,232,552 136,950
OptimalVS(Vdd, 20 tasks) [YLJ03] 210 32,320 3,513
MTS Heuristic(Vdd, 20 tasks) [Gru02] 8 84 12
MTS Heuristic(Vdd+Vbs, 20 tasks) 40 623 73
Greedy Heuristic(Vdd) [AMMMA01] 0.9 10 1.0
Greedy Heuristic(Vdd+Vbs) 4.9 34 3.8
Quasi-Static(Vdd+Vbs) (proposed) 0.9 1.0 1.0

Table 5.2: Simulation results: Voltage scaling algorithms

presents the simulation outcomes for different voltage scaling algorithms. As an
example, performing one single time the optimal online voltage scaling using the
algorithm from [YLJ03] for 20 remaining tasks (just like VS1 is performed for
the three remaining tasks τ2, τ3, and τ4 in Fig. 5.2) requires 8,410 kcycles on the
AMD processor, 136,950 kcycles on the MPC750 processor, while on SA-1100 it
requires even 1,232,552 kcycles. Using the same algorithm for Vdd-only scaling
(no Vbs scaling), needs 210 kcycles on the AMD processor, 32,320 kcycles on the
SA-1100 and 3,513 kcycles on the MPC750. The difference in complexity between
supply voltage scaling and combined supply and body bias scaling comes from the
fact that in the case of Vdd-only, for a given frequency there exists one correspond-
ing supply voltage, as opposed to a potentially infinite number of (Vdd ,Vbs) pairs
in the other case. Given a certain frequency, an optimization is needed to compute
the (Vdd ,Vbs) pair that minimizes the energy. Comparing the results in Tables 5.1
and 5.2 indicates that voltage scaling often surpasses the complexity of the appli-
cations itself. For instance, performing a “simple” Vdd-only scaling requires more
CPU time (on AMD 210k cycles) than decoding a single voice frame using the
GSM codec (on AMD 155k cycles). Clearly, such overheads seriously affect the
possible energy savings, or even outdo the energy consumed by the application.

Several suboptimal heuristics with lower complexities have been proposed for
online computation of the supply voltage. Gruian [Gru02] has proposed a linear
time heuristic, while the approaches given in [AMMMA01, ZM04] use a greedy
heuristic of constant time complexity. We report their performance in terms of the
required number of cycles in Tab. 5.2, including also their additional adaptation
for combined supply and body bias scaling. While these heuristics have a smaller
online overhead than the optimal algorithms, their cost is still high, except for the
greedy algorithm for supply voltage scaling [AMMMA01, ZM04]. However, even
the cost of the greedy increases up to 5.4 times when it is used for supply and body
bias scaling. The overhead of our proposed algorithm is given in the last line of
Tab. 5.2.
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Basic Idea: Quasi-Static Voltage Scaling

To overcome the voltage selection overhead problem, we propose a quasi-static
voltage scaling technique. This approach is divided into two phases. In the first
phase, which is performed before the actual execution (i.e., offline), voltage set-
tings for all tasks are pre-computed based on possible task start times. The result-
ing voltage/frequency settings are stored in look-up tables (LUTs) that are specific
to each task. It is important to note that this phase performs the time intensive
optimization of the voltage settings.

The second phase is performed online and it is outlined in Fig. 5.3. Each time
new voltage settings for a task need to be calculated, the online scheme looks up
the voltage/frequency settings from the LUT based on the actual task start time. If
there is no exact entry in the LUT that corresponds to the actual start time, then the
voltage settings are estimated using a linear interpolation between the two entries
that surround the actual start time. For instance, task τ3 has an actual start time of
3.58ms. As indicated in Fig. 5.3, this start time is surrounded by the LUT entries
3.55ms and 3.60ms. In accordance, the frequency and voltage setting for task τ3
are interpolated based on these entries. The main advantage of the online quasi-
static voltage selection algorithm is its constant time complexity O(1). As shown
in the last line of Tab. 5.2, the LUT look-up and voltage interpolation requires only
900 CPU cycles each time new voltage settings have to be calculated. Please note
that the complexity of the online quasi-static voltage selection is independent of
the number of remaining tasks.

5.3 Problem Formulation

Consider a set of NT tasks, Π = {τi} such that the execution order is fixed ac-
cording to a scheduling policy (e.g. EDF [ZHC02]). According to this order, task
τi has to be executed after τi−1 and before τi+1. The processor can vary its sup-
ply voltage Vdd and body-bias voltage Vbs and consequently its frequency f within
certain continuous ranges (for the continuous optimization) or within a set of dis-
crete modes mz = {Vddz ,Vbsz , fz} (for the discrete optimization). The dynamic and
leakage power dissipation as well as the operational frequency (cycle time) de-
pend on the selected voltage pair (mode). Tasks are executed cycle by cycle and
each cycle can be potentially executed at different voltage settings, i.e., a different
energy/performance trade-off. Each task τi is characterized by a six-tuple,

τi =< BNCi,ENCi,WNCi,Ce f fi,dli >
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Figure 5.3: Quasi-static voltage scaling based on pre-stored look-up tables

where BNCi, ENCi, and WNCi denote the best-case, the expected-case, and the
worst-case number of clock cycles, respectively, that task τi requires for its execu-
tion. BNC (WNC) is defined as the lowest (highest) number of cycles task τi needs
for its execution, while ENC is the arithmetic mean value of the probability density
function p(WNC) of the task execution cycles WNC, i.e., ENC = ∑WNC

j=1 j · p j( j).
Further, Ce f fi and dli represent the effectively charged capacitance and the dead-
line. The aim is to reduce the energy consumption by exploiting dynamic slack as
well as static slack. Dynamic slack results from tasks that require less execution
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cycles than in their worst case. Static slack is the result of idleness due to system
over-performance, observable even when tasks execute with the worst-case number
of cycles.

Our goal is to store a look-up table LUTi for each task τi, such that the energy
consumption during runtime is minimized. The size of the memory available for
storing the look-up tables (and, implicitly the total number NL of table entries) is
given as a constraint.

5.4 Offline Algorithm: Overall Approach

Quasi-static voltage scaling aims to reduce the online overhead required to com-
pute voltage settings by splitting the voltage scaling process into two phases. That
is, the voltage settings are prepared offline, and the stored voltage settings are used
online to adjust the voltage/frequency in accordance to the actual task execution
times.

The pseudo-code corresponding to the calculations performed offline is given
in Fig. 5.4. The algorithm requires the following input information. The scheduled
task set Π, defined in section 5.3. For the tasks τi ∈ Π, the expected (ENCi), the
worst-case (WNCi) and the best-case (BNCi) number of cycles, the effectively
switched capacitance (Ceffi) and the deadline Di. Furthermore, the total number
of look-up table entries NL is given. The algorithm returns the quasi-static scaling
table LUTi, for each task τi ∈ Π. This table includes ni (∑n

i=1 ni = NL) possible start
times tsi, j , j = 1..ni for each task τi, and the corresponding optimal settings for the
supply voltage Vdd and the operational frequency f.

Upon initialization, the algorithm computes the earliest and latest possible start
times as well as the latest finishing time for each task (lines 01–09). The earliest
start time ESTi is based on the situation in which all tasks would execute with their
best-case number of clock cycles at the highest voltage settings, i.e., the shortest
possible execution (lines 01–03). The latest start time LSTi is calculated as the
latest start time of task τi that allows to satisfy the deadlines for all the tasks τ j,
j ≥ i, executed with the worst-case number of clock cycles at the highest volt-
ages (lines 04–06). Similarly, we compute the latest finishing time of each task
(lines 07–09).

The algorithm proceeds by initializing the set of remaining tasks Πr with the set
of all tasks Π (line 10). In the following (lines 11–29), the voltage and frequency
settings for the start time intervals of each task are calculated. More detailed,
in line 12 and 13 the size of the interval [ESTi, LSTi] of possible start times is
computed and the interval counter j is initialized. The number of entry points ni
that are stored for each task (i.e., the number of possible start times considered)
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Algorithm: QUASI STATIC VS OFF-LINE

Input: - execution order of tasks τ ∈ Π
- for all tasks τi ∈ Π:

BNCi,ENCi,WNCi,Ce f fi,dli
- NL

Output: - Look up tables LUTi

01: for i = 1 to NT {
02: ESTi ← calc earliest start time
03: }//end for
04: for i = NT downto 1 {
05: LSTi ← calc latest start time
06: }//end for
07: for i = NT downto 1 {
08: LFTi ← calc latest finishing time
09: }//end for
10: Πr ← Π
11: for all τi ∈ Π { //ordered i=1..NT
12: Ii ← LISTi − EISTi
13: j ← 0
14: ni ← comp interpolation points(τi,LSTi,ESTi)
15: for (ts ←ESTi; ts ≤LSTi; ts ← ts + Ii/n) {
16: tsi ← ts
17: #if CONT VS

18: (Vddi,Vbsi,fi) ← cont volt scaling(Πr,tsi) //ENC based

19: LUTi[j] ← store QS lookup(tsi,Vddi,f)
20: #endif
21: #if DISC VS

22: (tendi,hi) ← disc volt scaling(Πr,tsi) //ENC based

23: LUTi[j] ← store QS lookup(tsi, tendi,h)
24: compute compat mode pairs();
25: #endif
26: j ← j + 1
27: }//end for

28: Πr ← Πr − τi
29: }//end for all

30: for all τi ∈ Π return LUTi

Figure 5.4: Pseudocode: Quasi-Static Offline Algorithm
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is calculated in line 14. This will be further discussed in Section 5.7. For all ni
possible start times ts in the start time interval of task τi (line 15), the task start
time tsi is set to the possible start time (line 16) and the corresponding optimal
voltage and frequency settings of τi are computed and stored in the LUT (lines 15-
27). For this computation, we use the algorithms presented in Chapter 3, modified
to incorporate the optimization for the expected case. Instead of optimizing the
energy consumption for the worst-case number of clock cycles, we calculate the
voltage levels such that the energy consumption is optimal in the case the tasks
execute their expected-case (which, in reality, happens with a higher probability).
However, since our approach targets hard real-time systems, we have to guarantee
the satisfaction of all deadlines even if tasks execute their worst-case number of
clock cycles. In accordance with the problem formulation from section 5.3, the
quasi-static algorithm performs the energy optimization and calculates the LUT
using continuous (lines 17–20) or discrete voltage scaling (lines 21–25). We will
explain both approaches in the following sections, together with their particular
online algorithms. The results of the (continuous or discrete) voltage scaling for
the current task τi, given the start time tsi , are stored in the LUT. The for-loop
(line 15–27) is repeated for all ni possible start times of task τi. The algorithm
returns the quasi-static scaling table LUTi for all tasks τi ∈ Π.

5.5 Voltage Scaling with Continuous Voltage Levels

5.5.1 Offline Algorithm

In this section, we will present the continuous voltage scaling algorithm used in
Fig. 5.4, line 18. The problem can be formulated as a convex nonlinear optimiza-
tion as follows: Minimize

|Πr |
∑
k=i

(
ENCk ·Ce f fk ·V 2

ddk︸ ︷︷ ︸
Edynk

+Lg(K3 ·Vddk · eK4·Vddk · eK5·Vbsk + IJu · |Vbsk |) · tk︸ ︷︷ ︸
Eleakk

)
(5.1)

subject to:
si ≥ tsi (5.2)

tk =

⎧⎨
⎩

WNCk · (K6·Ld ·Vddk )
((1+K1)·Vddk +K2·Vbsk−Vth1 )α if k = i

ENCk · (K6·Ld ·Vddk )
((1+K1)·Vddk +K2·Vbsk−Vth1 )α ∀τk ∈ Πr k �= i

(5.3)
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sk + tk ≤ sk+1 ∀ τk,k = 1..(|Πr|−1) (5.4)
sk + tk ≤ dlk ∀ τk ∈ Πr that have a deadline (5.5)
si + ti ≤ LFTi τi is the first task in Πr (5.6)

sk ≥ 0 ∀ τk ∈ Πr (5.7)

Vddmin ≤Vddk ≤Vddmax and Vbsmin ≤Vddk ≤Vbsmax ∀ τk ∈ Πr (5.8)

The variables that need to be optimized in this formulation are the task execution
times tk, the task start times sk as well as the voltages Vddk and Vbsk . The start time
of the current task has to match the start time assumed for the currently calculated
LUT entry, Eq. 5.2. The whole formulation can be explained as follows. The total
energy consumption, which is the combination of dynamic and leakage energy, has
to be minimized. As we aim the energy optimization in the most likely case, the
expected number of clock cycles ENCk is used in the objective. The minimization
has to comply to the following relations and constraints. The task execution time
has to be equivalent to the number of clock cycles of the task multiplied by the
circuit delay for a particular Vddk and Vbsk setting, as expressed by Eq. 5.3. In order
to guarantee that the current task τi ends before the deadline, its execution time ti is
calculated using the worst-case number of cycles WNCi. Please remember from the
computation of the latest finishing time (LFT), that if task τi finishes its execution
before LFTi, then the rest of the tasks are guaranteed to meet their deadlines even
in the worst case. This condition is enforced by Eq. 5.6.

As opposed to the current task τi, for the remaining τk ∈ Πr,k �= i, the expected
number of clock cycles ENCk is used when calculating their execution time in
Eq. 5.3. This is important for a distribution of the slack that minimizes the energy
consumption in the expected case. Please note that this is possible because after
performing the voltage selection algorithm, only the results for the current task are
stored in the LUT. The settings calculated for the rest of the tasks are discarded.

The rest of the nonlinear formulation is similar to the one presented in Chap-
ter 3, section 3.6.1 for solving the continuous voltage selection without overheads.
Eq. 5.4 expresses the task execution order, while deadlines are enforced in Eq. 5.5.

5.5.2 Online Algorithm

Having prepared, for all tasks of the system, a set of possible voltage and frequency
settings depending on the task start time, we outline next how this information is
used online to compute the voltage and frequency settings for the effective (i.e.,
actual) start time of a task. Fig. 5.5 gives the pseudocode of the online algorithm.
This algorithm is called each time, after a task finishes its execution, in order to
calculate the voltage settings for the next task τn. The input consists of the task
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Algorithm: QUASI STATIC VS ONLINE CONTINUOUS

Input: - start time tsn of next task τn
- Quasi-Static Scaling Table LUTn
- number of start time interval steps LUT SIZEn
- latest finishing time LFTn of task τn

Output: - frequency and voltage settings for task τn

01: (x,y) ← calc st interval(LUTn,tsn)
02: fn ← inter freq(LUTn,x,y,tsn)
03: Vddn ← inter Vdd(LUTn,x,y,tsn)
04: if tsn +WNCn/ fn > LFTn {
05: fn ← fy
06: Vddn ← Vddy
07: }
08: Vbsn ← calc Vbs(fn,Vddn)
09: return (fn,Vddn,Vbsn)

Figure 5.5: Pseudocode: Continuous Online Algorithm

start time tsn , the quasi-static scaling table LUTn, and the number of interval steps
LUT SIZEn. As output, the algorithm returns the frequency fn and voltage settings
Vddn and Vbsn for the next task, τn. In the first step, the algorithm calculates the
two entries x and y from the quasi-static scaling table LUTn that contain the start
times which surround the actual time tsn (line 01). According to the identified en-
tries, the frequency setting fn for the execution of task τn is linearly interpolated
using the two frequency settings from the quasi-static scaling table LUTn[x] and
LUTn[y] (line 02). Similarly, in step 03 the supply voltage Vddn is linearly inter-
polated from the two surrounding voltage entries in LUTn.

As will be shown in Appendix D, task frequency, considered as a function of
the start time, is piecewise convex. This means that any frequency, calculated by
linear interpolating two frequencies from the look-up table that are situated on a
convex region, is safe. However, if the frequencies from LUTn[x] and LUTn[y] are
not on a convex region, no guarantees regarding the resulting real-time behavior
can be made. It is not possible to calculate the start times that bound the convex
regions of each task frequency. The online algorithm handles this issue in line
04. If, assuming the task executes the worst-case number of clock cycles, uses
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the interpolated frequency and exceeds its latest finishing time, the frequency and
supply voltage are set to the ones from LUTn[y] (line 05–06). This guarantees
the correct real-time execution, since the frequency from LUTn[y] was calculated
assuming a start time higher than the actual one.

As mentioned in Section 5.4, we do not directly interpolate the setting for the
body-bias voltage Vbsn, due to the nonlinear relation between frequency, supply
voltage, and body-bias voltage. That is, interpolating Vdd and Vbs at the same time,
can result in an operational frequency that does not match the actually needed
frequency—resulting in possible deadline violations. Therefore, we calculate the
body-bias voltage directly from the interpolated frequency and supply voltage val-
ues, using Eq. 3.3 (line 08). The algorithm returns the settings for the frequency,
supply and body-bias voltage (line 09). It is worthwhile to mention that all steps
that are necessary to perform the online calculation are computed in constant time,
i.e., the time complexity of the quasi-static online algorithm is O(1).

The quality of this algorithm depends directly on the number of intermediate
start times used. This aspect will be discussed in section 5.7. It is interesting to
note that even though it cannot be formally demonstrated, the number of convex
regions is reduced and, thus, in most cases the frequency and supply voltage are
calculated using the linear interpolation. More details are given in Appendix D.

In section 5.5, we have presented the offline and online phases of the quasi-
static algorithm, under the assumption that the processor is able to scale its fre-
quency and voltages in continuous ranges. We outline in the next section the cor-
responding discrete algorithms.

5.6 Voltage Scaling Algorithm with Discrete Voltage

Levels

We consider that processors can run in different modes m ∈ M . Each mode m
is characterized by a voltage pair (Vddm ,Vbsm) that determines the operational fre-
quency fm, the normalized dynamic power Pdnomm , and the leakage power dissipa-
tion Pleakm . The frequency and the leakage power are given by Eqs. 3.3 and 3.2,
respectively. The normalized dynamic power is given by Pdnomm = fm ·V 2

ddm
. Ac-

cordingly, the dynamic power of a task τk operating in mode m is computed as
Ce f fk ·Pdnomm . Similar to the previous section, we discuss first the offline calcula-
tion of the LUTs, followed by the outline of the online algorithm.
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5.6.1 Offline Algorithm

We present the voltage scaling algorithm used in Fig. 5.4, line 22. The problem is
formulated using integer linear programming as follows:

Minimize
|Πr |
∑
k=1

∑
m∈M

(
Ce f fk ·Pdnomm · tk,m +Pleakm · tk,m

)
(5.9)

Subject to:
si ≥ tsi (5.10)

ck,m = tk,m · fm ∀τk ∈ Πr,m ∈ M (5.11)

∑
m∈M

ck,m =
{

WNCk if k = i
ENCk if k �= i (5.12)

sk + ∑
m∈M

tk,m ≤ dlk ∀ τk ∈ Πr that have a deadline (5.13)

sk + ∑
m∈M

tk,m ≤ sk+1 ∀ τk,k = 1..(|Πr|−1) (5.14)

si + ∑
m∈M

ti,m ≤ LFTi τi is the current task (5.15)

sk ≥ 0 , tk,m ≥ 0 and ck,m is integer ∀ τk ∈ Πr (5.16)

The task execution time tk,m and the number of clock cycles ck,m spent within a
mode are the variables in the MILP formulation. The number of clock cycles has
to be an integer and hence ck,m is restricted to the integer domain (Eq.5.16). The
total energy consumption to be minimized, expressed by the objective in Eq. 5.9, is
given by two sums. The inner sum indicates the energy dissipated by an individual
task τk, depending on the time tk,m spent in each mode m. While the outer sum adds
up the energy of all tasks. Similar to the continuous algorithm from section 5.5.1,
the expected number of clock cycles is used for each task in the objective function.

The start time of the current task has to match the start time assumed for the
currently calculated LUT entry, Eq. 5.10. The relation between execution time and
number of clock cycles is expressed in Eq. 5.11. For similar reasons as in section
5.5.1, the worst-case number of clock cycles WNCi is used for the current task τi.
For the remaining tasks, the execution time is calculated based on the expected
number of clock cycles ENCk. In order to guarantee that the deadlines are met in
the worst case, Eq. 5.15 forces task τi to complete in the worst case before its latest
finishing time, LFTi.
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Similar to the continuous formulation from section 5.5.1, Eq. 5.13 and Eq. 5.14
are needed for distributing the slack according to the expected case.

As shown in Chapter 3, the discrete voltage scaling problem is NP hard. Thus,
performing the exact calculation inside an optimization loop as in Fig. 5.4 is not
feasible in practice. If the restriction of the number the clock cycles to the integer
domain is relaxed, the problem can be solved efficiently in polynomial time using
linear programming. The difference in energy between the optimal solution and
the relaxed problem is below 1%. This is due to the fact that the number of clock
cycles is large and thus the energy differences caused by rounding a clock cycle for
each task are very small.

Using this linear programming formulation, we compute offline for each task
τi, the number of clock cycles to be executed in each mode and the resulting end
time, given several possible start times.

At this point it is interesting to make the following observations.
For each task, if the variables ck,i are not restricted to the integer domain, af-

ter performing the optimal voltage selection computation, the resulting number of
clock cycles assigned to a task is different of zero for at most two of the modes.
The demonstration is given in Appendix E. This property will be used by the online
algorithm outlined in the next section.

Moreover, for each task, a table of so called compatible modes can be derived
offline. Given a mode mh, there exists, independently of the available execution
time for that task, one single mode ml with fl ≤ fh such that the energy obtained
using the pair (mh, ml) is lower than the energy achievable using any other mode
m j ( j �= l, f j < fh) paired with mh.

Let us denote with ek,i the energy consumed per clock cycle by task τk running
in mode mi. If the modes mh and ml are compatible, with fl ≤ fh, we have shown
in Appendix E that the following holds:

ek,l · ( 1
f j
− 1

fh
)− ek, j · ( 1

fl
− 1

fh
) < ek,h(

1
f j
− 1

fl
),∀ j = 1..|M | (5.17)

It is interesting to note that Eq.5.17 and consequently the pair of compatible modes
depend only on the task power profile and the frequencies that are available on the
processor. To conclude the description of the discrete offline algorithm, in addition
to the look-up table calculation, the table compatible modes is also computed of-
fline (Fig. 5.4, line 24), for each task. The computation is based on Eq. 5.17. The
pseudocode for this algorithm is given in Appendix E.
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Figure 5.6: Look-up tables with discrete modes

5.6.2 Online Algorithm

We present in this section the algorithm that is used online to select the discrete
modes and their associated number of clock cycles for the next task τn, based on
the actual start time and precomputed values from the look-up table LUTn.

In section 5.5.2, for the continuous voltages case, every LUT entry contains
the frequency calculated by the voltage scaling algorithm. At runtime, a linear
interpolation of the two consecutive LUT entries with start times surrounding the
actual start time of the next task, is used to calculate the new frequency. As opposed
to the continuous calculation, in the discrete case, a task can be executed using
several frequencies. This makes the interpolation difficult.

Let us assume, for example, a LUT like the one illustrated in Fig.5.3(a), and a
start time of 1.53 for the next task. The look-up table stores for several possible
start times, the number of clock cycles associated to each execution mode. Follow-
ing the same approach as in the continuous case, based on the actual start time, the
number of clock cycles for each performance mode should be interpolated using
the entries with start times at 1.52 and 1.54. However, such a linear interpolation
cannot guarantee the correct hard real-time execution. In order to guarantee the
correct timing, among the two surrounding entries, the one with a higher start time
has to be used. For our example, if the actual start time is 1.53, the LUT entry with
start time 1.54 should be used. The drawback of this approach, as will be shown by
the experimental results in Section 5.9, is the fact that a slack of 1.54−1.53 = 0.01
time units cannot be exploited by the next task. We present in the following an al-
gorithm that does not have this drawback, and at the same time, needs a smaller
memory for storing the look-up tables.

Let us consider that the LUT stores the possible start times and their corre-
sponding end times, as well as the mode with the highest frequency, as illustrated
in Fig 5.6(b). Moreover, for each task, the table of compatible modes is also calcu-
lated offline. The online algorithm is outlined in Fig. 5.7. The input consists of the
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Algorithm: QUASI STATIC VS ONLINE DISC

Input: - start time tsi of current task τi
- Quasi-Static Scaling Table LUTi
- number of start time interval steps n

Output: - active modes l and h the corresponding
number of clock cycles cl and ch for τi

01: (x,y) ← calc st interval(LUTn,tsn)
02: tendi ← maximum(tendx , tendy)
03: min=∞
04: texe = tendi − tsti
05: for j = hy downto hx {
06: if WNCi

f j
≥ texe break;

07: c=compatible mode[j];
08: (ncc, nc j)=compute number of cycles(c,j);
09: e=compute task energy(ncc,nc j,c, j);
10: if (e<min) {
11: min=e; l=c; h=j; ncl = ncc; nch = nc j;
12: }
13: }
14: return (l, h, ncl, nch);

Figure 5.7: Pseudocode: Discrete Online Algorithm

task actual start time tsi , the quasi-static scaling table LUTi, the table with the com-
patible modes and the number of interval steps in. As output, the algorithm returns
the number of clock cycles to be executed in each mode. In line 01, similar to the
continuous online algorithm presented in section 5.5.2, we must find the LUT en-
tries x and y surrounding the actual start time. In the next step, using the end time
values from the lines x and y, together with the actual start time, we must calculate
the end time of the task (line 02). In the continuous online algorithm from section
5.5.2, the two consecutive entries x and y are interpolated, and, mathematically, it
can be demonstrated that the interpolation is safe from the real-time perspective.
However, in case of the discrete online algorithm presented in this section, the in-
terpolation of the end times is not safe. The reason is that, as opposed to section
5.5.2, the functions expressing the task execution time and energy are no longer
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continuous. Thus, the algorithm selects as the end time for the next task the max-
imum between the end times from the LUT entries x and y. In this way, the hard
real-time behavior is guaranteed.

At this point, given the actual start and the end time, we must determine the
two active modes and the number of clock cycles to be executed in each. This
is done in lines 05–13. From the LUT, the upper and the lower bound hy and hx
of the higher execution mode are extracted. Using the table of compatible modes
calculated offline, for each possible pair having the higher mode in the interval
[hx,hy], the number of cycles in each mode and the resulting energy consumption
are calculated (line 07-09). The pair that provides the lowest energy is selected
(lines 10-12). The algorithm finishes either when all the modes in the interval
[hx,hy] have been inspected, or, when, during the for loop, a mode mi that cannot
satisfy the timing requirements is encountered (line 06).

The complexity of the online algorithm increases linearly with the number of
available performance modes |M |. It is important to note that real processors have
only a reduced set of modes. Furthermore, due to the fact that we use consecutive
entries from the look-up table, the difference hy−hx will be even smaller (typically
0, 1), leading to a low online overhead.

5.6.3 Consideration of the Mode Transition Overheads

As shown in Chapter 3, it is important to carefully consider the overheads resulted
due to the transition between different execution modes. We have presented in
Chapter 3 optimal algorithms as well as a heuristic that address this issue, as-
suming an offline optimization for the worst-case. The consideration of the mode
switching overheads is particularly interesting in the context of the expected case
optimization presented in this chapter. Furthermore, since the actual modes that
are used by the tasks are only known at runtime, the online algorithm has to be
aware of the switching overheads. We have shown in section 5.6.1 that at most two
modes are used during the execution of a task. The overhead aware optimization
has to decide, in which order to use these modes. Intuitively, starting a task in a
mode with a lower frequency can potentially lead to a better energy consumption
than starting with a higher frequency. This is the key difference between an opti-
mization that is aware of early completion times and a worst-case optimization. Of
course, it is not always better to start with the lower mode. We will deal with this
issue in the following.

Let us consider the example shown in Fig. 5.8. Task τ1 is running in mode m1.
The voltage scaling algorithm has assigned x clock cycles of τ2 to mode m3 and y
clock cycles to mode m2. τ2 executes the expected case ENC2 cycles. The over-
head implied by a transition between mode i and j is εi, j. The energy consumed per
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Figure 5.8: Mode Transition Overheads

clock cycle in mode i by task τ2 is denoted as ei. If we examine the schedules pre-
sented in Fig. 5.8(a) and (b), we notice that in the first case, the energy overhead is
ε1,3 +ε3,2 versus ε1,2 +ε2,3 for the second schedule. We denote the energy resulted
from the schedule in Fig. 5.8(a) and (b) by Ea and Eb, respectively. Depending on
the relation between ENC2, x and y we can distinguish four possible scenarios:

1) x ≥ ENC2, y ≥ ENC2
In this case, it is expected that only one mode will be used at runtime, since in

both execution modes m2 and m3 we have a number of clock cycles higher than the
expected one.

Ea = ε1,3 +ENC2 · e3 (5.18)
Eb = ε12 +ENC2 · e2 (5.19)

In this case, it is more energy efficient to begin the execution of τ2 in mode m3

(Ea ≤ Eb), if ENC2 ≥ ε1,3−ε1,2
e2−e3

.

2) x ≤ ENC2, y ≤ ENC2
As opposed to the previous case when only one mode is used online, in this case

it is expected that two modes will be used at runtime. The energy consumption in
each alternative is:

Ea = ε1,3 + e3 ·ENC2 (5.20)
Eb = ε1,2 + e2 ·ENC2 (5.21)

Thus, it is more energy efficient to begin the execution of τ2 in mode m3 if ax +
y+ENC2 ≥ ε1,3+ε3,2−ε1,2−ε2,3

e2−e3
.
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3) x ≥ ENC2, y ≤ ENC2

Ea = ε1,3 +ENC2 · e3 (5.22)
Eb = ε12 + y · e2 + ε2,3 +(ENC2 − y) · e3 (5.23)

It is more energy efficient to begin the execution of τ2 in mode m3 if y≥ ε1,3−ε1,2−ε2,3
e2−e3

.

4) x ≤ ENC2, y ≥ ENC2 Similar to the previous case, if x ≥ ε1,3−ε1,2+ε2,3
e2−e3

, it is
better to start τ2 in mode m3.

The four possible scenarios identified before are included at the end of the
online algorithm in Fig. 5.7.

5.7 Calculation of the Look-Up Table Sizes

In this section we address the problem of how many entries to assign to each LUT
under a given memory constraint, such that the resulting entries yield high energy
savings. As we have mentioned before, the number of entries in the LUT of each
task has an influence on the solution quality, i.e., the energy consumption. This is
due to the fact that the frequency and voltage approximations in the online algo-
rithm become more accurate as the number of points increases.

A simple approach to distribute the memory among the LUTs is to allocate
the same number of entries for each LUT. However, due to the fact that different
tasks have different start time interval sizes and nominal energy consumptions,
the memory should be distributed using a more effective scheme (i.e. reserving
more memory for critical tasks). In the following we will introduce a heuristic
approach to solve the LUT size problem. The two main parameters that determine
the criticality (in the sense that it should be allocated more entries in the LUT) of
a task τi are the size of the interval of possible start times (LSTi −ESTi) and the
nominal expected energy consumption (Ei). The expected energy consumption of
a task Ei is the energy consumed by that task when executing the expected number
of clock cycles (ENCi) at the nominal voltages. Consequently, in order to allocate
the ni look-up table entries for each tasks, we use the following formula:

ni = NL · Ei · (LSTi −ESTi)
∑NT

i=1 Ei · (LSTi −ESTi)
(5.24)
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Figure 5.9: Multiprocessor system architecture
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5.8 Quasi-Static Voltage Scaling for Multiprocessor

Systems

In this section we address the online voltage scaling problem for multiprocessor
systems. We consider that the mapping of the tasks on the processors and the
schedule are given. Similar to the single processor problem, the aim is to reduce the
energy consumption by exploiting dynamic slack resulted from tasks that require
less execution cycles than in their worst-case. For efficiency reasons, the same
quasi-static approach, based on storing a look-up table LUTi for each task τi, is
used.

The hardware architecture is depicted in Fig. 5.9, assuming, for example, a sys-
tem with two processors. Please note that each processor has a dedicated memory
that stores the instructions and data for the tasks mapped on it, and, their look-up
tables. The dedicated memories are connected to the corresponding processor via a
local bus. The shared memory, connected to the system bus, is for synchronization
and it records, for each task, wheather or not it has completed the execution. When
a task ends, it marks the corresponding entry in the shared memory. This informa-
tion is used by the scheduler, invoked when a task finishes, on the processor where
the finished task is mapped. The scheduler has to decide when to start and which
performance modes to assign to the next task on that processor. The next task,
determined by an offline schedule, can start only when its predecessors, from all
the other processors, have finished. The performance modes are calculated using
the look-up tables.

The quasi-static algorithms presented in section 5.5 and 5.6 were designed for
systems with a single processor. Nevertheless, they can also be used in the case of
multiprocessor systems, with a few modifications:

1) Continuous approach

In the offline algorithm from Section 5.5.1, Eq. 5.4 that captures the precedence
constraints between tasks, has to be replaced by:

sk + tk ≤ sl ∀(k, l) ∈ E (5.25)

Please remember from Chapter 3 that E is the set of all edges in the extended task
graph (precedence constrains and scheduling dependencies).

2) Discrete approach

In the offline algorithm from Section 5.6.1, Eq. 5.14 that captures the prece-
dence constraints, has to be replaced by:

sk + ∑
m∈M

tk,m ≤ sl ∀(k, l) ∈ E (5.26)
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Both online algorithms described in Sections 5.5.2 and 5.6.2 can be used with-
out modifications.

At this point, it is interesting to note that the correct real-time behavior is guar-
anteed even in the case of a multiprocessor system. The key is the fact that all
the tasks, no matter when they are started, will complete before or at their latest
finishing time.

5.9 Experimental Results

We have conducted several experiments using numerous generated benchmarks as
well as a real-life application, in order to demonstrate the applicability of the pro-
posed approach. The processor parameters have been adopted from [MFMB02].

The first set of experiments was conducted in order to investigate the quality
of the results provided by different online voltage selection techniques in the case
when their actual run-time overhead is ignored. In Fig. 5.10(a) we show the results
obtained with the following five different approaches:

1) the ideal online voltage selection approach (the scheduler that calculates the
optimal voltage selection with no overhead).

2) the quasi-static voltage selection technique proposed in this chapter in Sec-
tion 5.5.

3) the greedy heuristic proposed in [AMMMA01].
4) the task splitting heuristic proposed in [ZM04].
5) the ideal online voltage scaling algorithm for WNC proposed in [YDS95].
Originally, approaches given in [AMMMA01, ZM04, YDS95] perform DVS

only. However, for comparison fairness, we have extended these algorithms to-
wards combined supply and body-bias scaling. The results of all five techniques
are given as the percentage deviation from the results produced by a hypothetical
voltage scaling algorithm that would know in advance the exact number of clock
cycles executed by each task. Of course such an approach is practically impos-
sible. Nevertheless, we use this theoretical lower limit as baseline for the com-
parison. During the experiments, we varied the ratio of actual number of clock
cycles (ANC) and worst case number of clock cycles (WNC) from 0.1 to 1 with a
step width of 0.1. For each step, 1000 randomly generated task graphs were eval-
uated, resulting in a total of 10000 evaluations for each plot. As mentioned earlier,
for this first experiment we ignored the computational overheads of all the inves-
tigated approaches, i.e., we assumed that the voltage scaling requires zero time.
Furthermore, the actual number of clock cycles (ANC) are set based on a normal
distribution using the expected number of cycles (ENC) as the mean value. Ob-
serving Fig. 5.10(a) leads to the following interesting conclusions. Firstly, if the



124 CH. 5. QUASI-STATIC VOLTAGE SELECTION

(a) Scaling for the expected−case execution time

Greedy
Task−splitting

Ideal on−line for ENC

Ideal on−line for WNC

Quasi−static }proposed

(assuming zero overhead)

(b) Influence of the online overhead on

Quasi−static

Greedy

Task−splitting

Applic. 1
Applic. 2

different online VS approaches

 0

 10

 20

 30

 40

 50

 60

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
ANC/WNC

D
if

fe
re

nc
e 

to
 th

eo
re

tic
al

 li
m

it 
(%

)
D

if
fe

re
nc

e 
to

 th
eo

re
tic

al
 li

m
it 

(%
)

ANC/WNC

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

Figure 5.10: Experimental results: online voltage scaling

actual number of cycles (ANC) corresponds to the worst-case number (WNC), all
voltage selection techniques approach the theoretical limit. In other words, if the
application has been scaled for the WNC and all task execute with WNC, then all
online techniques perform equally well. This, however, changes if the ANC differs
from the WNC, which is always the case in practice. For instance, in the case that
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Figure 5.11: Experimental results: online voltage scaling

the ratio between ANC and WNC is 0.1, we can observe that ideal online voltage
selection is 25% off the theoretical limit. On the other hand, the technique de-
scribed in [YDS95] is 60% worse than the theoretical limit. The approaches based
on the methods proposed in [AMMMA01, ZM04] yield results that are 42% and
45% below the theoretical optimum. Another interesting observation is the fact that
the ideal online scaling and our proposed quasi-static technique produce results of
the same high quality. Of course, the quality of the quasi-static voltage selection
depends on the number of entries that are stored in the look-up tables (LUTs). Due
to the importance of this influence, we have devoted a supplementary experiment
to demonstrate how the number of entries affects the voltage selection quality. In
the experiment illustrated in Fig. 5.10(a) and (b) the total number of entries was
set to 4000, which was sufficient to achieve results that differed with less then
0.5% from the ideal online scaling for task graphs with up to 100 nodes. In sum-
mary, Fig. 5.10(a) demonstrates the high quality of the voltage settings produced
by the quasi-static approach, which are very close of those produced by the ideal
algorithm and substantially better than the values produced by any other proposed
approach.

In order to evaluate the global quality of the different voltage selection ap-
proaches (taking into consideration the online overheads), we conducted two sets
of experiments (Fig. 5.10(b) and Fig. 5.10(c)). In Fig. 5.10(b) we have compared
our quasi-static algorithm with the approaches proposed in [AMMMA01, ZM04].
The influence of the overheads is tightly linked with the size of the applications.
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Therefore, we use two sets of applications (Applic. 1 and Applic. 2) of differ-
ent sizes. Applic. 1 has the size comparable to that of the MPEG encoder and
Applic. 2 has a size similar to the GSM codec. As we can observe, the proposed
quasi-static voltage scaling achieves considerably higher savings than the other two
approaches. Although all three approaches illustrated in Fig. 5.10(b) have constant
online complexity (O(1)), the overhead of the quasi-static approach is considerably
lower. At the same time, as shown in Fig. 5.10(a), the quality of settings produced
by QSVS is much higher.

In Fig. 5.11 we have compared our quasi-static approach with a hypothetical
”best possible” dynamic voltage scaling algorithm. Such a hypothetical algorithm
would produce the optimal voltage settings with a linear overhead similar to that of
the heuristic proposed in [Gru02] (see Tab. 2). Please note that such an algorithm
has not been proposed since all known optimal solutions incur a higher complexity
than the one in [Gru02]. We evaluated 10000 randomly generated task graphs. In
this particular experiment we set the size of the task graphs similar to the MPEG
encoder. We considered two cases: the hypothetical online algorithm is executed
with the overhead from [Gru02] for Vdd-only and with the overhead that would
result if the algorithm is rewritten for the combined (Vdd , Vbs) scaling. Please note
that in both of the above cases we consider that the hypothetical algorithm performs
Vdd as well as Vbs scaling. As we can see, the quasi-static algorithm is superior by
up to 10% even to the hypothetical algorithm with the lower Vdd-only overhead,
while in the case which is still optimistic but closer to reality of the higher (Vdd , Vbs)
overhead the superiority of the quasi-static approach is up to 30%. Overall these
experiments demonstrate that the quasi-static solution is superior to any proposed
and foreseeable dynamic voltage scaling approach.

The next set of experiments was conducted in order to demonstrate the influ-
ence of the memory size used for the look-up tables on the possible energy savings
with the quasi-static voltage scaling. For this experiment we have used three sets of
tasks graphs with 20, 50, and 100 tasks, respectively. Fig. 5.12 shows the percent-
age deviation of energy savings with respect to an ideal online voltage selection
as a function of the memory size. For example, in order to obtain a deviation be-
low 0.5%, a memory of 40kB is needed for systems consisting of 100 tasks. For
the same quality, 20 and 8kB are needed for 50 and 20 tasks, respectively. It is
interesting to observe that with a small penalty in the energy savings, the required
memory decreases almost by half. For instance, for 100 tasks, the quasi-static al-
gorithm achieves 2% deviation relative to the ideal algorithm with a memory of
only 24kB. It is important to note, that in all the performed experiments we have
taken into consideration the energy overhead due to the memories. This overheads
have been calculated based on the energy values reported in [HAM+03, MMP03]
in the case of SRAM memories.
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Figure 5.12: Experimental results: influence of LUT sizes

In the experiments presented until now, we have used the quasi-static algorithm
based on continuous voltage selection. Another set of experiments was performed
in order to evaluate the approach based on discrete voltages, presented in section
5.6. We have used taskgraphs with 50 tasks and a processor with 4 discrete modes.
The 4 voltage pairs ((Vdd ,Vbs)) are: (1.8V,0V), (1.4V,-0.3V), (1.0V, -0.6V), (0.6V,
-1.0V). The processor parameters have been adopted from [MFMB02]. The re-
sults are shown in Fig. 5.13. During this set of experiments, we have compared
the energy savings achievable by two discrete quasi-static approaches. In the first
approach, the LUT stores for each possible start time, the number of clock cycles
associated to each mode. Online, the first LUT entry that has the start time higher
than the actual one is selected. This approach, corresponding to the first alternative
proposed in Section 5.6.2, is denoted in Fig. 5.13 with LUT Y. The second ap-
proach uses the online algorithm presented in Fig. 5.7, and is denoted in Fig. 5.13
with LUT XY. During the experiments, we varied the ratio of actual number of
clock cycles (ANC) to the worst-case number of clock cycles (WNC) from 0.1 to
1, with a step width of 0.1. For each step, 1000 randomly generated task graphs
were evaluated. As indicated in the figure, we present the deviation from the the-
oretical limit for the two approaches, assuming two different look-up table sizes:
8kB and 24 kB. Clearly, the savings achieved by both approaches depend on the
size of the LUTs. We notice in Fig. 5.7 that the size of LUT has a much bigger in-
fluence in case of LUT X than in case of LUT XY. This is no surprise, since when
LUT X is used a certain amount of slack proportional with the distance between
the LUT entries is not exploited. For a LUT size of 8kB, LUT XY produces energy
savings which can be 40% better than those produced with LUT Y.



128 CH. 5. QUASI-STATIC VOLTAGE SELECTION

ANC/WNC

D
if

fe
re

nc
e 

to
 th

e 
th

eo
re

tic
al

 li
m

it 
(%

)

 0

10

20

30

40

50

60

70

80

90

100

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

LUT_SIZE=8KB

LUT_SIZE=24KB

LUT_XY

LUT_Y

Figure 5.13: Experimental results: discrete voltage scaling

The efficiency of the multiprocessor quasi-static algorithm is investigated dur-
ing the next set of experiments. We assumed an architecture composed of three
processors, 50 tasks and a total LUT size of 24kB. The results are summarized
in Fig. 5.13 and show the deviation from the theoretical limit of the discrete ap-
proach, considering several ratios of actual (ANC) to worst-case number of clock
cycles (WNC). We can see that the trend does not change, compared to the single
processor case. For example, for a ratio of 0.5 (the tasks execute half the worst-
case), the quasi-static is 22% away from the ideal. At the same ratio, for the single
processor case, the quasi-static approach was at 15% from the ideal algorithm. As
opposed to a single processor system, in the multiprocessor case, there are tasks
that are executed in parallel, potentially resulting in certain amount of slack that
cannot be used by the quasi-static algorithm.

In addition to the above given benchmark results, we have conducted exper-
iments on a real-life MPEG encoder. The MPEG encoder consists of 25 tasks

Approach E(μJ) Reduc. (%)
Nominal 1.63 –
Static VS 1.39 15
Greedy [AMMMA01] 0.55 67
Task Splitting [ZM04] 0.52 69
Quasi-static (cont.) 0.36 78
Quasi-static (disc.) 0.32 0.80

Table 5.3: Optimization results for the MPEG algorithm

and is considered to run on a MPC750 processor. Tab. 5.3 shows the resulting
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Figure 5.14: Experimental results: voltage scaling on multiprocessor systems

energy consumption obtained with different scaling approaches. The first line
gives the energy consumption of the MPEG encoder running at the nominal volt-
ages. Line two shows the result obtained with an optimal static voltage scaling
approach. The energy improvement in this case is approximately 15%. Lines 3-
4 show the improvements produced using the greedy online techniques proposed
in [AMMMA01, ZM04] which achieve reductions of 67% and 69%, respectively.
The next two rows present the results obtained by the continuous and the discrete
quasi-static algorithms. The continuous algorithm improves over the nominal con-
sumption by 78%, while the discrete one by 80%. The results confirm the high
quality of the solutions produced by the quasi-static scaling technique.
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Chapter 6

Predictable Implementation of

Real-Time Applications on
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Systems-on-Chip

Worst-case execution time (WCET) analysis and, in general, the predictability of
real-time applications implemented on multiprocessor systems has been addressed
only in very restrictive and particular contexts. One important aspect that makes
the analysis difficult is the estimation of the system’s communication behavior.
The traffic on the bus does not solely originate from data transfers due to data
dependencies between tasks, but is also affected by memory transfers as result of
cache misses. As opposed to the analysis performed for a single processor system,
where the cache miss penalty is constant, in a multiprocessor system each cache
miss has a variable penalty, depending on the bus contention. This affects the tasks’
WCET which, however, is needed in order to perform system scheduling. At the
same time, the WCET depends on the system schedule due to the bus interference.
In this context, we propose, an approach to worst-case execution time analysis and
system scheduling for real-time applications implemented on multiprocessor SoC
architectures.
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6.1 Introduction and Related Work

Embedded applications, running on highly parallel architectures are becoming more
and more sophisticated and, at the same time, will be used very often in applica-
tions for which predictability is very important. Classically, these are safety critical
applications such as automotive, medical or avionics systems. However, recently,
more and more applications in the multimedia and telecommunications area have
to provide guaranteed quality of service and, thus, require a high degree of worst-
case predictability [GDR05]. Such applications impose strict constraints not only
in terms of their logical functionality but also with concern to timing. The objective
of this chapter is to address, at the system-level, the specific issue of predictability
for embedded systems implemented on current and future multiprocessor archi-
tectures. Providing predictability, along the dimension of time, should be based
on scheduling analysis which, itself, assumes as an input the worst case execution
times (WCETs) of individual tasks [Kop97, PEPP06]. While WCET analysis has
been an investigation topic for already a long time, the basic driving force of this
research has been, and still is, to improve the tightness of the analysis and to incor-
porate more and more features of modern processor architectures. However, one of
the basic assumptions of this research is that WCETs are determined for each task
in isolation and then, in a separate step, task scheduling analysis takes the global
view of the system [TW04]. This approach is valid as long as the applications are
implemented either on single processor systems or on multiprocessor architectures
in which every processor has a dedicated, private access to an exclusively private
memory. Such an architecture was assumed in Chapters 3 and 5.

The main problems that researchers have tried to solve are (1) the identification
of the possible execution sequences inside a task and (2) the characterization of the
time needed to execute each individual action [PB00]. With advanced processor
architectures, effects due to caches, pipelines, and branch prediction have to be
considered in order to determine the execution time of individual actions. There
have been attempts to model both problems as a single ILP formulation [LMW96].
Other approaches combine abstract interpretation for cache and pipeline analysis
with ILP formulations for path analysis [TFW00], or even integrate simulation
into the WCET analysis flow [LS99, WSE02]. There have been attempts to build
modular WCET estimation frameworks where the particular subproblems are han-
dled separately [EES+03], while other approaches advocate a more integrated view
[HLTW03]. More recently, preemption related cache effects have also been taken
into consideration [RM05, SSE05].

The basic assumption in all this research is that, for WCET analysis, tasks can
be considered in isolation from each other and no effects produced by dependencies
or resource sharing have to be taken into consideration (with the very particular
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exception of some research results regarding cache effects due to task preemption
on monoprocessors, [SSE05]). This makes all the available results inapplicable to
modern multiprocessor systems in which, for example, due to the shared access to
sophisticated memory architectures, the individual WCETs of tasks are depending
on the global system schedule. This is pointed out as one major unsolved issue in
[TW04] where the current state of the art and future trends in timing predictability
are reviewed. The only solution for the above mentioned shortcomings is to take
out WCET analysis from its isolation and place it into the context of system level
analysis and optimization. In this chapter we present an approach in this direction.

A framework for system level task mapping and scheduling for a similar type
of platforms has been presented in Chapter 4. In order to avoid the problems re-
lated to the bus contention, a so called additive bus model has been used. This
assumes that task execution times will be stretched only marginally as an effect of
bus contention for memory accesses. Consequently, they simply neglect the effect
of bus contention on task execution times. The experiments performed by the au-
thors in [BGM+06] show that such a model can be applied with relatively good
approximations if the bus load is kept below 60%. There are two severe problems
with such an approach:

(1) In order for the additive model to be applicable, the bus utilization has to be
kept low.

(2) Even in the case of such a low bus utilization, no guarantees of any kind
regarding worst-case behavior can be provided.

The remainder of the chapter is organized as follows. Preliminaries regarding
the system and architecture model are given in Section 6.2. The proposed bus
access policies are presented in Section 6.3. Section 6.4 outlines the problem with
a motivational example and is followed in Section 6.5 by the description of our
proposed solution. Experimental results are given in Section 6.6.

6.2 System and Application Model

6.2.1 Hardware Architecture

In this chapter we consider multiprocessor system-on-chip architectures with a
shared communication infrastructure that connects processing elements to the mem-
ories, similar to the architecture used in Chapter 4. The processors are equipped
with instruction and data caches. Every processor is connected via the bus to a
private memory. All accesses from a certain processor to its private memory are
cached. A shared memory is used for inter-processor communication. The ac-
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Figure 6.1: System and task models

cesses to the shared memory are not cached. This is a typical, generic, setting for
new generation multiprocessors on chip, [KBP+06]. The shared communication
infrastructure is used both for private memory accesses by the individual proces-
sors (if the processors are cached, these accesses are performed only in the case of
cache misses) and for interprocessor communication (via the shared memory). An
example architecture is shown in Fig. 6.1(a).

6.2.2 Application Model

The functionality of the software applications is captured by task graphs, G(Π,Γ).
Nodes τ ∈ Π in these directed acyclic graphs represent computational tasks, while
edges γ ∈ Γ indicate data dependencies between these tasks (explicit communica-
tions). The computational tasks are annotated with deadlines dli that have to be
met at run-time. Before the execution of a data dependent task can begin, the input
data must be available. Tasks mapped to the same processor are communicating
through the cached private memory. These communications are handled similarly
to the memory accesses during task execution. The communication between tasks
mapped to different processors is done via the shared memory. Consequently, a
message exchanged via the shared memory assumes two explicit communications:
one for writing into the shared memory (by the sending task) and the other for read-
ing from the memory (by the receiving task). Explicit communication is modeled
in the task graph as two communication tasks, executed by the sending and the re-
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Figure 6.2: Bus Schedule Table (system with two CPUs)

ceiving processor, respectively as, for example, τ1w and τ2r in Fig. 6.1(c). During
the execution of a task, all the instructions and data are stored in the corresponding
private memory, so there will not be any shared memory accesses. The reads and
writes to and from the private memories are cached. Whenever a cache miss occurs,
the data has to be fetched from the memory and a cache line replaced. This results
in memory accesses via the bus during the execution of the tasks. We will refer
to these as implicit communication. This task model is illustrated in Fig. 6.1(b).
Previous approaches that are proposing system level scheduling and optimization
techniques for real-time applications only consider the explicit communication, ig-
noring the bus traffic due to the implicit communication [SIE06]. We will show
that this leads to incorrect results in the context of multiprocessor systems.

6.3 Bus Access Policy

In order to obtain a predictable system, which also assumes a predictable bus ac-
cess, we consider a TDMA-based bus sharing policy. Such a policy can be used
efficiently with the contemporary SoC buses, especially if QoS guarantees are re-
quired, [SLKK02, PDBR04, GDR05].

We introduce in the following the concept of bus schedule. The bus schedule
contains slots of a certain size, each with a start time, that are allocated to a proces-
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sor, as shown in Fig. 6.1(d). The bus schedule is stored as a table in a memory that
is directly connected to the bus arbiter. It is defined over one application period,
after which it is periodically repeated. An access from the arbiter to its local mem-
ory does not generate traffic on the system bus. The bus schedule is given as input
to the WCET analysis algorithm. At runtime, the bus arbiter is enforcing the bus
schedule, such that when a processor sends a bus request during a slot that belongs
to another processor, the arbiter will keep it waiting until the start of the next slot
that was assigned to it.

The bus schedule has a strong influence on the worst-case execution time. Ide-
ally, from the point of view of task execution times, we would like to have an irreg-
ular bus schedule, in which slot sequences and individual slot sizes are customized
according to the needs of currently active tasks.Such a schedule table is illustrated
in Fig. 6.2(a) for a system with two CPUs. This bus scheduling approach, denoted
as BSA 1, would offer the best task WCETs at the expense of a very complex bus
slot optimization algorithm and of a very large schedule table.

Alternatively, in order to reduce the controller complexity, the bus schedule is
divided in segments. Each segment is an interval in which the bus schedule follows
a regular pattern, in the form of TDMA rounds that are repeated throughout the
segment. A round is composed of bus slots with a certain size, each slot allocated
to a different processor. In Fig. 6.2(b) we illustrate a schedule consisting of two
bus segments with a size of 9 and 8 time units, respectively. In the first segment,
the TDMA round is repeated three times. The first slot in the round is assigned
to CPU1 and has a size of 1, the second slot, with size 2, belongs to CPU2. The
second segment consists of two rounds. The first slot (size 1) belongs to CPU2, the
second one (size 3) to CPU1. This bus scheduling approach is denoted BSA 2.

The approach presented in Fig. 6.2(c) and denoted BSA 3 further reduces the
memory needs for the bus controller. As opposed to BSA 2, in this case, all slots
inside a segment have the same size.

In the final approach, BSA 4, all the slots in the bus have the same size and
repeated according to a fix sequence.

6.4 Motivational Example

Let us assume a multiprocessor system, consisting of two processors CPU1 and
CPU2, connected via a bus. Task τ1 runs on CPU1 and τ2 on CPU2. The imposed
deadline is 63 time units. When τ2 finishes, it updates the shared memory during
the explicit communication E1. We have illustrated this situation in Fig. 6.3(a).
During the execution of the tasks τ1 and τ2, some of the memory accesses result
in cache misses and consequently the corresponding caches must be refilled. The



6.4 Motivational Example 139

time interval spent due to these accesses is indicated in Fig. 6.3 as M1,M3,M5 for
τ1 and M2, M4 for τ2. The memory accesses are executed by the implicit bus
transfers I1,I2,I3,I4 and I5. If we analyze the tasks using classical WCET analysis,
we conclude that τ1 will finish at time 57 and τ2 at 24. For this example, we have
assumed that the cache miss penalty is 6 time units. CPU2 is controlling the shared
memory update carried out by the explicit message E1 via the bus after the end of
task τ2.

A closer look at the execution pattern of the tasks reveals that the cache misses
may overlap in time. For example, the cache miss I1 and I2 are both happening at
time 0. Similar conflicts can occur between implicit and explicit communications
(for example I5 and E1). Since the bus cannot be accessed concurrently, a bus
arbiter will allow the processors to refill the cache in a certain order. An example of
a possible outcome is depicted in Fig. 6.3(b). The bus arbiter allows first the cache
miss I1, so after 6 time units needed to handle the miss, task τ1 can continue its
execution. After serving I1, the arbiter grants the bus to CPU2 in order to serve the
miss I2. Once the bus is granted, it takes 6 time units to refill the cache. However,
CPU2 was waiting 6 time units to get access to the bus. Thus, handling the cache
miss I2 took 12 time units, instead of 6. Another miss I3 occurs on CPU1 at time 9.
The bus is busy transferring I2 until time 12. So CPU1 will be waiting 3 time units
until it is granted the bus. Consequently, in order to refill the cache as a result of
the miss I3, task τ1 is delayed 9 time units instead of 6, until time 18. At time 17,
the task τ2 has a cache miss I4 and CPU2 waits 1 time unit until time 18 when it
is granted the bus. Compared with the execution time from Fig. 6.3(a), where an
ideal, constant, cache miss penalty is assumed, task τ2 finishes at time 31, instead
of time 24. Upon its end, τ2 starts immediately sending the explicit communication
message E1, since the bus is free at that time. In the meantime, τ1 is executing on
CPU1 and has a cache miss, I5 at time 36. The bus is granted to CPU1 only at
time 43, after E1 was sent, so τ1 can continue to execute at time 49 and finishes
its execution at time 67 causing a deadline violation. The example in Fig. 6.3(b)
shows that using worst-case execution time analysis algorithms that consider tasks
in isolation and ignore system level conflicts leads to incorrect results.

In Fig. 6.3(b) we have assumed that the bus is arbitrated using a simple First
Come First Served (FCFS) policy. In order to achieve worst-case predictability,
however, we use a TDMA bus scheduling approach, as outlined in Section 6.2.

Let us assume the bus schedule in Fig. 6.3(c). According to this schedule,
processor CPU1 is granted the bus at time 0 for 15 time units and at time 32 for 7
time units. Thus, the bus is available to task τ1 for each of its cache misses (M1,
M3, M5) at times 0, 9 and 33. Since these are the arrival times of the cache misses,
the execution of τ1 is not delayed and finishes at time 57, before its deadline. Task
τ2 is granted the bus at times 15 and 26 and finishes at time 39, resulting in a longer
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Figure 6.3: Schedule with various bus access policies

execution time than in the ideal case (time 24). The explicit communication E1 is
started at time 39 and completes at time 51.
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While the bus schedule in Fig. 6.3(c) is optimized according to the require-
ments from task τ1, the one in Fig. 6.3(d) eliminates all bus access delays for task
τ2. According to this bus schedule, while τ2 will finish earlier than in Fig. 6.3(c),
task τ1 will finish at time 84 and, thus, miss its deadline.

A fine grained bus schedule, such as in Fig. 6.3(c) and (d), potentially can
provide good worst-case execution times at the expense of a complex bus arbiter
that requires a very large memory for storing the schedule. We will show with
the next example that a simpler bus schedule, where the allocated slots follow a
certain pattern, leads to a very good compromise between arbiter complexity and
task delays. For example, in Fig. 6.3(e), the bus access is organized according to
the BSA 3 approach. We divide the period into two segments. The slots from
the first segment are assigned a size of 6 time units, while the slots in the second
segment have 12 units. For this particular example, the order is kept the same in
both segments, starting with CPU1. Following this bus schedule τ1 finishes latest
at time 60, τ2 at 31 and E1 at 60. A different BSA 3-based schedule, with the slot
size of 17 in the first segment and 12 in the second one is illustrated in Fig. 6.3(f).
Please note, that different BSA3-based bus schedules may lead to different worst-
case execution times. In Fig. 6.3(e), τ1 finishes at time 60 and τ2 at 31, while in
Fig. 6.3(f) τ1 finishes at 58 and τ2 at 41. It is crucial to choose, during the system
scheduling a BSA 3 bus schedule that favors the tasks on the critical path.

Fig. 6.3(g) illustrates the BSA2 approach. The bus schedule consists of two
segments. The first one starts at time 0 and ends at 32. The slot sizes are 15 time
units for CPU1 and 17 for CPU2. The second segment, starting at time 32 and
finishing at 51 has a slot of 7 units allocated to CPU1 and another slot of 12 units
for CPU2. If we compare the worst-case execution times obtained using BSA2
in Fig. 6.3(g), to the ones obtained using BSA3 in 6.3(e) and (f), we notice that
BSA2 performs better, since it allows for a better customization of the bus schedule
according to needs of the particular tasks.

The least flexible bus access policy, BSA4, is illustrated in Fig. 6.3(h). Here,
the same slot size and order is kept unchanged over the whole period. This alter-
native, potentially produces lower quality results, but it requires a controller with a
very small memory.

The examples presented in this section demonstrate two issues:
1) Ignoring bus conflicts due to implicit communication can lead to gross

subestimations of WCETs and, implicitly, to incorrect schedules.
2) The organization of the bus schedule has a great impact on the WCET of

tasks. A good bus schedule does not necessarily minimize the WCET of a certain
task, but has to be fixed considering also the global system deadlines.
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Figure 6.4: Overall Approach

6.5 Analysis, Scheduling and Optimization Flow

We consider as input the application task graph capturing the dependencies be-
tween the tasks and the target hardware platform. Each task has associated the
corresponding code and potentially a deadline that has to be met at runtime. As a
first stage, mapping of the tasks to processors is performed. Traditionally, after the
mapping is done, the WCET of the tasks can be determined and is considered to
be constant and known. However, as mentioned before, the basic problem is that
memory access times are, in principle, unpredictable in the context of the poten-
tial bus conflicts between the processors that run in parallel. These conflicts (and
implicitly the WCETs), however, depend on the global system schedule. System
scheduling, on the other side, traditionally assumes that WCETs of the tasks are
fixed and given as input. This cyclic dependency is not just a technical detail or in-
convenience, but a fundamental issue with large implications and which invalidates
one of the basic assumptions that support current state of the art. In order to solve
this issue, we propose a strategy that is based on the following basic decisions:

1) We consider a TDMA-based bus access policy as outlined in Section 6.2.
The actual bus access schedule is determined at design time and will be enforced
during the execution of the application.
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2) The bus access schedule is taken into consideration at the WCET estimation.
WCET estimation, as well as the determination of the bus access schedule are
integrated with the system level scheduling process (Fig. 6.4).

We will present our overall strategy using a simple example. It consists of three
tasks mapped on two processors, as in Fig. 6.5.

The system level static cyclic scheduling process is based on a list scheduling
technique [CG72]. List scheduling heuristics are based on priority lists from which
tasks are extracted in order to be scheduled at certain moments. A task is placed
in the ready list if all its predecessors have been already scheduled. All ready
tasks from the list are investigated, and that task τi is selected for placement in the
schedule which has the highest priority. We use the modified partial critical path
priority function presented in [EDPP00]. The process continues until the ready list
is empty.

Let us assume that, using traditional WCET estimation (considering a given
constant time for main memory access, ignoring bus conflicts), the task execution
times are 10, 4, and 8 for τ1, τ2, and τ3, respectively. Classical list scheduling
would generate the schedule in Fig. 6.5(b), and conclude that a deadline of 12 can
be satisfied.

In our approach, the list scheduler will choose tasks τ1 and τ2 to be scheduled
on the two processors at time 0. However, the WCET of the two tasks is not yet
known, so their worst case termination time cannot be determined. In order to
calculate the WCET of the tasks, a bus configuration has to be decided on. This
configuration should, preferably, be fixed so that it is favorable from the point of
view of WCETs of the currently running tasks (τ1 and τ2, in our case). Given a
certain bus configuration, our WCET-analysis will determine the WCET for τ1 and
τ2. Inside an optimization loop, several alternative bus configurations are consid-
ered. The goal is to reduce the WCET of τ1 and τ2, with an additional weight on
reducing the WCET of that task that is assumed to be on the critical path (in our
case τ2).
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Let us assume that B1 is the selected bus configuration and the WCETs are 12
for τ1 and 6 for τ2. At this moment the following is already decided: τ1 and τ2
are scheduled at time 0, τ2 is finishing, in the worst case, at time 6, and the bus
configuration B1 is used in the time interval between 0 and 6. Since τ2 is finishing
at time 6, in the worst case, the list scheduler will schedule task τ3 at time 6. Now,
τ3 and τ1 are scheduled in parallel. Given a certain bus configuration B, our WCET
analysis tool will determine the WCETs for τ1 and τ3. For this, it will be considered
that τ3 is executing under the configuration B, and τ1 under configuration B1 for
the time interval 0 to 6, and B for the rest. Again, an optimization is performed in
order to find an efficient bus configuration for the time interval beyond 6. Let us
assume that the bus configuration B2 has been selected and the WCETs are 9 for
τ3 and 13 for τ1. The final schedule is illustrated in figure 6.5.

The overall approach is illustrated in Fig. 6.4. At each iteration, the set ψ of
tasks that are active at the current time t, is considered. In an inner optimization
loop a bus configuration B is fixed. For each candidate configuration the WCET
of the tasks in the set ψ is determined. During the WCET estimation process, the
bus configurations determined during the previous iterations are considered for the
time intervals before t, and the new configuration alternative B for the time interval
after t. Once a bus configuration B is decided on, θ is the earliest time a task in the
set ψ terminates. The configuration B is fixed for the time interval (t, θ], and the
process continues from time θ, with the next iteration.

In the above discussion, we have not addressed the explicit communication of
messages on the bus, to and from the shared memory. As shown in Section 6.2, a
message exchanged via the shared memory assumes two explicit communications:
one for writing into the shared memory (by the sending task) and the other for
reading from the memory (by the receiving task). Explicit communication is mod-
eled in the task graph as two communication tasks, executed by the sending and
the receiving processor, respectively (Fig. 6.1 in section 6.2). A straightforward
way to handle these communications would be to schedule each as one compact
transfer over the bus. This, however, would be extremely harmful for the overall
performance, since it would block, for a relatively long time interval, all memory
access for cache misses from active processes. Therefore, the communication tasks
are considered, during scheduling, similar to the ordinary tasks, but with the partic-
ular feature that they are continuously requesting for bus access (they behave like a
hypothetical task that continuously generates successive cache misses such that the
total amount of memory requests is equal to the worst case message length). Such
a task is considered together with the other currently active tasks in the set Ψ. Our
algorithm will generate a bus configuration and will schedule the communications
such that it efficiently accommodates both the explicit message communication as
well as the memory accesses issued by the active tasks.
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Figure 6.6: Tasks executing less than their worst-case

It is important to mention that the approach proposed in this chapter guaran-
tees that the worst-case bounds derived by our analysis are correct even when the
tasks execute less than their worst-case. The assumption is that, at runtime, tasks
are scheduled nonpreemptive and the offline determined order is enforced. We
will illustrate the demonstration with the example from Fig. 6.6. Let us assume a
system composed of two processors, CPU1 and CPU2, interconnected via a bus.
For simplicity, in Fig. 6.6, only the tasks τ1 and τ2 mapped on CPU1 are shown.
Fig. 6.6(a) shows the execution of the two tasks, assuming the worst-case, derived
using the illustrated bus schedule. 3 cache misses (M1, M2 and M3) are predicted
in the worst-case for τ1, while for τ2 there are 2 predicted misses (M4 and M5). It
is important to note that an earlier bus request issued by a processor does not affect
any task mapped on another processor, due to the fact that the bus slots are assigned
exclusively to processors. In general, tasks can execute less than their worst-case
in the following cases:

1) If instruction sequences finish in shorter time than predicted by the worst-
case analysis. An example is given in Fig. 6.6(b), for the two tasks with the worst-
case illustrated in Fig. 6.6(a). The worst-case number of cache misses occurs for
both tasks. However, the sequence of instructions after M1 finishes earlier than
predicted and M2 occurs at time 13, instead of 20. As the bus is granted to CPU2
until time 18, M2 is served starting at time 18, in the same slot predicted by the
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worst-case analysis, but 2 time units earlier. Similarly, M3 is served earlier than
predicted. As a result, τ1 finishes ahead of its estimated worst-case, at time 47
instead of 50. Thus τ2 may start at time 47. Due to the bus schedule, M4 is served
at time 60, identical to the worst-case estimation. Similarly, M5 occurs earlier, but
is served at time 76. To conclude, if instruction sequences finish in shorter time,
tasks may end at earlier times, but never later then estimated by the worst-case
analysis. This is due to the fact that any cache miss is served latest at the time
predicted by the analysis.

2) If a memory access results in a hit, although predicted as a miss during the
worst-case analysis. An example is given in Fig. 6.6(c). During the execution of
τ1, M2 is a hit, and thus M3 occurs at time 34. It is served by the slot predicted
by the worst-case analysis. Similarly, M4 occurs earlier but is served at the time
predicted in the worst-case. To conclude, even if some of the memory accesses
considered as misses by the analysis result in hits at runtime, the remaining misses
are served in the worst-case at the predicted.

3) Fig. 6.6(d) illustrates a combination of the previous two cases, with shorter
instruction sequences and fewer cache misses than estimated. Even in this case,
cache misses that occur earlier than predicted in the worst-case will, possibly, be
served by an earlier bus slot than predicted, but never by a later one than considered
during the WCET analysis.

In the following section we will address the WCET estimation algorithm.

6.5.1 WCET Analysis

We will present the algorithm used for the computation of the worst-case execu-
tion time of a task, given a start time and a bus schedule 1. Our approach builds
on techniques developed for ”traditional” WCET analysis. Consequently, it can be
adapted on top of any WCET analysis approach that handles prediction of cache
misses. Our technique is also orthogonal to the issue of cache associativity sup-
ported by this cache miss prediction technique. The current implementation is built
on top of the approach described in [WSE02, SE06] that supports set associative
and direct mapping.

In a first step, the control flow graph (CFG) is extracted from the code of the
task. The nodes in the CFG represent basic blocks (consecutive lines of code with-
out branches) or control nodes (capturing conditional instructions or loops). The
edges capture the program flow. In Fig. 6.7(a) and (b), we have depicted an ex-
ample task containing a for loop and the corresponding CFG, extracted from this

1In the classical approach WCET analysis returns the worst-case time interval between the start and
the finishing of a task. In our case, what we determine is the worst-case finishing time of the task.
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1: void sort() {

2:   int i, temp;

4:       i < 100 ;

5:       i++) {
6:         temp=a[i];

9:}

3:   for (i = 0;

7:         a[temp]=0;

(a) Task code

id: 4

id: 11

miss lno 3 (i)
miss lno 3 (d)
lno 3
miss lno 4 (i)
lno 4

miss lno 6 (d)
miss lno 6 (i)

lno 6
miss lno 7 (i)
miss lno 7 (d)
lno 7
miss lno 5 (i)
lno 5, 4

id: 2

Task start time

id: 17

id: 104

miss lno 6 (d)
lno 6
miss lno 7 (d)
lno 7, 5, 4

lno:3,4
id: 12

lno:3,4

lno:6,7,5,4
id: 16

lno:6,7,5,4
id: 13

lno:6,7,5,4
id: 113

Task end time

(b) Task CFG

CPU1 CPU2CPU1 CPU2 CPU1 CPU2 CPU2CPU1 ...

24 320 8 16 42 52

segment 1 segment 2 segment n

bus period

(c) Bus schedule
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Figure 6.7: Example task WCET calculation

task. For the nodes associated to basic blocks we have depicted the code line num-
bers. For example, node 12 (id:12) captures the execution of lines 3 (i = 0) and 4
(i < 100). A possible execution path, with the for loop iteration executed twice, is
given by the node sequence 2, 12, 4 and 13, 104, 113, 104, 16, 11. Please note that
the for loop was automatically unrolled once when the CFG was extracted from the
code (nodes 13 and 113 correspond to the same basic block representing an itera-
tion of the for loop). This is useful when performing the instruction cache analysis.
Intuitively, when executing a loop, at the first iteration all the instruction accesses
result in cache misses. However, during the next iterations there is a chance to find
the instructions in the cache.
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We have depicted in Fig. 6.7(b) the resulting misses obtained after performing
instruction (marked with an ”i”) and data (marked with an ”d”) cache analysis. For
example, let us examine the nodes 13 and 113 from the CFG. In node 13, we obtain
instruction cache misses for the lines 6, 7 and 5, while in the node 113 there is no
instruction cache miss. In order to study at a larger scale the interaction between
the basic blocks, data flow analysis is used. This propagates between consecutive
nodes from the CFG the addresses that are always in the cache, no matter which
execution path is taken. For example, the address of the instruction from line 4 is
propagated from the node 12 to the nodes 13, 16 and 113.

Let us consider now the data accesses. While the instruction addresses are
always known, this is not the case with the data [SE06, RM05]. This, for example,
is the case with an array that is accessed using an index variable whose value is data
dependent, as in Fig.6.7(a), on line 7. Using data dependency analysis performed
on the abstract syntax tree extracted from the code of the task, all the data accesses
are classified as predictable or unpredictable [SE06]. For example, in Fig.6.7(a)
the only unpredictable data memory access is in line 7. The rest of the accesses
are predictable. All the unpredictable memory accesses are classified as cache
misses. Furthermore, they have a hidden impact on the state of the data cache.
A miss resulted from an unpredictable access replaces an unknown cache line.
One of the following predictable memory accesses that would be considered as hit
otherwise, might result in a miss due to the unknown line replacement. Similar to
the instruction cache, dataflow analysis is used for propagating the addresses that
will be in the cache, no matter which program path is executed.

Until this point, we have performed the same steps as the traditional WCET
analysis that ignores resource conflicts. In the classical case, the analysis would
continue with the calculation of the execution time of each basic block. This is
done using local basic block simulations. The number of clock cycles that are spent
by the processor doing effective computations, ignoring the time spent to access the
cache (hit time) or the memory (miss penalty) is obtained in this way. Knowing
the number of hits and misses for each basic block and the hit and miss penalties,
the worst case execution time of each CFG node is easily computed. Taking into
account the dependencies between the CFG nodes and their execution times, an ILP
formulation can be used for the task WCET computation, [SE06, RM05, LMW96].

In a realistic multiprocessor setting, however, due to the variation of the miss
penalties as a result of potential bus conflicts, such a simple approach does not
work. The main difference is the following: in traditional WCET analysis it is suf-
ficient for each CFG node to have the total number of misses. In our case, however,
this is not sufficient in order to take into consideration potential conflicts. What is
needed is, for each node, the exact sequence of misses and the worst-case duration
of computation sequences between the misses. For example, in the case of node 13
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in Fig. 6.7(b), we have three instruction sequences separated by cache misses: (1)
line 6, (2) line 7 and (3) lines 5 and 4. Once we have annotated the CFG with all
the above information, we are prepared to solve the actual problem: determine the
worst-case execution time corresponding to the longest path through the CFG. In
order to solve this problem, we have to determine the worst-case execution time of
a node in the CFG. In the classical WCET analysis, a node’s WCET is the result
of a trivial summation. In our case, however, the WCET of a node depends on the
bus schedule and also on the node’s worst-case start time.

Let us assume that the bus schedule in Fig. 6.7(c) is constructed. The system is
composed of two processors and the task we are investigating is mapped on CPU1.
There are two bus segments, the first one starting at time 0 and the second starting
at time 32. The slot order during both segments is the same: CPU1 and then CPU2.
The processors have slots of equal size during a segment.

The start time of the task that is currently analyzed is decided during the system
level scheduling (see section 6.5) and let us suppose that it is 0. Once the bus is
granted to a processor, let us assume that 6 time units are needed to handle a cache
miss. For simplicity, we assume that the hit time is 0 and every instruction is
executed in 1 time unit.

Using the above values and the bus schedule in Fig. 6.7(c), the node 12 will start
its execution at time 0 and finish at time 39. The instruction miss (marked with ”i”
in Fig. 6.7(b)) from line 3 arrives at time 0, and, according to the bus schedule,
it gets the bus immediately. At time 6, when the instruction miss is solved, the
execution of node 12 cannot continue because of the data miss from line 2 (marked
with ”d”). This miss has to wait until time 16 when the bus is again allocated
to CPU1 and, from time 16 to time 22 the cache is updated. Line 3 is executed
starting from time 22 until 23, when the miss generated by the line 4 requests the
bus. The bus is granted to CPU1 at time 32, so line 4 starts to be executed at time
38 and is finished, in the worst case, at time 39.

In the following we will illustrate the algorithm that performs the WCET com-
putation for a certain task. The algorithm must find the longest path in the control
flow graph. For example, there are four possible execution paths (sequences of
nodes) for the task in Fig. 6.7(a) that are captured by the CFG in Fig. 6.7(b):

(1): 2, 17, 11,
(2): 2, 12, ,4, 16, 11,
(3): 2, 12, 4, 13, 104, 16, 11
(4): 2, 12, 4, 13, 104, 113, 104, ..., 104, 16, 11.
The execution time of a particular node in the CFG can be computed only after

the execution times of all its predecessors are known. For example, the execution
time of node 16 can be computed only after the execution time for the nodes 4 and
104 is fixed. At this point it is interesting to note that the node 104 is the entry in



150
CH. 6. PREDICTABLE IMPLEMENTATION OF REAL-TIME

APPLICATIONS ON MULTIPROCESSOR SYSTEMS-ON-CHIP

a CFG loop (104, 113, 104). Due to the fact that the cache miss penalties depend
on the bus schedule, the execution times of the loop nodes will be different at each
loop iteration. Thus, loop nodes in the CFG must be visited a number of times,
given by the loop bound (extracted automatically or annotated in the code). In the
example from Fig. 6.7(b), the node 113 is visited 99 times (the loop is executed
100 times, but it was unrolled once). Each time a loop node is visited, its start
time is updated and a new end time is calculated using the bus schedule, in the
manner illustrated above for node 12. Consequently, during the computation of the
execution time of the node 16, the start time is the maximum between the end time
of the node 4 and node 104, obtained after 99 iterations. The worst-case execution
time of the task will be the end time of the node 11.

The worst-case complexity of the WCET analysis is exponential (this is also
the case for the classical WCET analysis). However, in practice, the approach is
very efficient, as experimental results presented in Section 6.6 show.

6.5.2 Bus Schedule Optimization

The bus schedule is a key parameter that influences the worst-case execution time
of the tasks. As shown in Section 6.5 the bus schedule is determined during the
system scheduling process. Referring to Fig. 6.4, successive portions of the bus
schedule are fixed during the internal optimization loop. The aim is to find a sched-
ule for each portion, such that globally the worst-case execution time is minimized.
In order to find an efficient bus schedule for each portion, information produced by
the WCET analysis is used in the optimization process. In particular, this infor-
mation captures the distribution of the cache misses along the detected worst case
paths, for each currently active task (for each task in set Ψ). We have deployed
several bus access optimization algorithms, specific to the proposed bus schedule
alternative (BSA 1, BSA 2, BSA 3, BSA 4).

In the case of BSA 1, each portion of the bus schedule (fixed during the internal
optimization loop in Fig.6.4) is determined without any restriction. For BSA 2 and
BSA 3, each portion of the bus schedule corresponds to a new bus segment, as
defined in section 6.3. In case of BSA 2, the optimization has to find, for each
segment, the size of the slots allocated for each processor, as well as their order.
The search space for BSA 3 is reduced to finding for each bus segment, a unique
slot size and an order in which the processors will access the bus.

In the case of BSA 4, the slot sequence and size is unique for the whole sched-
ule. Therefore, the scheme in Fig. 6.4 is changed: a bus configuration alternative
is determined before system scheduling and the list scheduling loop is included
inside the bus optimization loop.
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The bus access optimization process is based on a simulated annealing strategy
[OvG89, Ree93] and determines the order and size of slots according to the restric-
tions imposed by the selected bus scheduling approach. The cost function used by
the simulated annealing algorithm in order to select a schedule for each segment of
the bus is:

∑
τi∈Ψ

current wceti − ideal wceti
ideal wceti

· time le f t(CPU [τi]) (6.1)

Two types of parameters are used in the cost function. The first category includes
the parameters ideal wceti and time le f t(CPU [τi]) that capture the global impor-
tance of this task relative to the other tasks in the system. They are independent
of the actual bus schedule used. ideal wceti is the worst-case execution time of
the task τi, assuming that no conflicts occur on the bus. time le f t(CPU [τi]) cap-
tures the total worst-case number of clock cycles remaining to be executed on the
processor where task τi is mapped, assuming that the bus can be accessed without
conflicts. At each list scheduling iteration, after a task is scheduled, the corre-
sponding time le f t variable is updated. Thus, the cost function is guided to select
bus optimization that favor the tasks from the critical path.

The second category of parameters in the cost function consists of current wceti.
This parameter depends on the actual bus schedule considered. current wceti cap-
tures the worst-case execution time of the task τi, obtained with the current candi-
date bus schedule. In order to treat the tasks fairly, independent of their size, the
deviation of the execution time obtained with the current bus schedule relative to
the ideal no conflicts case is normalized against the ideal execution time.

The simulated annealing strategy shortly outlined here serves as a proof of
concept for the experiments presented in the next section. An improved algorithm
that addresses the same problem is presented in [RAEP07].

6.6 Experimental Results

The complete flow illustrated in Fig. 6.4 has been implemented and used as a
platform for the experiments presented in this section. They were run on a dual
core Pentium4 processor at 2.8 GHz.

First, we have performed experiments using a set of synthetic benchmarks con-
sisting of random task graphs with the number of tasks varying between 50 and
200. The tasks are mapped on architectures consisting of 2 to 20 processors. The
tasks are corresponding to CFGs extracted from various C programs (e.g. sorting,
searching, matrix multiplications, DSP algorithms). For the WCET analysis, it was
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Figure 6.8: The four bus access policies

assumed that ARM7 processors are used. We have assumed that 12 clock cycles
are required for a memory access due to a cache miss.

We have explored the efficiency of the proposed approach in the context of the
four bus scheduling approaches introduced in Section 6.3. The results are presented



6.6 Experimental Results 153

in Fig. 6.8. We have run experiments for configurations consisting of 2, 4, 6, ...
20 processors. For each configuration, 50 randomly generated task graphs were
used. For each task graph, the worst-case schedule length has been determined in 5
cases: the four bus scheduling policies BSA 1 to BSA 4, and a hypothetical ideal
situation in which memory accesses are never delayed. This ideal schedule length
(which in practice, is unachievable, even by a theoretically optimal bus schedule)
is considered as the baseline for the diagrams presented in Fig. 6.8. The diagram
corresponding to each bus scheduling alternative indicates how many times larger
the obtained bus schedule is relative to the ideal length. The diagrams correspond
to the average obtained for the 50 graphs considered for each configuration.

A first conclusion is that BSA 1 produces the shortest delays. This is not un-
expected, since it is based on highly customized bus schedules. It can be noticed,
however, that the approaches BSA 2 and BSA 3 are producing results that are close
to those produced by BSA 1, but with a much lower cost in controller complex-
ity. It is not surprising that BSA 4, which restricts very much the freedom for bus
optimization, produces very low quality results.

The actual bus load is growing with the number of processors and, implicitly,
that of simultaneously active tasks. Therefore, the delays at low bus load (smaller
number of processors) are close to the ideal ones. The deviation from the ideal
schedule length is growing with the increased bus load due to the inherent delays
in bus access. This phenomenon is confirmed also by the comparison between
the diagrams in Fig. 6.8(a) and (b). The diagrams in Fig. 6.8(b) were obtained
considering a bus load that is 1.5 times higher (bus speed 1.5 times smaller) than in
Fig. 6.8(a). It can be observed that the deviation of schedule delays from the ideal
one is growing faster in Fig. 6.8(b).

The execution times for the whole flow, in the case of the largest examples
(consisting of 200 tasks on 20 processors) are as follows: 125 min. for BSA 1, 117
min. for BSA 2, 47 min. for BSA 3, and 8 min. for BSA 1.

The amount of memory accesses relative to the computations has a strong in-
fluence on the worst case execution time. We have performed another set of exper-
iments in order to asses this issue. The results are presented in Fig. 6.9. We have
run experiments for configurations consisting of 2, 4, 6, ... 10 processors. For each
configuration, 50 randomly generated task graphs were used. For each task graph,
we have varied the ratio of clock cycles spent during computations and memory
accesses. We have used eight different ratios: 5.0, 4.0, 3.0, 2.6, 2.2, 1.8, 1.4, 1.0.
A ratio of 3.0 means that the number of clock cycles spent by the processors per-
forming computations (assuming that all the memory accesses are cache hits) is
three time higher than the number of cache misses multiplied with the cache miss
penalty (assuming that each cache miss is handled in constant time, as if there are
no conflicts on the bus). So, for example, if a task spends on the worst case CFG
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Figure 6.9: BSA3 with different amount of memory accesses

path 300000 clock cycles for computation and 100000 cycles for memory accesses
due to cache misses (excluding the waiting time for bus access), the ratio will be
3.0. During this set of experiments we have assumed that the bus is scheduled ac-
cording to the BSA 3 policy. Similar to the previous experiments from Fig. 6.8,
the ideal schedule length is considered as the baseline for the diagrams presented
in Fig. 6.9. Each bar indicates how many times larger the calculated worst case
execution is relative to the ideal length. For example, on an a architecture with six
processors and a ratio of 5.0, the worst case execution time is 1.28 times higher
than the ideal one. Using the same architecture but with a smaller ratio (this means
that the application is more memory intensive), the deviation increases: for a ratio
of 3.0, the worst case execution time is 1.41 times the ideal one, while if the ratio
is 1.0 the worst case execution time is 1.92 times higher than the ideal one.

In order to validate the real-world applicability of this approach we have ana-
lyzed a smart phone application. It consists of a GSM codec (encoder and decoder)
[DB] and an MP3 decoder [Hag], that were mapped on 4 ARM7 processors (the
GSM encoder and decoder are mapped each one on a processor, while the MP3
decoder is mapped on two processors). The software applications have been parti-
tioned into 64 tasks. The size of one task is between 1304 and 70 lines of C code
in case of the GSM codec and between 2035 and 200 lines in case of the MP3
decoder. We have assumed a 4-way set associative instruction cache with a size of
4KB and a direct mapped data cache of the same size. The results of the analysis
are presented in table 6.1, where the deviation of the schedule length from the ideal
one is presented for each bus scheduling approach.
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BSA 1 BSA 2 BSA 3 BSA 4
1.17 1.33 1.31 1.62

Table 6.1: Results for the smart phone
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Part IV

Conclusions and Future Work





Chapter 7

Conclusions

7.1 Offline Energy Minimization by Voltage Selec-

tion

Energy reduction techniques, such as supply voltage selection and adaptive body-
biasing can be effectively exploited at the system-level. In Chapter 3, we have in-
vestigated different alternatives of the combined supply voltage selection, adaptive
body-biasing and processor shutdown problems at the system-level. These include
the consideration of transition overheads as well as the discretization of the sup-
ply and threshold voltage levels. We have shown that nonlinear programming and
mixed integer linear programming formulations can be used to solve these prob-
lems. Further, the NP-hardness of the discrete voltage selection case was shown,
and a heuristic to efficiently solve the problem has been proposed. Similarly, if the
shutdown of processors is considered, the problem becomes NP complete, even in
the continuous case. Therefore, we have proposed an efficient heuristic to solve
this problem. The voltage selection technique achieves additional efficiency by
simultaneously scaling the voltages of processors and communication. We have
investigated two alternatives, considering both buses with repeaters and fat wires.
Several generated benchmark examples as well as two real-life applications were
used to show the applicability of the introduced approaches.
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7.2 Quasi-Static Energy Minimization by Voltage Se-

lection

In Chapter 5, we have presented a novel quasi-static voltage scaling technique
for time-constraint applications that addresses in an efficient manner the problem
of exploiting the dynamic slack. The method avoids an unnecessarily high run-
time overhead by precomputing possible voltage scaling scenarios and storing the
outcome in look-up tables. The avoided overheads can be turned into additional
energy savings. Furthermore, we have addressed both dynamic and leakage power
through supply and body-bias voltage scaling. We have shown that the proposed
approach is superior to both static and dynamic approaches proposed so far in liter-
ature. Experiments conducted on numerous automatically generated examples and
real-life benchmarks demostrate the quality of the proposed technique.

7.3 Predictable Implementation of Real-Time Appli-

cations on Multiprocessor Systems-on-Chip

In Chapter 6, we have presented an approach for the implementation of predictable
real-time applications on multiprocessor SoCs. The proposed algorithms take into
consideration potential conflicts between parallel tasks that try to access concur-
rently the memory. The approach comprizes worst-case execution time estima-
tion and bus access optimization in the global context of system level scheduling.
Experiments carried out on synthetic benchmarks and a real-life application have
shown the efficiency of the approach.



Chapter 8

Future Work

8.1 Energy Minimization

We have presented an offline and an online approach for dynamic and leakage en-
ergy minimization. Throughout Chapters 3-5, we assumed that the leakage power
of the tasks depends only on their voltages. In reality, leakage depends strongly on
the temperature [SSS+04, HLS04]. We are currently investigating the impact of the
temperature on the results achieved by the voltage selection algorithms proposed in
this thesis. The questions to be answered are: (1) what are the differences between
the voltages calculated for each task if the temperature conditions change, and, (2)
how to design a voltage selection algorithm that is able to capture the temperature
variations.

8.2 Predictability

In Chapter 6, we have presented an approach for worst-case execution time analysis
and system scheduling for real-time applications implemented on multiprocessor
systems on chip. At the core of this approach is the TDMA organization of the bus,
captured by the bus schedule. Several alternatives, trading off the complexity of
the bus arbiter against the achievable worst-case execution times were discussed.
Nevertheless, this work is only starting to show its potential. Further improvements
related to the optimization of the bus access (new policies and better algorithms for
the optimization of the bus schedule given a certain policy) are subject of future
investigations. A first attempt in this direction is presented in [RAEP07].
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An interesting aspect that is currently under investigation is the coexistence
between real-time and non real-time applications on the same system. In this re-
gard, we are extending the MPARM cycle accurate simulator [BBB+03, LPB04]
with models of the strict bus arbiters proposed in Chapter 6. We plan to perform
simulations of different mixes of real-time and non real-time applications. A more
complex bus arbiter, that is capable of improving the average case execution time
of non-real time applications and, in the same time enforces the worst-case guar-
antees of the real-time tasks is under study.

The voltage selection algorithms presented in the thesis have been designed
without the consideration of the interactions between the processors and memory.
In this regard, it is interesting to develop new voltage selection algorithms that
work on hardware platforms similar to the one from Chapter 6. Moreover, since the
memories contribute significantly to the power consumed by a system, algorithms
that address the energy optimization globally (processors, bus, memories) at the
system level are needed.



Appendix A

The complete discrete voltage

selection with overheads MILP

formulation

This appendix outlines in more detail the MILP formulation for the discrete voltage
selection problem, i.e., it provides additional information that has been withhold
from Section 3.7.3 due to clarity reasons. The complete formulation is given by:
Minimize

|T |
∑
k=1

∑
s∈M

∑
m∈M

(
Ce f fk ·Pdnomm · tk,s,m +Pleakm · tk,s,m

)
︸ ︷︷ ︸

Task energy dissipation

+
|T |
∑
k=1

∑
s∈M

∑
i∈M

∑
j∈M

(
bk,s,i, j ·EPi, j

)
︸ ︷︷ ︸

Transition energy overhead

(A.1)

subject to
δk = ∑

s∈M ∗
∑

i∈M
∑

j∈M
bk,s,i, j ·DPi, j (A.2)

δk,l = ∑
i∈M

∑
j∈M

bk,m,i, j ·DPi, j where (k, l) ∈ E• (A.3)
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Dk + ∑
s∈M

∑
m∈M

tk,s,m +δk ≤ dlk (A.4)

Dk + ∑
s∈M

∑
m∈M

tk,s,m +δk +δpl,l ≤ Dl ∀(k, l) ∈ E ,(pl, l) ∈ E• (A.5)

ck,s,i = tk,s,i · fi k in 1, ..., |T |, s ∈ M , i ∈ M , c ∈ N (A.6)

∑
s∈M

∑
i∈M

ck,s,i = WNCk k in 1, ...,n (A.7)

Up to this point the model corresponds to the formulation given in Section 3.7.3.
The additional constraints that complete the formulation are:

∑
m∈M

ck,s,m ≥ 1 ∀τk, s ∈ M (A.8)

ak,s,m ·WNCk ≥ ck,s,m k ∈ 1, ..., |T |, s ∈ M , m ∈ M (A.9)

∑
m∈M

ak,s,m = 1 k ∈ 1, ..., |T |, s ∈ M (A.10)

{
ak,s,i = ∑m

j=1 bk,s,i, j k ∈ 1, ..., |T |, s in 1, ..., |M |−1, i ∈ M
ak,s+1, j = ∑m

i=1 bk,s,i, j k ∈ 1, ..., |T |, s in 2, ..., |M |, j ∈ M (A.11)

∀(k, l) ∈ E
{

ak,s,i = ∑m
j=1 bk,m,i, j s ∈ M , i ∈ M

al,1, j = ∑m
i=1 bk,m,i, j j ∈ M (A.12)

∀(k, l) ∈ E

ck,s,m ∈ N, ak,s,m, bk,s,i, j ∈ {0,1} k = 1..|T |, s ∈ M , i ∈ M , j ∈ M (A.13)

In Section 3.7.3, we have briefly introduced the MILP model with the transition
overheads. We detail now how we capture the mode variations in our MILP for-
mulation. Please remember that in order to compute the corresponding delay and
energy penalties, the concepts of subtasks and execution modes have been intro-
duced in Section 3.7.3. Eq. (A.8) states that for each subtask τs

k of a task τk, at least
one mode m is active (at least one clock cycle is executed by a subtask). This can
be observed, for example, in Fig. 3.4(c).

Further, we introduced two sets of auxiliary variables: ak,s,m and bk,m,i, j. The
binary variables ak,s,m indicate, for a given task τk, the active mode m for each sub-
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task τs
k. ak,s,m is 1 when ck,s,m ≥ 1 and 0 when ck,s,m = 0. For instance, Fig. 3.4(d)

gives the binary variables ak,s,m for the solution vector in Fig. 3.4(c). The other
binary variables, bk,s,i, j, are the instrument directly used to compute the penalties,
both in terms of energy and delay. For all tasks τk, a mode change from subtask
τs

k with mode i to subtask τs+1
k with mode j (s in 1, ..., |M | − 1) is expressed by

bk,s,i, j = 1. Otherwise, i.e., in the case of no mode change, bk,s,i, j = 0. The bi-
nary variables bk,s,i, j are used in Equations (A.1), (A.2) and (A.3), the equations
in which the energy and delay overheads are computed. Please note that Equa-
tions (A.8) to (A.13) are solely introduced to pinpoint where mode changes are
situated.
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Appendix B

The DDVS Problem is strongly

NP-Hard

In this appendix we will prove that the discrete supply voltage scaling problem, in
general, i.e., even Vdd scaling only and Vbs scaling only, is NP-hard.

Theorem 3 The discrete supply and body-bias voltage scaling problem (DDVS) is
NP-hard.

In order to prove this theorem, we start with showing that the discrete supply
voltage scaling problem (DDVddSnoOH) is NP-hard, even without the considera-
tion of body-bias scaling and transition overheads.

Theorem 4 The discrete supply voltage scaling problem (DDVddSnoOH) without
transition overheads in terms of delay and energy overheads is NP-hard.

The formulation for the DDVddSnoOH problem is give as: Consider a set of
tasks with precedence constraints T = {τi} which have been mapped and sched-
uled on a set of variable voltage processors. For each task τi its deadline dli, its
number of clock cycles to be executed WNCi and the switched capacitance Ce f fi
are given. Each processor can vary its supply voltage Vdd within a set of discrete
voltages mz = {(Vddz ,)}. The power dissipation (dynamic) and the cycle time (pro-
cessor speed) depend on the selected voltage (mode of operation). Tasks are exe-
cuted cycle by cycle, and each cycle can potentially execute at a different voltage,
i.e., at a different speed. Our goal is to find voltage assignments for each task such
that the individual task deadlines are met and the dynamic energy consumption is
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minimal. No transition overheads, in terms of energy or time is required when
changing the voltage settings of the processors.

We prove the NP-hardness of the DDVddnoOH problem, by reducing the dis-
crete time-cost trade-off problem (DTCT) to DDVddnoOH. Thus, solving
the DDVddnoOH is as hard as solving the DTCT problem.

Theorem 5 The discrete time-cost trade-off problem (DTCT) is NP-hard.

The proof for theorem 5 is given in [DDGW97].
The formulation for the discrete time-cost trade-off problem is the following:

Given a set of N tasks T = {τi}, i = 1..N with precedence constraints. Each task
has to execute within a given deadline, dli. Tasks can be executed with several
speeds, from a given set S = {si}, i = 1..M. The choice of a certain speed has a
corresponding cost C = ci. A higher cost corresponds to a faster execution time.
The task execution is not preemptive and its speed cannot be changed during execu-
tion. The goal is to find the speed assignment for each task such that the individual
task deadlines are met and the total cost is minimal.

In the following we present an algorithm for reducing DTCT to a particular
instance of the DDVddSnoOH problem. The input sets of tasks with precedence
constraints are identical in the two problems. In the DDVddSnoOH problem there
is a one-to-one relation between the supply voltage and the processor speed. For
simplification we denote this as s = f (Vdd) (s is the speed corresponding to a par-
ticular choice of a supply voltage Vdd). We can express then the set of speeds from
DTCT as S = {si} = { f (Vddi)}. The dynamic energy consumption for a task τi
executing WNCi clock cycles with Vddi is Ce f fi ·WNCi ·V 2

ddi
. We choose the set of

costs for DTCT as C = {ci} = {Ce f fi ·WNCi · f (Vddi)}. We assume a particular
instance of DDVddSnoOH such that WNCi = 1, for all the tasks τi ∈ T . This im-
plies that such tasks can only execute with one voltage, as a single clock cycle is
not preemptable. It is easy to see that this transformation can be done in polyno-
mial (linear) time. As DTCT problem is NP-hard, we conclude that DDVddSnoOH
problem is also NP-hard. QED.



Appendix C

Shutdown Problem

Complexity

C.1 The Knapsack Problem

The continuous multiple choice knapsack (CMCK1) is a well known NP complete
problem, [GJ79].

Given a set of n items U , partitioned into m disjoint subsets, Um. The size of the
knapsack is B. Each item has a size si and a value vi. Select from each subset Uj
one item and assign to it a weight r j ∈ [0,1], such that the total size of the selected
items is less than B and the total value is maximized.

m

∑
j=1

r j · s j ≤ B (C.1)

m

∑
j=1

r j · v j ≥ K (C.2)

It can be easily proven that the following instance (CMCK2) is a generalization
of CMCK1 and thus another NP complete problem. Given a set of n items U ,
partitioned into m disjoint subsets, Um. There are p knapsacks, with size Bp each. A
relationship mapping each subset to several of the p knapsacks is also given (when
selecting one item, it is placed in several knapsacks). Each item has a size si and a
value vi. Select from each subset Uj one item and assign to it a weight r j ∈ [0,1],
such that the size of each knapsack is not exceeded and the total value (considering
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each item that was placed in several knapsack only once) is maximized.

∑
j∈Knp

r j · s j ≤ Bp (C.3)

m

∑
j=1

r j · v j ≥ K (C.4)

C.2 The Shutdown Problem

Given a set of n tasks running on m processors. The task mapping on the proces-
sors and the execution order is known (precedence constraints on tasks mapped on
different processors and scheduling order on each processor). Tasks have a cer-
tain fixed length and a deadline. Due to dependencies between tasks on different
processors, there is a certain amount of idleness (time intervals when no task in
running). The start time of each task is variable. When the processor is idle, it
consumes energy but does not perform any useful computation. In order to save
energy, during such an idle interval one processor could be shut down. A shutdown
operation comes with a fixed time and energy penalty.

The goal is to compute, for each possible idle time, whether to shutdown a
processor and for how long or to let it idle.

We will prove that deciding whether or not to shutdown in these conditions is
in fact an NP complete problem.

In the following we formally state the problem. Each task τi has the execution
time wceti and it consumes the energy Ei. At the end of each τi, the processor can
remain idle for tidlei , or it can be shut down start for to f fi with the time penalty tsoh.
Let us consider that each task τi has two versions, corresponding to the possible
actions following its end: idle or shutdown. The size of these two versions are
wceti + tidlei · ri and wceti + tsoh + to f fi · ri, where ri ∈ [0,1]. tidlei and to f fi are the
maximum available time for idling or shutdown for task τi. It is important to note
that the amount of time to be spent idling or off, after each task, is different, due to
the dependencies between tasks. The associated energy consumptions for the two
alternatives are: Ei +Pidle · tidlei · ri and Ei +Esoh +Po f f · to f fi · ri. Pidle is the power
consumption when the processor is idle. Po f f is the power consumption when the
processor is shutdown (Po f f << Pidle). Due to the precedence constraints there are
several paths in the task graph. The deadlines dlπ have to be met on all these paths,
π.

∑
τi∈π

(wceti + tidlei · ri or wceti + tsoh + to f fi · ri) ≤ dlπ (C.5)
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The total idle time has to be filled either by idle periods or by shutdowns.

m

∑
i=1

(tidlei · ri or tsoh + to f fi · ri) ≤ dlπ = Tidle (C.6)

The objective is to minimize the amount of power consumed, ie. to maximize the
shutdown intervals.

∑
τi∈π

(Ei +Pidle · tidlei · ri or Ei +Esoh +Po f f · to f fi · ri) (C.7)

We can reformulate slightly the problem by starting from the observation that
for each task, the execution time and the energy consumption are constants that are
only important when expressing the deadlines on the dependency paths of the task
graph. Moreover, for each version of one task, wceti and Ei are common. Eq. C.5
can be rewritten as:

∑
τi∈π

(tidlei · ri or tsoh + to f fi · ri) ≤ dlπ − ∑
τi∈π

wnci (C.8)

Let us consider that the two possibilities of execution after each task finishes
are items of a subset. Consequently, there is such a subset for each task. The sizes
of the items are: s1

i = tidlei and s2
i = tsoh + to f fi . Their values are v1

i = Pidle ∗ tidlei

and respectively v2
i = Esoh + Po f f · to f fi . We have to select from each subset one

item and assign a weight ri ∈ [0,1] such that:

∑
τi∈π

(tidlei · ri or tsoh + to f fi · ri) ≤ Bπ for each task graph path π (C.9)

m

∑
i=1

(tidlei · ri or tsoh + to f fi · ri) ≤ dlπ = Tidle (C.10)

The objective is to minimize the value:

∑
τi∈π

(Pidle · tidlei · ri or Esoh +Po f f · to f fi · ri) (C.11)

Clearly, CMCK2 is equivalent to this, and, thus, the shutdown problem is NP
complete as well.
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Appendix D

Continuous Online

Interpolation

In this section we will show that the continuous frequencies calculated online in
Section 5.5 will not lead to deadline misses in case when the tasks execute the
worst-case number or clock cycles. Please note that we consider single processor
systems. Throughout the proof, we will examine the frequency of a task, as a
function of its start time, calculated in several iterations by the algorithm presented
in Section 5.5.1.

If there is only one task in the system, then it will be the only one scaled from
the start time to the deadline. If the start time st is a variable, (in the interval earliest
start time to latest start time),

f (st) =
NC

dl − st

It can be easily shown that f (st) is a convex function.
Let us consider now the case when there are several tasks in the system, among

which τi, the task under examination. There are several possibilities:
1) If τi consumes less energy then some of the other tasks. Let us focus on what

happens when voltage scaling is performed using the algorithm from Section 5.5.1,
for different start times, beginning from the latest start time LSTi. The outcome is
illustrated in Fig. D.1, for start times in the interval [t2,LFT ]. Since the energy
in the system is dominated by other tasks, τi is not scaled, even tough the amount
of slack increases when the start time decreases. Thus, the frequency remains
constant.
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2) If the start time is decreased beyond t2, the energy of τi is comparable with
the energy of the other tasks. Thus, starting with t2 for smaller start times, τi is
scaled. Given a small slack increase (infinitesimal) δ, the voltage scaling algorithm
calculates which of the tasks benefit the most from extending their execution time
with δ, and, δ is divided between those tasks.

Lets assume that we have 3 arbitrary possible start times for the first task, s1, s2
and s3 with s1 < s2 < s3, s1 ≥ t1. To each start time it corresponds an end time e1,
e2, e3, e1 ≤ e2 ≤ e3. If the start time is s3, then we have the tightest schedule and
the frequency will be f3 = 1

e3−s3
. If the start time is s2 = s3 − δ, there are n tasks

that have the same energy, so they will be scaled simultaneously. The end time of
τi is e2 = e3 − δ− δ

n . The corresponding frequency is f2 = 1
e2−s2

= 1
e3−s3− δ

n
. At

start time s1 = s2−δ = s3−2 ·δ, there will be m tasks with the same energy profile
that are scaled simultaneously. The end time of one such task is e1 = e2 −δ+ δ

m =
e3 − 2 · δ + δ

n + δ
m . The corresponding frequency is f1 = 1

e3−s3+ δ
n + δ

m
. f1, f2, f3 are

discrete values on a convex curve if

f2 − f1 ≤ f3 − f2

. It can be shown that this relation holds as long as m ≥ n.
3) If the start time is decreased beyond t1, potentially, one of the tasks that was

scaled in the previous iterations, cannot be further scaled, because it reached the
lowest possible frequency. Thus the convexity condition m ≥ n does not hold. The
extra slack gained this way is divided among the remaining tasks that are scaled
more aggressively. This can potentially lead to a discontinuity of the frequency
function, marking the intersection between two convex regions.

This demonstrates that frequency, considered as a function of the task start
time, is piecewise convex. Let us examine now the online algorithm described in
Section 5.5.2. Consider that ta, tb, tx, ty, tz are consecutive entries in LUTi. If,
for example, the actual start time tsi is in the interval [ta, tb], then the frequency
calculated by linearly interpolating fa and fb is larger then any other frequency
corresponding to a start time from this interval. Similarly, if the actual start time is
between tx and ty, the frequency can safely be interpolated.
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Appendix E

Quasi-Static Discrete Voltage

Selection

In this section, we will prove the two theorems used during the discrete online
voltage selection algorithm.

Theorem 6 Given a task τk, its worst case number of clock cycles WNCk and an
available execution time texek . The task is executed on a voltage scalable processor
having |M | modes. Assuming that the number of cycles to be assigned to each
mode is not restricted to the integer domain, the energy is minimized when the task
is using at most two execution modes.�

We will give the proof of the theorem in the following. Let us denote with ci, i =
1..m the number of clock cycles executed in each of the m discrete modes. In mode
i, the task is running with frequency fi and the energy spent per clock cycle is ei.
The problem that must be solved online is the following linear optimization:
Minimize

Ek =
m

∑
i=1

ei · ci (E.1)

Such that:
m

∑
i=1

ci = WNCk and
m

∑
i=1

ci

fi
≤ texek (E.2)

Based on the simplex algorithm, it can be mathematically proven that at most
two of the ci, i = 1..m variables have non zero values. This is due to the fact that
the linear formulation has two constrains and thus the solution vector will have two
basic variables [Thi88]. Please note, that this is true only when the variables are
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not restricted to be integers. If we add this restriction, then, potentially, a lower
energy value can be obtained using more then two modes.

Theorem 7 Given a task τk executing in the worst-case WNCk clock cycles on a
voltage scalable processor that has |M | modes. The frequency in mode mi is fi
and the corresponding energy consumed per clock cycle is ei, i = 1..m. The mode
mh with the highest frequency that is used by the τk is considered to be known.
The number of cycles to be allocated for each mode is not restricted to the integer
domain. The lower mode ml that together with mh achieves the minimal energy
consumption has the following property:

el · ( 1
f j
− 1

fh
)− e j · ( 1

fl
− 1

fh
) < eh(

1
f j
− 1

fl
),∀ j ∈ M (E.3)

The proof of this theorem is equivalent to showing that the energy consumed
in modes (mh,ml) is lower than the energy consumed with any other mode pair
(mh,m j):

el · xl + eh · xh < e j · y j + eh · yh,∀ j (E.4)

under the assumptions that the total execution times and the number of clock cy-
cles in the two alternative executions (alternative 1: modes ml and mh are used;
alternative 2: modes m j and mh are used) are identical. Let us note with xl and xh
the numbers of clock cycles executed in the first alternative, and, with y j and yh the
numbers of clock cycles executed in the second alternative.

xl + xh = y j + yh (= WNCk) (E.5)
xl

fl
+

xh

fh
=

y j

f j
+

yh

fh
(= texek ) (E.6)

(E.7)

The demonstration is based on rewriting the equations as:

xh − yh = y j − xl (E.8)
xl

fl
− y j

f j
=

yh − xh

fh
(= texek ) (E.9)

(E.10)
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Let us consider this as a system of two equations with two unknowns (xl and y j).
After solving the system, we get the following equations for xl and y j:

xl = (xh − yh) ·
1
f j
− 1

fh
1
fl
− 1

f j

(E.11)

y j = (xh − yh) ·
1
fl
− 1

fh
1
fl
− 1

f j

(E.12)

The relation E.4 that needs to be demonstrated can be rewritten as:

eh · (xh − yh) < e j · y j − el · xl ,∀ j (E.13)

If we replace xl and y j with their equivalent from Eq. E.11, we need to demonstrate
that:

eh · (xh − yh) < e j · (xh − yh) ·
1
fl
− 1

fh
1
fl
− 1

f j

− el · (xh − yh) ·
1
f j
− 1

fh
1
fl
− 1

f j

,∀ j (E.14)

An examination of this equation reveals its similarity to Eq. E.3. In order them to
be equivalent, ( 1

fl
− 1

f j
)/(xh − yh) ≥ 0. Let us examine two possibilities:

1) fl > f j, and, consequently, 1
fl
− 1

f j
< 0

In this case, xh > yh. This is so, because, given a task, the voltage selection al-
gorithm assigns the maximum number of clock cycles possible, given the available
execution time, to the mode with the lowest frequency. Thus, if fl > f j, more time
can be spent in ml (if the task is executed using (ml ,mh)), then in m j (if the task is
executed using (ml ,mh)). Consequently, less clock cycles are executed in mh if the
modes (ml ,mh) are used the alternative execution in modes (m j,mh).

So, if fl > f j, then 1
fl
− 1

f j
< 0 and xh < yh.

2) fl < f j
Similar to the previous case, if fl < f j then 1

fl
− 1

f j
> 0 and xh > yh, which

finally proofs the theorem.
This theorem shows that for a given execution mode h, there can be only one

corresponding mode l (l < h), that minimizes the energy, no matter how large is the
available slack. The theorem also provides the means of calculating the pair, given
the mode with the higher frequency, mh. This calculation is performed offline, for
each task τk and its result is the table compatible modesk.

The algorithm used for the computation of the compatible mode pairs is given
in Fig. E.1.
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Algorithm: QUASI STATIC VS COMPAT DISC MODES

Input: - task τk
Output: - compatible mode pairs (h, compat mode[h])

01: for h = |M | downto 1 {
02: for i = h downto 2 {
03: l=i
04: not pair=0
05: for j = l-1 to 1
06: if ek,l · ( 1

f j
− 1

fh
)− ek, j · ( 1

fl
− 1

fh
) > ek,h( 1

f j
− 1

fl
) {

07: not pair=1;break;
08: }
09: }
10: if (not pair==0) compat mode[h]=l; break;
11: }
12:}
13: return compat modes[]

Figure E.1: Pseudocode: Calculation of the Compatible Mode Pairs
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