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Abstract—A test solution for a complex system requires the de-
sign of a test access mechanism (TAM), which is used for the test
data transportation, and a test schedule of the test data transporta-
tion on the designed TAM. An extensive TAM will lead to lower
test-application time at the expense of higher routing costs, com-
pared to a simple TAM with low routing cost but long testing time.
It is also possible to reduce the testing time of a testable unit by
loading the test vectors in parallel, thus increasing the paralleliza-
tion of a test. However, such a test-time reduction often leads to
higher power consumption, which must be kept under control since
exceeding the power budget could damage the system under test.
Furthermore, the execution of a test requires resources and concur-
rent execution of tests may not be possible due to resource or other
conflicts. In this paper, we propose an integrated technique for test
scheduling, test parallelization, and TAM design, where the test ap-
plication time and the TAM routing are minimized, while consid-
ering test conflicts and power constraints. The main features of our
technique are the efficiency in terms of computation time and the
flexibility to model the system’s test behavior, as well as the support
for the testing of interconnections, unwrapped cores and user-de-
fined logic. We have implemented our approach and made several
experiments on benchmarks as well as industrial designs in order
to demonstrate that our approach produces high-quality solution
at low computational cost.

Index Terms—Scan-chain partitioning, system-on-chip (SOC)
testing, test access mechanism design, test data transportation,
test scheduling, test solutions.

1. INTRODUCTION

HE ADVANCE in design methodologies and semicon-

ductor process technologies has led to the development of
systems with excessive functionality implemented on a single
die, called system-on-chip (SOC). In a core-based design ap-
proach, a set of cores, i.e., predefined and preverified design
modules, is integrated into a system using user-defined logic
(UDL) and interconnections. In this way, complex systems can
be efficiently developed. However, the complexity in the sys-
tems leads to high test data volumes and the development of a
test solution must therefore consider the following interdepen-
dent problems:
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* how to design an infrastructure for the transportation of
test data in the system, a test access mechanism (TAM);

* how to design a test schedule to minimize test time, con-
sidering test conflicts and power constraints.

The testable units in an SOC design are the cores, the UDL,
and the interconnections. The cores are usually delivered with
predefined test methods and test sets, while the test sets for UDL
and interconnections are to be generated prior to test scheduling
and TAM design. The test vectors, forming the test sets for each
testable unit, are stored or created in some test source, and their
test responses are stored or analyzed in some test sink. The TAM
is the connection between the test sources, the testable units and
the test sinks. The test-application time can be minimized by
applying several test sets concurrently; however, test conflicts,
limitations, and test-power consumption must be considered.

The workflow when developing an SOC test solution can
mainly be divided into two consecutive parts: an early design
space exploration followed by an extensive optimization for the
final solution. For the former, we have proposed a technique for
integrated test scheduling and TAM design to minimize test time
and TAM cost [29], [32]. The advantage of the technique is its
low computational cost making it useful for iteratively use in the
early design space exploration phase. For extensive optimiza-
tion of the final solution, we have proposed a technique based on
simulated annealing, which is used only a few times, justifying
its high computational cost [30], [32]. We have also proposed an
integrated test scheduling and scan-chain-partitioning (test par-
allelization) technique under power constraints [31]. The test-
parallelization problem is, for a testable unit with variable test
time such as scan-tested cores, to determine the number of scan
chains to be loaded concurrently, i.e., to determine the test time
for each testable unit in such a way that the system’s total test
time is minimized while considering test-power limitations.

In this paper, we propose a technique to integrate test sched-
uling, test parallelization (scan-chain partitioning) and TAM de-
sign with the objective to minimize the test application time and
the TAM routing cost while considering test conflicts and power
constraints. The aim with our approach is to reduce the gap be-
tween the design space exploration and the extensive optimiza-
tion, i.e., to produce a high quality solution in respect to test
time and TAM cost at a relatively low computational cost.

The features of our proposed approach are that we support:

* the testing of interconnections;

* the testing of UDL;

* the testing of unwrapped cores;

* the consideration of memory limitations at test sources;

e the consideration of bandwidth limitations on test sources
and test sinks;

* embedding cores in core.
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Fig. 1. Scheduling approaches.

We have implemented our technique and performed exper-
iments on several benchmarks including a large industrial
design called Ericsson, which is tested by 170 test sets. The
experimental results demonstrate that we can deal with systems
tested with different test methods; our approach is not limited
to scan-based systems.

The organization of the paper is as follows. An introduction
to the background and an overview of related work are given in
Section II. The considered test problems are discussed and de-
scribed in Section III. The system model is defined in Section IV,
and our integrated test scheduling, test parallelization and TAM
design technique is presented in Section V. The paper is con-
cluded with experimental results in Section VI and conclusions
in Section VII.

II. BACKGROUND AND RELATED WORK

The test-application time when testing a system can be
minimized by scheduling the execution of the test sets as
concurrently as possible. The basic idea in test scheduling
is to determine when each test set should be executed, and
the main objective is to minimize the test application time.
However, various conflicts and limitations must be considered.
For instance, only one test set can be applied at any time to
each testable unit. Power constraints must also be carefully
considered otherwise the system under test can be damaged.
The scheduling techniques can be classified using a scheme by
Craig et al. [7] into:

* nonpartitioned testing,
* partitioned testing with run to completion, and
* partitioned testing.

The differences among the techniques are illustrated with five
test sets (¢1,...,t5) in Fig. 1, where the length of the rectan-
gles corresponds to the test time of respective test sets. In non-
partitioned testing, Fig. 1(a), test sets are grouped into sessions
and new tests are allowed to start only when all test sets in the
preceding session are completely executed. A test-scheduling
approach based on partitioned testing with run to completion
does not group tests into sessions, and new tests are therefore
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allowed to start at any time [Fig. 1(b)]. And, finally, in parti-
tioned testing or preemptive testing, a test can be interrupted
and resumed at a later point, as test 5 in Fig. 1(c), which is split
into two partitions.

A set of test vectors is called a test set, and a system is usu-
ally tested by applying a number of test sets. For every test set,
one test source and one test sink are required. The test source
is where the test sets are stored or produced. A test source can
be placed either on- or off-chip. The test sink is where the test
response, produced by the testable unit when a test vector is ap-
plied, is stored or analyzed. Test sinks can, as test sources, be
placed either on-chip or off-chip. If both the test source and the
test sink for a particular testable unit are placed on-chip, it is
common to refer to it as built-in self-test (BIST). An example of
an on-chip test source is a linear-feedback shift-register (LFSR)
or a memory. An example of an off-chip test source is an au-
tomatic test equipment (ATE). The main advantage of using an
ATE as a test source and test sink is that a relatively small test
set can be used for each testable unit. However, among the dis-
advantages are the slow speed of an ATE and its limited memory
capacity [10]. An on-chip test source such as an LFSR, on the
other hand, does not require an extensive global test infrastruc-
ture, which is especially true if each testable unit has its dedi-
cated LFSR. The disadvantage with an LFSR is that usually a
relatively large test set is required, which leads to long testing
times and also more activity (power consumption) in the system.

The test sources and the sinks can be shared among several
testable units. And every testable unit is tested by one or more
test sets. A system may contain several test sources and test
sinks. A test infrastructure (TAM) is used to connect the test
sources, the testable units and the test sinks. The TAM is used for
the transportation of test vectors from a test source to a testable
unit and test responses from a testable unit to a test sink.

Zorian has proposed a test scheduling technique based on
nonpartition testing [see Fig. 1(a)], for systems where each
testable unit has its dedicated on-chip test source and on-chip
test sink [44]. In the approach, a test set is assigned a fixed test
time and a fixed test-power consumption value. The objective
is to minimize the total test application time and the routing
of control lines while making sure that the total test-power
consumption at any time is below a given limit. The minimiza-
tion of control lines is achieved by grouping tests based on
the floor-plan in such a way that testing of neighboring cores
are scheduled in the same test session. The advantage with
the grouping is that the control lines can be shared among all
test sets executed in the same session. Recently, Wang et al.
proposed a test scheduling technique based on partitioned
testing with run to completion for memories with dedicated
BIST [43].

An analytic test-scheduling approach, also for nonpartitioned
testing, was proposed by Chou et al. [5], where, as in Zorian’s
approach, each test set is assigned a fixed test-time and a fixed
test-power value. Test conflicts are modeled in a general way
using a resource graph. Based on the resource graph, a test com-
patibility graph is generated and a covering table is used to de-
termine the tests scheduled in the same test session. Muresan
et al. [39] have proposed a test scheduling technique with the
same assumptions as Chou et al. and to allow a higher degree of
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flexibility in the scheduling process partitioned testing with run
to completion is used.

In all the above approaches, each testable unit has one ded-
icated test set with a fixed test time. Sugihara et al. proposed
a technique for the selection of test sets for each testable unit
where each testable unit can be tested by one test set using an
off-chip test source and an off-chip test sink as well as one test
set using a dedicated on-chip test source and a dedicated on-chip
test sink [41]. The objective is to find a tradeoff between the
number of test vectors in on-chip resources (test source and
test sink) and off-chip resources (test source and test sink). The
sharing of test resources may introduce conflicts if a test re-
source can only generate test patterns for a testable unit at a
time. Chakrabarty also proposed a test scheduling technique for
systems tested by two test sets, one BIST test set and one stored
at the ATE [2], [3]. Chakrabarty also considered the conflicts
that appears when sharing the test bus for test data transporta-
tion. Furthermore, the sharing of BIST resources among testable
units is considered.

A test infrastructure is used for the transportation of test data,
that is test vectors and test responses. The advanced microcon-
troller bus architecture (AMBA) is an approach where all test
sets are scheduled in a sequence on a single bus [9]. Another
bus approach is proposed by Varma and Bhatia [42]. Instead of
having all TAM wires in a single bus, Varma and Bhatia pro-
pose a technique where several set of wires form several test
buses. The tests on each test bus are, as in the case with AMBA,
scheduled in a sequence. However, tests on different buses are
executed concurrently. Aerts and Marinissen have also proposed
three architectures, multiplexing where all tests are scheduled
in a sequence, distributed where all tests are scheduled concur-
rently on their dedicated TAM wires, and daisy-chain where all
tests are scheduled concurrently and as soon as a core is finished
with its testing, the core is by-passed using a clocked buffer [1].
A common drawback with scheduling tests in a sequence is that
the testing of interconnection is a bit cumbersome.

The advantage with scheduling the tests in a sequence is that
only one test set is active at a time and there is only switching
in one testable unit at a time, which reduces the test-power con-
sumption. In an concurrent approach, the testing of several cores
can be performed at the same time. In the distributed architec-
ture, the testing of all cores are started at the same time, which
means that all cores are activated simultaneously, resulting in
a high test-power consumption. In the daisy-chain approach,
all cores are also scheduled to start at the same time and the
test vectors are pipelined through the cores. The idea of daisy-
chain tests is efficient from a test-time perspective, however,
from a test-power consumption perspective it results in a high
switching activity. Saxena et al. have proposed a technique to re-
duce the test-power consumption in scan-based designs by using
a gated subchain scheme [40]. Experimental results indicate that
comparing an original design and a design with gated subchains,
the test time remains the same but the test-power consumption
is reduced by the number of gated sub chains.

A core test wrapper is the interface between a core and the
TAM. A standard core wrapper such as the proposed P1500 or
the TestShell can be in four modes, normal operation, internal
core test, external test, and bypass [14], [36]. The tests in a

system can be grouped into wrapped core tests and unwrapped
core tests. A wrapped core test is a test at a core equipped with
a dedicated interface (a wrapper) to the TAM and an unwrapped
core test is a test at a core that does not have a dedicated wrapper.
A new conflict appears, namely test wrapper conflict. Several
approaches have been proposed for wrapped core tests. [yengar
et al. proposed a technique for core tests where a fixed TAM
bandwidth is assumed to have been partitioned into a set of fixed
TAMs and the problem is to assign cores to the TAMs in such
a way that the total test-application time is minimized [15]. The
tests on each TAM are scheduled in a sequence and the tests can
be assigned to any of the TAM’s in the system. In order to make
the approach applicable to large industrial designs, Iyengar et al.
have proposed the use of an heuristic instead of integer linear
programming (ILP) [16].

Several approaches by Iyengar er al. [17], Goel and
Marinissen [20], Goel and Marinissen [21], Goel and
Marinissen [22], Huang et al. [12], Koranne [25], and Koranne
and Iyengar [26] have been proposed for the assignment of
TAM wires to each core test. Hsu ef al. [11] and Huang et al.
[13] also proposed techniques for TAM wire assignment under
power constraints for tests with fixed power consumption and
variable test times. Iyengar et al. proposed a technique where
hierarchical conflicts are considered [19]. An approach for
TAM design and test scheduling is proposed by Cota et al. [6].
The test data can be transported on dedicated TAM as well as
on the functional bus. To further explore the design space, the
approach allows redesign and extensions of the functional bus.

III. TEST PROBLEMS

In this section, we describe the test problems we are consid-
ering and their modeling.

A. Test Time

In this paper, we use a test-time model that assumes within a
given range a linear dependency between the test time and the
number of TAM wires assigned to a testable unit. In our model,
we assume that the designer specifies a bandwidth range for
each core. It means that for each testable unit a bandwidth is
to be selected, which is within the minimal bandwidth and the
maximal bandwidth range and the test time contra TAM band-
width within the given range is linear.

The test time for executing a test at a testable unit is defined
by the time required for applying the test vectors. For some test
methods, the test time is fixed, while for other test methods, such
as scan-based testing, the testing time can be modified. A mod-
ification is achieved by test parallelization. For instance assume
a core with a number of scan chains which form a single chain
connected to a single TAM wire. The testing of the core is per-
formed by shifting in a test vector and when the scan chains are
filled, a capture cycle is applied, and then the test response is
shifted out. A major part of the testing time is therefore con-
sumed by the shift process. In order to reduce the shifting time,
a new test vector can be shifted in at the same time as the test
response from the previous test vector is shifted out. To further
reduce the time consumed due to shifting, the scan chains can
be connected into several wrapper chains where each wrapper
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TABLE 1
CHARACTERISTICS FOR THE SCAN-BASED CORES IN DESIGN P93791

Core  Test vectors Inputs Outputs Bidirs Scan chains scsahno-l:lf::n scl;(::_lfl?;tin

1 409 109 32 72 46 1 168

6 218 417 324 72 46 500 521

11 187 146 68 72 11 17 82

12 391 289 8 72 46 92 93

13 194 111 31 72 46 173 219

14 194 111 31 72 46 173 219

17 216 144 67 72 43 145 150

19 210 466 365 72 44 97 100

20 416 136 12 72 44 181 132

23 234 105 28 72 46 1 175

27 916 30 7 72 46 50 68

29 172 117 50 0 35 185 189
wrapper We have analyzed the correlation between the exact test-time
core A (7.) computation and the approximated test time (7, ). We have
m TAM width __ m TAM width  used one of the largest industrial designs, the P93791, in the
__ ITC’02 benchmarks [35] to illustrate our analysis. We have ex-
: : : tracted the twelve scan-based cores in the P93791. Key data for
: i _ : the design is in Table I. The aim of the ?nalysis is to cl}eck the
correlation between the exact computation of the test time and
our proposed approximation of the test time, and also to identify
Fig. 2. Scan chains design at a core. possible reasons for a nonlinear dependency between test time

chain is connected to a TAM wire. For instance, if the n scan
chains in Fig. 2 are connected to m wrapper chains (n > m), the
loading of a new test vector can be performed in the m wrapper
chains concurrently.

The problem of forming wrapper chains has been addressed
by Iyengar et al. [15] and the test application time for a core is
given by:

Te = (1 + max{s;, s,}) X p+ min{s;, s, }

where s; is the longest wrapper chain for scan in, s, is the
longest wrapper chain for scan out, and p is the number of test
vectors.

The computation of an exact test time requires an algorithm
such as the one proposed by Iyengar et al. to determine the
number of wrapper chains at a core. It is important to note that
even if the test time is computed exactly for each testable unit,
the above formula does not consider the effect at the system level
introduced by the clocked bypass structures, which is used in the
TestShell when the TAM wires are becoming longer. Since the
application of the formula at the system level does not lead to
exact testing time and in order to reduce the computational cost,
we suggest an approximation of the test time

-

where 7.1 is the test time when a single wrapper chain is as-
sumed and m is the number of TAM wires assigned to the core,
and m is in the designer specified range.

Tel

m

and the number of wrapper chains.

The analysis results for cores 1, 6 and 11 are collected in
Table II, the results for cores 12—14 in Table III, the results for
cores 17, 19 and 20 in Table IV, and the results for cores 20,
23, and 27 in Table V. For each core, we have computed the
exact test time using the wrapper chain partitioning algorithm
presented by Iyengar ef al. [15] for different cases of wrapper
chains (TAM width) 1 to 16. For each width, we have also com-
puted the approximate test time (7, ) and the difference between
the exact test time and the approximated test time. From the re-
sults in Tables II-V, we observe that the difference between 7,
and 7, is extremely low for low TAM width. However, as the
TAM width increases, the difference between 7, and 7, also in-
creases. Among the cores, the case is worst for core 11. We have,
therefore, made an investigation of core 11, and we made two
observations. The number of scan chains is 11 while the TAM
bandwidth has been in the range from 1 to 16, and the length
of the scan chains is rather unbalanced. The shortest scan chain
is 17 flip-flops long while the longest scan chain consists of 82
flip-flops. We have made three new scan chain partitions of core
11 (Table VI), namely:

* balanced.11—where the 11 scan chains are redesigned to
be as balanced as possible;

* balanced.22—where the number of scan chains is in-
creased to 22 and the partitions are made as balanced as
possible;

* balanced.44—where the number of scan chains is in-
creased to 44 and the partitions are made as balanced as
possible;
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TABLE 1I
TEST-TIME COMPARISON BETWEEN AN EXACT METHOD AND AN APPROXIMATION FOR CORES 1, 6, AND 11 IN P93791
Core 1 Core 6 Core 11
TAM Test time, Test time, Diff (%) Test time, Test time, Diff (%) Test time, Test time, Diff (%)
width Te Ty [Te-Tal/Te % 100 Te T, [Te-Tal/Te % 100 Te Ty [Te-Tal/Te % 100
1 2862952 2862952 0% 5317007 5317007 0% 149381 149381 0%
2 1431714 1431476 0.02% 2658613 2658504 0.004% 74784 74691 0.12%
3 954862 954317 0.06% 1809815 1772336 2.1% 49981 49794 0.4%
4 740459 715738 3.3% 1358456 1329252 2.1% 37580 37345 0.6%
5 573163 572590 0.1% 1126316 1063401 5.6% 32513 29876 8.1%
6 494049 477159 3.4% 907097 886168 2.3% 25177 24897 1.1%
7 431729 408993 5.3% 793217 759572 4.2% 21608 21340 1.2%
8 370639 357869 3.4% 679337 664626 2.2% 18977 18673 1.6%
9 318561 318106 0.14% 674957 590779 12.5% 17105 16598 3.0%
10 308319 286295 71% 565457 531701 6.0% 16538 14938 9.7%
11 305449 260268 14.8% 561077 483364 13.9% 15603 13580 13.0%
12 248049 238579 10.6% 455738 443084 2.8% 15603 12448 20.2%
13 246409 220227 10.6% 451577 409001 9.4% 15603 11491 26.4%
14 244359 204497 16.3% 451358 379786 15.9% 15603 10670 31.6%
15 191464 190863 0.3% 447197 354467 20.8% 15603 9959 36.2%
16 186549 178935 4.1% 341858 332313 2.8% 15603 9336 40.2%
TABLE III
TEST-TIME COMPARISON BETWEEN AN EXACT METHOD AND AN APPROXIMATION FOR CORES 12-14 IN P93791
Core 12 Core 13 Core 14
TAM Test time, Test time, Diff (%) Test time, Test time, Diff (%) Test time, Test time, Diff (%)
width Te T, [Te-Tal/Te % 100 Te Ty [Te-Tal/Te x 100 Te Ty [Te-Tal/Te x 100
1 1813502 1813502 0% 1893564 1893564 0% 1893564 1893564 0%
2 906947 906751 0.02% 946880 946782 0.01% 946880 946782 0.01%
3 604799 604501 0.05% 639989 631188 1.4% 639989 631188 1.4%
4 453892 453376 0.1% 480479 473391 1.5% 480479 473391 1.5%
5 363774 362700 0.3% 395654 378713 4.3% 395654 378713 4.3%
6 302596 302250 0.11% 320969 315594 1.7% 320969 315594 1.7%
7 259492 259072 0.16% 278654 270509 2.9% 278654 270509 2.9%
8 227337 226688 0.29% 242384 236696 2.3% 242384 236696 2.3%
9 217951 201500 7.5% 235754 210396 10.8% 235754 210396 10.8%
10 182278 181350 0.51% 200069 189356 5.4% 200069 189356 5.4%
11 181887 164864 9.4% 193439 172142 11.0% 193439 172142 11.0%
12 151689 151125 0.4% 165749 157797 4.8% 165749 157797 4.8%
13 145823 139500 4.3% 159509 145659 8.7% 159509 145659 8.7%
14 145431 129536 10.9% 153269 135255 11.8% 153269 135255 11.8%
15 145431 120900 16.9% 152879 126238 17.4% 152879 126238 17.4%
16 114060 113344 0.6% 123434 118348 4.1% 123434 118348 4.1%

balanced.88—where the number of scan chains is in-
creased to 88 and the partitions are made as balanced as
possible.

The results from the experiments on the original core 11 and the
four versions of the balanced design are collected in Table VII.
We made experiments with the TAM width in the range from
1 to 16, and for each of the versions of core 11, at each TAM
width, we computed the exact test time, the approximated test

time and the difference between the exact time and the approxi-
mated time. On average, the approximated test time is 12.1%
from the exact test time on the original design. For the bal-
anced.11, which is the balanced version of the original one, the
average is down to 5.7%. If the number of scan chains are in-
creased to 22 as in balanced.22 the average difference is only
2.7% and if the number of scan chains are increased to 44 the
average difference is down to 1.5%. A further increase of the
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TEST-TIME COMPARISON BETWEEN AN EXACT METHOD AND AN APPROXIMATION FOR CORES 17, 19, AND 20 IN P93791

TABLE 1V
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Core 17 Core 19 Core 20

TAM Test time, Test time, Diff (%) Test time, Test time, Diff (%) Test time, Test time, Diff (%)

width Te T, [Te-Tal/Te % 100 Te T, [Te-Tal/Te % 100 Te T, [Te-Tal/Te X 100
1 1433858 1433858 0% 1031266 1031266 0% 3193678 3193678 0
2 717181 716929 0.04% 515843 515633 0.04% 1597047 1596839 0.01%
3 483258 477953 1.1% 343904 343755 0.04% 1065003 1064559 0.04%
4 358699 358465 0.07% 258027 257816 0.08% 798940 798419 0.07%
5 290128 286772 1.2% 206553 206253 0.15% 639256 638736 0.08%
6 257361 238976 7.1% 179524 171878 4.3% 551690 532280 3.5%
7 225028 204837 9.0% 156728 147324 6.0% 477047 456240 4.4%
8 192912 179232 7.1% 134801 128908 4.4% 416582 399210 4.2%
9 161664 159318 1.5% 114775 114585 0.17% 361121 354853 1.7%
10 160579 143386 10.7% 111164 103127 7.2% 346109 319368 7.7%
11 130849 130350 0.4% 94095 93751 0.4% 291064 290334 0.25%
12 129331 119488 7.6% 90077 85939 4.6% 286061 266140 7.0%
13 128680 110297 14.3% 85444 79328 7.2% 271466 245668 9.5%
14 128029 102418 20.0% 83133 73662 11.4% 261458 228120 12.8%
15 97215 95591 1.7% 68992 68751 0.35% 216005 212912 1.4%
16 97215 89616 7.8% 67506 64454 4.5% 215588 199605 7.4%

TABLE V
TEST-TIME COMPARISON BETWEEN AN EXACT METHOD AND AN APPROXIMATION FOR CORES 23, 27, AND 29 IN P93791
Core 23 Core 27 Core 29

TAM Test time, Test time, Diff (%) Test time, Test time, Diff (%) Test time, Test time, Diff (%)

width Te T, [Te-Tal/Te % 100 Te T, [Te-Tal/Te % 100 Te T, [Te-Tal/Te % 100
1 1836917 1836917 0% 2869269 2869269 0% 1161619 1161619 0%
2 918609 918459 0.02% 1435093 1434635 0.03% 584201 580810 0.6%
3 612618 612306 0.05% 957346 956423 0.1% 389582 387206 0.6%
4 475404 459229 3.4% 718007 717317 0.1% 292187 290405 0.6%
5 367758 367383 0.1% 588713 573854 2.5% 232497 232324 0.07%
6 317719 306153 3.6% 480507 478212 0.5% 194963 193603 0.7%
7 277534 262417 5.4% 418151 409896 2.0% 166241 165946 0.2%
8 240874 229615 4.7% 365882 358659 2.0% 161235 145202 9.9%
9 204440 204102 0.16% 341123 318808 6.5% 130090 129069 0.8%
10 200689 183692 8.5% 303526 286927 5.5% 129057 116162 10.0%
11 194579 166992 14.2% 279684 260843 6.7% 128884 105602 18.1%
12 160739 153076 4.8% 248506 239106 3.8% 97568 96802 0.8%
13 160504 141301 12.0% 248506 220713 11.2% 96879 89355 7.8%
14 156979 131208 16.4% 232000 204948 11.7% 96879 82973 14.4%
15 122898 122461 0.35% 217328 191285 12.0% 96706 77441 19.9%
16 120554 114807 4.8% 187067 179329 4.1% 96533 72601 24.8%

number of scan chains to 88, balanced.88, will not give a lower
difference at the TAM bandwidth we did experiments with. The
analysis indicates that designing the scan chains at a core in a
balanced way with a relatively high number of scan chains will
result in a near linear dependency between test time and TAM
width. It should be noted that we used TAM bandwidth in the
range from 1 to 16. Obviously, the linear dependency does not
hold for small cores with a few scanned element. However, our

modeling assumes a linear dependency within a range specified
by the designer.

B. Test-Power Consumption

The power consumption is usually higher during testing
compared to that during normal operation. The reason is that a
high switching activity is desired in order to detect as many faults
as possible for each test vector. Detecting a high number of faults
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TABLE VI
MODIFIED SCAN-CHAIN PARTITIONING ON CORE 11

# scan chains

Scan chains

Original 11 8282828181811818171717
Balanced.11 11 5353535352525252525252
Balanced.22 22 27272727262626262626262626262626262626262626
Balanced.44 44 1414141413 131313 13131313 13131313 13131313 1313131313 131313131313 13131313
: 131313131313131313
Balanced.88 38 77777777777 77777777777777777777777777777777777776666666666
; 666666666666666666666666666666

TABLE VII

TEST-TIME COMPARISON BETWEEN AN EXACT MODEL (7. ) AND OUR APPROXIMATION (7, ) FOR VARIATIONS OF CORE 11 (SEE TABLE VI)

Original Balanced.11 Balanced.22 Balanced.44 Balanced.88
TAM . . Diff (%) . Diff (%) . Diff(%) . Diff(%) . Diff(%)
width a e | Te-Tal/Tex100 e | Te-Tal/Tex100 e | Te-Tal/Tex100 e | Te=Tal/Tex100 e | Te-Tal/Tex100

1 149381 149381 0 149381 0 149381 0 149381 0 149381 0
2 74691 74784 0.1 74784 0.1 74784 0.1 74784 0.1 74784 0.1
3 49794 49981 0.4 49981 0.4 49981 0.4 49981 0.4 49981 0.4
4 37345 37580 0.6 37579 0.6 37579 0.6 37579 0.6 37579 0.6
5 29876 32513 8.1 32135 7.0 30065 0.6 30064 0.6 30064 0.6
6 24897 25177 1.1 25177 1.1 25177 1.1 25177 1.1 25177 1.1
7 21340 21608 1.2 21806 2.1 21618 1.3 21608 12 21608 1.2
8 18673 18977 1.6 20487 8.9 18976 1.6 18976 1.6 18976 1.6
9 16598 17105 3.0 19739 15.9 16905 1.8 16909 1.8 16909 1.8
10 14938 16538 9.7 19739 24.3 16161 7.6 15219 1.8 15219 1.8
11 13580 15603 13.0 13903 23 13903 23 13903 23 13903 23
12 12448 15603 20.2 12775 2.6 12775 2.6 12775 2.6 12775 2.6
13 11491 15603 26.4 11839 2.9 11831 2.9 11835 29 11836 29
14 10670 15603 31.6 11090 3.8 10903 2.1 10903 2.1 10898 2.1
15 9959 15603 36.2 11086 10.2 10899 8.6 10147 1.9 10147 1.9
16 9336 15603 40.2 10338 9.7 10337 9.7 9582 2.6 9582 2.6
Average: 12.1 5.7 2.7 1.5 1.5

5[(2322 dom o P(1)+ P() = | pi0) |+ | p@) | and p; (7') are the instantaneous power dissipation of the two

compatible tests ¢; and ¢;, respectively, and P(t;) and P(¢;) are

Dinax the corresponding maximal power dissipation. In the case where

P(t) :|Pj(T) |
P(t) = pi(D) |

Time, T

pi(T) = instantaneous power dissipation of test t;

P(t;) =| p(t) | = maximum power dissipation of test t;

Fig. 3. Power dissipation as a function of time [5].

per vector minimizes the number of test vectors and therefore
also the test time. The problem is that a high power consumption
might damage the system. It is therefore needed to schedule the
tests in such a way that the total test-power consumption is kept
under control. To be able to analyze the test-power consumption,
amodel of the power consumption is needed. Chou et al. [S] have
introduced a test-power model by denoting a fixed test-power
value to each test set. The motivation for the model is as follows.
Fig. 3 shows an example of the test-power dissipation variation
over time 7 when the two tests ¢; and ¢; are executed. If p;(7)

Pi(T) + pj(T) < Pmax, the two tests can be scheduled at the
same time. However, instantaneous power of each test vector is
hard to obtain. To simplify the analysis, a fixed value piest (¢;)
is assigned for all test vectors in a test ¢; such that when the test
is performed the power dissipation is no more than pest(Z;) at
any moment. The pest(¢;) can be assigned as the average power
dissipation over all test vectors in ¢; or as the maximum power
dissipation over all test vectors in ;. The former approach could
be too optimistic, leading to an undesirable test schedule, which
exceeds the test-power constraints. The latter could be too pes-
simistic; however, it guarantees that the power dissipation will
always satisfy the constraints. Usually, in a test environment the
difference between the average and the maximal power dissipa-
tion for each test is often small since the objective is to maximize
the circuit activity so that it can be tested in the shortest possible
time [5]. Therefore, the definition of power dissipation piest (t;)
for a test ¢; is usually assigned to the maximal test-power dissi-
pation (P(t;)) when test ¢; alone is applied to the device. This
simplification was introduced by Chou et al. [5] and has been
used by Zorian [44] and by Muresan et al. [39]. We will also use
this assumption in our approach.
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scan-in scan-out
—|, scan ffs |, scan ffs |—], scan ffs | —
clk
Fig. 4. Original scan chain [40].

scan-in scan-out
——| scan fts ll

| 5 |

{4 scan ffs f

scan ffs y

clkl

clk H‘F

clk3

Fig. 5. Scan chain with gated subchains [40].

C. Test-Power Consumption at Test Parallelization

The test-power consumption depends on the switching ac-
tivity. During testing in scan-based systems, switches appear not
only during the application of test vectors, at the capture cycles,
but also in the shift process when a new test vector is shifted in
while the test response from the previous test vector is shifted
out. Saxena et al. [40] proposed a gating scheme to reduce the
test-power dissipation during the shift process. Given a set of
scan chains as in Fig. 4 where the three scan chains are forming
a single chain. During the shift process, all scan flip-flops are
active and it leads to high switch activity in the system and high
power consumption. However, if a gated subchain scheme as
proposed by Saxena et al. is introduced (Fig. 5), only one of the
three chains is active at a time during the shift process, while the
others are switched off and as a result no switching activity is
taking place in them. The test time in the examples (Figs. 4 and
5) are the same while the switch activity is reduced in the gated
example and also the activity in the clock tree distribution is re-
duced [40]. The experimental results presented by Saxena et al.
[40] indicate that the test-power consumption can be reduced to
a third using a gated scheme with three sub chains as in Fig. 5
compared to the original scheme in Fig. 4. We use a generalized
model based on the experimental results presented by Saxena et
al., which shows that there is a linear dependency between the
test time and the test-power consumption. If = scan chains exist
at a core, it is possible to form = number of wrapper chains. In
such a case, the test time will be reduced since the shift process is
minimized, however, the test-power consumption will be maxi-
mized since all of the  scan chains are active at the same time.
On the other hand, if a single wrapper chain is assumed where
all scan chains are connected into a single wrapper chain, the
test time will increase but the test-power consumption can be
reduced by gating the x scan chains. For the power modeling,
we do as with the test time. We assign one test time value and
one test-power consumption value at a single wrapper chain. As
the number of assigned TAM wires changes, we assume that
there is a linear change in test time and the test power within the
specified range.
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Test source, r;

:C()re, c3 ; Core, ¢,
(a) tam E UDL, b3, E (¢) no tam Block ].J 21§
Core,c; |-~ >UDL b3z - / ----- > Blockbazg
Block by ¢
Block b, (b) no tam

Fig. 6. Illustration of unwrapped core testing and test interference.

D. Test-Resource Limitations

A test source usually has a limited bandwidth. For instance,
an external tester only supports a limited number of scan chains
at a time [10]. The memory limitation at a test source may also
put a limitation on the testing [10] and there could also be a
limitation in the number of available pins. In our model, we use
a fixed value for the maximal bandwidth at a test source and a
test sink. We also use a fixed value to indicate the memory size
used for test-vector storage at a test source.

E. Test Conflicts

We have discussed conflicts due to test-power consumption,
bandwidth limitations, memory limitations, and sharing of
TAM wires. These are conflicts that are to be considered during
the test scheduling. There are also conflicts that are known in
advance. In this section, we will discuss such test conflicts.
These conflicts are due to interference during testing and also
the testing of interconnections and UDL. It is also possible
that conflicts appear when the system contains cores that are
embedded in cores [19].

In general, in order to execute a test, a set of testable units
might be required. This set can often be specified in advance.
The advantage of specifying the test conflicts explicitly is that it
gives the designer the flexibility to explore different design pos-
sibilities. It also makes our technique more flexible compared to
an approach where test conflicts are built in to the tool.

We will use the example in Fig. 6 to illustrate unwrapped core
testing and test interference. The example consists of only one
test source and one test sink and three cores (¢1—c3), where core
c1 consists of two testable units, b1; and by, core ¢y consists
of two testable units, by; and bys, and core c3 consists of two
testable units, b3; and bsy. Cores ¢; and co have interfaces to
the TAM, i.e., they are placed in wrappers. As discussed above,
we call such cores wrapped cores while cores such as core cs,
which do not have a dedicated interface to the TAM, are called
unwrapped cores. Tests performed at wrapped cores are called
wrapped core tests, and tests at unwrapped cores are called un-
wrapped core test. The testing of the UDL at the testable unit
bs2 is an unwrapped core test. In order to perform testing of b3o,
the test vectors are transported from the test source 71 using the
TAM to the wrapped core c;. The wrapper at c; is placed in the
external test mode, which means that no core tests can be ap-
plied at c; as long as the wrapper is in external test mode. The
test vectors are transported from the wrapper at ¢; to the testable
unit bz2. The test responses are captured at the wrapper at core
c2, which, as core ¢y, is placed in the external test mode. From
the wrapper at core co, the test response is transported via the
TAM to the test sink s1. The testing of the testable units b1; and
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Fig. 7. Conceptual view of a P1500 compliant core [33].

b12 at core ¢ and by and bys core co cannot be performed at
the same time as the testing of bs5. In our model we specify this
as a conflict list: {b11,b12, ba1, bas}.

The testing of b3o could, but does not have to, have an impact
on the testing of some other testable units such as b3;. In our
approach, we list all testable units that are required in order to
execute a test explicitly. If bs; is interfered during the testing of
b3a, bsy is also included in the conflict list.

An advantage of listing all the test conflicts explicitly is that
it makes it possible to model hierarchy where for instance cores
are embedded in cores. A hierarchical modeling technique usu-
ally has an implicit way to model conflicts. In our approach,
such implicit modeling does not exist and, hence, longer con-
flict lists are required.

F. TAM Design

In our design flow, we assume that there are initially no TAM
wires in the system. TAM wires are added when the transporta-
tion of test data in the system requests them. In general, all test
sources are to be connected with wrapped cores and the wrapped
cores have to be connected with the test sinks.

In our modeling of the TAM wires, we assume that each TAM
wire is independent of other TAM wires. It means we are not
partitioning the TAM wires into subsets. We also assume that
the delay of data transportation on the TAM wires is negligible.
Further, we assume, as discussed above, that the time impact
from eventual bypass structures introduced on long time wires
is not considered.

For the placement modeling of cores and test resources, we
assume a single point assignment given by x- and y-coordinates
for each. The placement model could be more elaborate than
a single point assignment, however, a more advanced model
would lead to higher computational complexity. To illustrate
that further, consider a conceptional view of a P1500 compliant
core given in Fig. 7. It is important to note that it is only a con-
ceptional view. For instance, the inputs do not always have to
be placed on the left hand side and the outputs on the right hand
side. A more elaborate placement model than a single point
model would need a way to determine where to connect the

External test generator External test evaluator

test source, r; test sink, s;
vbw; 1~ rbw; 4~
System
wrapper core 3(c3) y
core I (cy)

block I (b3)
block 2(b3)

block 1 (b;})

scan-chain 1

core 2(c,)
block 1 (b,))
scan-chain 1
scan-chain 2
scan-chain 3

~
B
S
<
?
=
3
3
3

scan-chain 2
scan-chain 3
scan-chain 4

wrapper
block 2(b55)

vbWz$ bwﬂ% bwa

On-chip test generator
test source, 1y

rbw, f

On-chip test evaluator
test sink, s,

Fig. 8. Modeling the example system.

wires. A more elaborate wiring model would also have to con-
sider the size of the core, since the wiring inside the wrapper has
a cost.

Furthermore, a more elaborate model should handle the
wiring due to connecting the scan chains into a set of wrapper
chains. It means that the model should consider exactly where
on the core each of the scan inputs and each of the scan outputs
are placed. On top of this, it is also needed to have a model
for different types of cores. A core can be equipped with a
built-in bypass structure or a special transparency mode, which
can reduce the required wiring but will require consideration
during the test time modeling since the transparency mode can
require several clock cycles in order to transport test data from
the core input to its outputs. There might also exist several
possibilities for transparency where each such mode requires
a certain number of clock cycles and each mode consumes a
certain amount of power. We have, therefore, decided to use a
single point model for the placement.

IV. SYSTEM MODELLING

In Section III, we discussed SOC test problems and their mod-
eling. In this section, we describe our system model and the
input specification to our test design tool. We illustrate the mod-
eling and the input specification using an example.

We have developed a model, which is based on our previous
system model [29], [30], [32], to model a SOC system with
given test methods and added test resources, as illustrated in
Fig. 8, a design with test (DT) is represented as follows.

DT = (C,T, Rsources Rsink; Pmax, )» where: C =
{c1,¢2,...,c,} is a finite set of cores; each core, ¢; € C,
is characterized by:
(zi,y;): placement denoted by =z
ordinates and each core consists

and y co-
of a finite
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set of blocks ¢; = {bi1,bi2,...,bim,} where
m; > 0{s = 1,2,...,n}. Each block, b;; € B{i =
1,2,...,n,5 =1,2,...,m;}, is characterized by:
minbw;;: minimal bandwidth,

maxbw,;: maximal bandwidth, which are the minimal
possible bandwidth and maximal possible bandwidth at
a block, respectively.

Each block, b;;, is attached with a finite set of tests, b;; =

’

T;jk: test time (at TAM bandwidth 1),
Dijk: test power [at TAM bandwidth 1 using a gated sub-
chain scheme (discussed above)],
mem,;: required memory for test pattern storage.
clijx: constraint list with blocks required for the test.
Riource = {r1,72,...,7,} is a finite set of test sources
where each test source, 1; € Rgource, 18 characterized by:
(24, y;): placement denoted by z and y coordinates,
vbw;: vector bandwidth,
vmem,;: Vector memory size.
Rgink = {51,582, ..., 54} is a finite set of test sinks; where
each test sink, s; € Rgjnk, is characterized by:
(24, y;): placement denoted by « and y coordinates,
rbw;: response bandwidth,
source: T' — Rgource defines the test sources for the
tests;
sink: T — Ry, defines the test sinks for the tests;
Pmax: Maximal allowed power at any time.

The input specification for the example system (Fig. 8) to our
test design tool is outlined in Fig. 9. The power limit for the
system is given under [Global Constraints], and at [Cores], the
placement (z,y) for each core is given and all blocks within
each core are listed. The placement (z, y) for each test source,
its possible bandwidth, and its test vector memory are given at
[Generators]. At [Evaluators], the placement (2, i) and the max-
imal allowed bandwidth for each test sink is given. For each test
the following is specified under [Tests], the test identifier, test
power (pwr), test time (time), test source (tpg), test sink (tre),
minimal (minbw), and maximal bandwidth (maxbw), memory
requirement (mem) and, optional, if the test is for testing of in-
terconnections or UDL placed between another core (ict). For
instance, test t2 is an unwrapped core test of UDL logic or in-
terconnections between cores c; and co (Fig. 9). Test o requires
at least two TAM wires but not more than four. The test source
for test ¢5 is 1 and the test sink is so. The test vectors for test
to requires 5 units for storage at 1. The tests for each block are
specified at [Blocks] and at [Constraints] the blocks required in
order to apply a test are listed. Note that the possibility to specify
idle power for each block is implemented in our algorithm but,
to simplify the discussion, it is excluded from the system model
above.

The advantage with this model is that we can model a system
with a wide range of tests (scan tests as well as nonscan tests
such as delay, timing, and cross-talk tests) and constraints. For
instance we can model:

1,2,...,m;,k =1,2,...,0;;},is characterized by

» unwrapped core test, which is for the testing of intercon-
nections and UDL;
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# Example design
[Global Constraints]
MaxPower =25
[Cores] identifier x y
cl 10 30
c2 10 20 {b21,b22}
c3 20 30 {b31,b32}
[Generators] identifier x 'y maxbw  memory
rl 10 40 3 100
2 10 10 1 100
[Evaluators] identifier x y
sl 20 40 4
s2 20 10 4
identifier pwrtimetpg tre minbw  maxbw mem ict
tl 10 15 r1 sl 1 2 10 no
2 5 10 rl1 s2 2 4 5 c2
// for all tests in similar way
t12 15 20 r1 s2 2 2 2 no
[Blocks] #Syntax: identifier idle pwr {testl, test2, ..., test n}
bll 1 {t1,t2,13}

{block1, block2, ..., block n}
{bll}

[Tests]

b21 1 {t4,t5}
// for all blocks in similar way
b32 2 {t11,t12}

[Constraints] Syntax: test {blockl, block2,..., block n}
tl  {bll}
©2  {bll,b21,b22,b31,b32}
// constraint for all tests in similar way
t12 {bll}

Fig. 9. Test specification of the system in Fig. 8.

e any combination of test resources, for instance a test
source can be on-chip while the test sink is off-chip, and
vice versa;

e any number of tests per block (testable unit);

* memory requirements at test sources;

¢ bandwidth limitations at test resources;

* constraints among blocks, which allows the modeling of
constraints such as cores embedded in cores.

Initially, it is assumed that no TAM exists in the system. Our
technique adds a set of TAMs, tamq, tams, ..., tam,,, where
tam; is a set of wires with a certain bandwidth. We assume that
we can partition the TAM connected to a set of wrapped cores
freely, which means we are not limited to assigning all wires in
a TAM to one core at a time or dedicate TAM wires to a single
core. We also assume that we can extend a subset of the TAM
wires if required.

The TAM is modeled as a directed graph, G = (N, A), where
a node, n; € N, corresponds to a member of C, Rsource OF
Rgink. An arc, a;; € A, between two nodes n; and n; indicates
the existence of a wire and a wire wy, consists of a set of arcs.
For instance, a wire wj from ¢; to c3 passing cs is given by the
two arcs: {aj2, azs3}.

The assignment of cores to TAM wires means connecting a
test source n.source @ et of cores n1,na,...,n, and a test sink
Nsink and it is denoted as

Nsource — [nh ng... 7nn] — Msink (1)
where [ ] indicates that these nodes (wrapped cores) are included

(assigned) to this TAM but not ordered.
The length [; of a test wire w; is given by

dist(ni,n;) + Z adist(ng—1, nr) + adist(n,,n;)  (2)
k=2
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where 1; = Ngource and n; = ngink and the function adist gives
the Manhattan distance between two nodes, i.e.:

adist(n;,n;) = [z; — 2| + |yi — y;/- 3)
A set of wires form a tam,; and the routing cost is given by
tamlength, = [; x bandwidth; “4)

where [; is the length and bandwidth; is the width of the TAM.
The total TAM routing cost in the system is given by

Ctam = Z tamlength, . (@)
Vi
The total cost for a test solution is given by: a x test time +
0B X ctam, Where test time is the total test application time, Ctam,
(defined above) is the total wiring cost, and « and 3 are two de-
signer-specified constants determining the relative importance
of the test time and the TAM cost.

V. OUR APPROACH

In this section, we describe our approach to integrate test
scheduling, test parallelization, and TAM design. For a given
floor-planned system with tests, modeled as in Section IV, we
have to:

¢ determine the start time for all tests,

¢ determine the bandwidth for each test,

* assign each test to TAM wires,

¢ determine the number of TAMs,

¢ determine the bandwidth of each TAM, and

* route each TAM

while minimizing the test time and the TAM cost, and consid-
ering constraints and power limitations. Note that when the start
time and the bandwidth for a test are determined, the end time
is implicitly given. Compared to previous approaches [29]-[32],
we have the following improvements:

e Test scheduling. In [29] and [32], when a test was selected
and all constraints were fulfilled, a TAM was designed.
The technique there always minimized test time at the ex-
pense of the TAM cost. In the proposed approach, a cost
function including both test time and TAM cost guides the
test scheduling process.

¢ Test parallelization. The technique described in [31] max-
imized the bandwidth for each test, which resulted in low
test time. However, its draw-back is a higher TAM cost. In
our proposed approach, an elaborate cost function guides
the algorithm.

e TAM design. In [29] and [32], when a test was considered
and a free TAM existed, the TAM was selected. If an ex-
tension was required, an extension was made to minimize
the additional TAM. A disadvantage of the approach is il-
lustrated in Fig. 10, where D is to be connected using the
dashed line [Fig. 10(a)]. A rerouting as A, C, D, B would
include D at no additional cost [Fig. 10(b)].

The cost function for a test solution was defined above as: o x
test time + 0 X cyam, Where test time is the total test time, Cyam,
is the cost of the TAM and, « and 3 are user-defined constants
used to determine the relative importance between the test time
and the TAM cost. We also use the cost function for the guidance
at each step in our algorithm based on each test and the TAM

(2] 2]

l 0
]
4] L8] 14 L8]
(a) )
Fig. 10. Illustration of (a) a published and (b) our improved TAM design

approach.

design. The cost function guiding our algorithm is for a test Z;
using tamy;:

€ = & X Tgtart + [ X tamlength,; (6)

where: Tgari: is the time when ¢, can start, tamlength;: is the
cost of the tam wiring (4), and the designer specified factors
« and J are used to set the relative importance between test
time and TAM cost. Equation (6) is used in the test scheduling
algorithm for the selection of start time and TAM for each test.

A. Bandwidth Assignment

Test parallelization allows a flexible bandwidth assignment
for each test depending on the bandwidth limitations at the block
under test and the bandwidth limitations at the test resources.

The test time (see Section III-A) for a test #;;;, at block b;; at
core ¢; is given by

Tz‘/jk = ’Vﬁjk -‘ @)

bw;;
and the test power (see Section III-B)
Dijr = Dijk X bwi; (3)
where bw;; is the bandwidth at block b;; at core ¢; [31].

Combining the TAM cost and the test time (7), we get for
each block b;; and its tests ¢,

Tijk
COSt(bij) = le X bwij x [+ bﬂj“ X « )
v k
where: [; = [source(t;jx) — ¢; — sink(¢;jx)] and & is the

index of all tests at the block. To find the minimum cost of (9),
the derivative in respect to bw gives the bandwidth bw;; at a
block bi 7

(10)

Naturally, when selecting bw;;, we also consider the band-
width limitations at each block.

B. Test Scheduling

Our test-scheduling algorithm is outlined in Fig. 11. First,
the bandwidth is determined for all blocks (Section V-A)
and the tests are sorted based on a key (time, power or time
x power). The outermost loop terminates when all tests are
scheduled. In the inner loop, the first test is picked and after
calling create_tamplan (Section V-C), the required number
of TAM wires are selected or designed for the test based on
the cost function. If the TAM factor is important, a test can be
delayed in order to use an existing TAM. This is determined
by the cost function. If all constraints are fulfilled, the test is
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for all blocks bandwidth = bandwidth(block)
sort the tests descending based on time, power or timexpower
=0
until all tests arc scheduled begin
until a test is scheduled begin
tamplan = create_tamplan(t, test) // see Figure 12 //
T'= 1+ delay(tamplan)
if all constraints arc fulfilled then
schedule(t’)
execute(tam plan) // see Figure 13 //
remove test from list
end if
end until
T = first time the next test can be scheduled
end until
order (tam) // see Figure 15 //

Fig. 11. Test-scheduling algorithm.

for all tams connecting the test source and test sink used by the test,
select the one with lowest total cost
tam cost=0;
demanded bandwidth=bandwidth(test)
if bandwidth(tcst)>max bandwidth sclccted tam then
demandced bandwidth=max bandwidth(tam)
tam cost=tam cost+cost for increasing bandwith of tam;
end if
time=first free time(demanded bandwidth)
sort tams ascending according to extension (T, test)
while more demanded bandwidth
tam=next tam wire in this tam;
tam cost=tam cost+cost(bus, demanded bandwidth)
update demanded bandwidth accordingly;
end while
total cost=costfunction(tam cost, time, test);

Fig. 12. TAM estimation, i.e., create_tamplan(r, test).

scheduled and the TAM assignment is performed using the
technique in Section V-C. Finally, all TAMs are optimized
according to the technique discussed in Section V-E.

C. TAM Planning

In the TAM planning phase, our algorithm:

* creates the TAMs;

¢ determines the bandwidth of each TAM;

* assigns tests to the TAMs;

* determines the start time and the end time for each test.
The difference compared to the published approaches is that in
the planning phase we only determine the existence of the TAMs
but not their routing.

For a selected test, the cost function is used to evaluate all op-
tions (create_tamplan(7’, test)) (Fig. 12). The time (7') when
the test can be scheduled to start and its TAM is determined
using the cost function and if all constraints are fulfilled, the
TAM floor plan is determined [execute (tamplan)] (Fig. 13).

To compute the cost of extending a TAM wire with a node,
the length of the required additional wires is computed. Since
the order of the cores on a TAM is not decided, we need an
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demanded bandwidth = bandwidth(test)
if bandwidth(test)>max bandwidth selected virtual tam then
add a new tam with the exceeding bandwidth
decrease demanded bandwidth accordingly
end if
time=first time the demanded bandwidth is free sufficient long
sort tams in the tam ascending on extension (test)
while more demanded bandwidth
tam=next tam in this tam;
use the tam by adding node(test) to it, and mark it busy
update demanded bandwidth accordingly;

end while
Fig. 13. TAM modifications based on create,amplan (Fig. 12), i.e., execute
(tamplan).

estimation technique for the wire length. For most TAMs, the
largest wiring contribution comes from connecting the nodes
with the largest distance from each other. The rest of the nodes
can be added on the TAM at a limited additional cost (extra
routing). However, for TAM’s with a high number of nodes, the
number of nodes becomes important.

Our estimation of the wire length considers both of these
cases. We assume that the nodes (test sources, test sinks and
the wrapped cores) in the system are evenly distributed over the
area, i.e., A = width x height = (N, x A) x (N, x A) =
Ny x Ny x A2 where N, and N, are the number of cores on
the = and y axis, respectively. Therefore, A, the average dis-
tance between two nodes, is computed as:

A
A= ]——-—. 11
Ny x Ny (b
The estimated length el; of a wire w; with k nodes is
eli = 1rélﬁgk{l(nsource — n; — sink)7 A x (k + 1)} (12)

It means that we compute the maximum between the length
of the longest created wire and the sum of the average distances
for all needed arcs (wire parts). For example, let nfy thest be the
node creating the longest wire, and 7., the node to be added,
the estimated wiring length after inserting 7,0y 1S given by (12).
(See equation at the bottom of the page.)

For a TAM, the extension is given as the summation of all
extensions of the wires included in the TAM that are needed in
order to achieve the required bandwidth. The TAM selection for
atest ¢, is based on the TAM with the lowest cost according to

(el] — ely) x +delay(tamy, tij) X a. (13)

Using this cost function, we get a tradeoff between adding
a new TAM and delaying a test on an existing TAM. For a
newly created TAM, the delay for a test is 0 (since no other
test is scheduled on the TAM and the test can start at time 0):
newcost(t;jx) = l(source(t;) — ¢; — sink(t;)) x (.

.l
el =max{ " { l

(nsource — Mnpew — Nfurthest — nsink) }

(nsource — Nfurthest = Mnew — nsink)

x (k+2)
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(a) Before TAM design.
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(b) TAM and corresponding test schedule with o: factor I:3.
A TAM
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(c) TAM and corresponding test schedule with o.:p factor 2:3
Fig. 14. Example to illustrate TAM assignment.
TABLE VIII
ILLUSTRATION OF TAM ASSIGNMENT. ON ToP WITH A COST FUNCTION WHERE v = 1

AND 3 = 3 AND BELOW WITH A COST FUNCTION, WHERE o« = 2 AND 3 = 3

Cost function

Step

Test/block

Schedule on

Length TAM options Cost Selected TAM

selected TAM
1 A 50 New:TG—>A—SA 30x3+0x1=90 0-50 New:TGHA—SA
New:TG—D—-SA 50x3+0x1=150 X
2 D 30 TITGS[AD]>SA  20x3+50x1=110 0-50-80 TETGH[ADISA,
o=1 and =3 New:TG—B—SA 30x3+0x1=90
3 B 10 TI:TGS[ADB]SSA  0x3+80x1=80 0-50-80 TITG-[A,DB]>SA
New:TG—C—SA 50x3+0x1=150 .
4 C 10 T TGH[ADBC]>SA  0x3+90x1=80 0-50-80 TITGS[AD,B,CI>SA
1 A 50 New:TG—>A—>SA 30x3+0x2=90 0-50 TI:TG—>A—SA
New:TG—D—-SA 50x3+0x2=150 .
2 30 T1:TG—5[A,D]>SA 20x3+50x2=160 0-30 T2TG—>D-SA
New:TG—B—SA 30x3+0x2=90
0=2 and =3 3 B 10 T1:TG—[A,B]>SA 0x3+50x2=100 0-30-40 T2:TG—[D,B]->SA
T2:TG—[D,B]-SA 0x3+30x2=60
New:TG—C—SA 50x3+0x2=150
4 C 10 TI:TG—[A,C]—>SA 20x3+50x2=110  0-30-40-50 T2:TG—[D,B,C]—>SA
T2:TG—[D,B,C]—>SA 0x3-+40x2=80
D. Examp le add test source and test sink to a final list

We illustrate the TAM assignment by using an example with
four cores each with one block (testable units). The four cores
are placed as in Fig. 14(a). We assume that there is one test per
block and that the test time is attached to each block. In the
example, all tests are making use of the same test resources (test
source and test sink) and there are no bandwidth limitations.
Assuming an initial sorting of the tests based on test time, i.e.,
A, D, B, C, and success for the schedule at first attempt for each

sort all cores descending according to Eq. 17
while cores left in the list
remove first node from list and insert in the final list
insert direct after the position where Eq. 15 is fulfilled
end while

Fig. 15. Routing optimization of all TAMs.

test (there are no limiting constraints which means that when a
test is selected it can be scheduled) and the cost function (« : 3)
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TABLE IX
ILLUSTRATION OF TAM ROUTING

wn
-

(o

P Selected  Order before selection  Length of each TAM partition Order after selection TAM length Remaining in list

0 - TG—SA 30 C,D,A,B

1 C TG—-SA 0 TG—-C-S 14422=36 D,A,B

2 D TG—-C—-SA 18,2 TG—C—-D—->SA 14+10+14=38 AB

3 A TG—C—-D—-SA 6,14,20 TG—»A—-C—-D—->SA 10+10+10+14=44 B

4 B TG—-A—C—-D—-SA 20,14,14,6 TG—-A—C—-D—>B—SA  10+10+10+10+10=50 -
is in Fig. 14(b) set to 1:3 and in Fig. 14(c) to 2:3. The TAM TABLE X
design algorithm is illustrated for the two cases in Table VIII TEST SCHEDULING RESULTS
and the results are in Fig. 14(b) and (c). In the case when « = 1 Design Approach Test time Difference CPU ()
and 3 = 3 (top Table VIII), at step 1, A is selected (first in the to optimum (%)
list). No TAM exists in the design and the cost for a new TAM to Optimal 25 - -
be created is 90, which comes from the distance connecting TG g _ SA[30] 25 0 90
with A and A with SA (TG — [A] — SA), 10+ 10+ 10 = 30, £t a Muresan [39] 29 16.0 -
times the tam factor (), which is 3. It is a new TAM, which = DATE [29] 26 4.0 !
means that there is no delay for the test; test A is scheduled Our (p) 25 0 1
at time 0 to 50. In the second step D is considered. The TAM Optimal 318 - -
created in step 1 can be extended or alternatively anew TAM can g >  Kimeand Saluja[23] 349 9.7 -
be created. Both options are estimated. The cost of a new TAM, 2 e DATE [29] 318 0 1
TG — [A] — SA, is 150 while the cost of an extension of Our 318 0 1
T1,TG — [A, D] — SA, is 110, computed as TAM extension " Optimal 1152180
20 x 3 and delay on TAM 50 x 1. The delay on the TAM is due g —  Chakrabarty SIF[2] 1204630 4.5 -
to that A occupies the TAM during 0 to 50. The algorithm selects :% - DATE [29] 1152180 0 1
to make use of the existing TAM. When all tests are assigned to Our 1152180 0 1
TAMs the resulting TAM and test schedule are as in Fig. 14(b). . Optimal 1077 - -

For Fig. 14(c), a different solution is created due to a different £ & DATE [29] 1077 0 1

cost function (« = 2 and § = 3) (see algorithm flow, bottom :% & Our 1077 0 1
Table VIII). The example illustrates the importance of consid- Designer 1592 47.8 -
ering the test time and the TAM design in an integrated way. Optimal 30899 - -
In Fig. 14(b), the result is a single TAM, which implies higher g = SA [30] 30899 0 3260
testing time while in Fig. 14(c) two TAMs are created, which é’ o DATE [29] (t) 34762 12.5% 3
makes it possible to reduce the testing time. Our 30899 0 5

In the example, only a single TAM wire is assumed. In com-
plex systems a higher number of TAM wires exists. In our ap-
proach, we handle that and we treat each wire independently,
and when the question comes to select TAM wires for a test we
explore all possibilities.

E. TAM Optimization

Above, we created the TAMs for the system, assigned each
test to a TAM, determined the bandwidth of the TAMs and every
test was given a start time and an end time in such a way that
no conflicts and no limitations were violated. In this section, we
discuss the routing of the TAMs, order (tam) in Fig. 11. Our
approach is based on a simplification of an algorithm presented
by Caseau and Laburthe [4]. The notation TG — [A, D] — SA
was above used to indicate that core A and D were assigned to
the same TAM, however, the order of [A, D] was not determined
(1), which is the objective in this section. We use

(14)

Nsource — N1 — N2 -+ — Ny — Nsink

to denote that a TAM from ng,uce (the test source)
to nenk (the test sink) connects the cores in the order
Nsource; 1, M2, - - -, py Nsink-

The TAM routing algorithm is outlined in Fig. 15. The algo-
rithm is applied for each of the TAMs and, initially, in each case,
the nodes (test sources, wrapped cores, and test sinks) of a TAM
are sorted in descending order according to

diSt(nsource7 ni) + diSt(nh nsink) (15)

where the function dist gives the distance between two cores,
or between a test source and a core, or between a core and a test
sink, i.e.

dist(n;, n;) = \/(xl — ;)% + (yi — y;)*

First, the test source and the test sink are connected (Fig. 15).
In the loop over the list of nodes to be connected, each node is
removed and added to the final list in such a way that the wiring
distance is minimized according to

(16)

min{dist(n;, npew) + dist(nnew, nit1) — dist(n;, ni41)}
a7
where 1 < 2 < n (all nodes on the TAM).
We use the TAM, TG — [C,D,A,B] — SA, from the
example in Fig. 14(a) to illustrate the algorithm, see Table IX.
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TABLE XI
EXPERIMENTAL RESULTS ON INTEGRATED TEST SCHEDULING AND TAM DESIGN

Test Application Time Test Access Mechanism Total
Design Approach Tost time (2 lt)(;gfgc({}x TAM cost (tam) %fsfirc(%zg azc?ttil}} ;(t)::n Difgc/i?&)c)c to CPU
SA [30] 326 - 180 - 506 865
N DATE[29] 262 -19.6 300 66.7 562 11.1 <1
% Our tp 262 -19.6 280 55.6 542 7.1 <1
< Our t 262 -19.6 280 55.6 542 7.1 <1
Our p 305 -6.4 240 333 545 7.7 <1
N SA [30] 270 - 560 - 830 - 4549
= DATE[29] 287 63 660 17.9 947 14.1 <1
é Our tp 264 -2.2 480 -14.3 744 -10.4 <1
E Ourt 264 -2.2 460 -17.9 724 -12.8 <1
& Our p 264 -2.2 480 -14.3 744 -10.4 <1
SA [30] 996194 0 160 - 1492194 - 1004s
%) DATE[29] t 996194 0 320 100 1988194 332 <1
§ Our tp 1152180 15.7% 100 -37.5 1462180 -2.0 <1
& Our t 1152180 15.7% 100 -37.5 1462180 -2.0 <1
Our p 1152180 15.7% 100 -37.5 1462180 -2.0 <1
SA [30] 33082 - 6910 - 46902 - 15h
o DATE[29] tp 34762 5.1 8520 23.3 51802 10.4 62s
é Our tp 30899 -6.6 6015 -13.0 42929 -8.5 10s
= Ourt 30899 -6.6 6265 93 43429 -7.4 10s
Our p 30899 -6.6 6205 -10.2 43309 -7.7 10s
At step 0, the nodes are ordered, C, D, A, B, and a connection TABLE XII
is added between TG and SA. At step 1, in the loop over the DESIGN ALTERNATIVES FOR THE ERICSSON DESIGN
sorted'list, C 1s picked anq inserted between TG and SA and the Design alternative o B test time  TAM cost
TAM is modified accordingly, 'G — C — SA. Node C can
obviously only be inserted in one way, that is between the test : : 0 30899 19030
source and the test sink. At step 2, node D is to be inserted. D 2 l 15 31973 3745
can be insertedas TG — D — C — SAoras TG — C — 3 ! 30 31973 5865
D — SA. Equation (17) determines which of the alternatives 4 l 45 32901 5975
to select and in this example TG — C — D — S A is selected. 5 L 60 30899 5705
The algorithm continues until all nodes are inserted, resulting in 6 1 90 34332 5445
aTAM: TG —- A—-C —D — B — SA. 7 1125 44488 5355
8 1 250 71765 4235
. Complexity 9 I 50 99016 4015
The worst case complexity for the test scheduling when the 10 1 1000 134706 3635
TAM design is excluded is of O(|T’|?) where T is the set of 11 0 1 235084 3175

tests. In the TAM design there are two sequential steps; as-
signment and ordering (optimization). The assignment can be
done in O(|T| x log(|T|)) and the optimization in O(|n|?) for
a TAM with n cores. If we assume that each core consists of
one block (testable unit) tested by one test set, the optimization
is of O(|T|?). The test scheduling and the TAM assignment are
integrated while the TAM optimization is performed as a final
step. The total complexity is therefore O(|T'|* x log(|T])).

Ericsson [30], System L [29], System S [3], ASIC Z [44], an
extended version of ASIC Z, a design called Kime [23] and
one design named Muresan [39]. Detailed information about all
benchmarks can be found at our web site [28].

When referring to our technique, unless stated, the reported
results are produced based on an initial sorting of the test based
on the key ¢ X p (test time X test power), and our previous tech-
niques are referred to as simulated annealing (SA) [30], [32] and
DATE [29], [32]. The final cost and our algorithm are guided by

We have implemented our technique and compared it with  the cost function: « X test time + /3 X TAM cost, where « and
previously proposed approaches using the following designs: (3 are designer specified constants determining the relative im-

VI. EXPERIMENTAL RESULTS
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Fig. 16. Variation of test time and TAM cost for the design alternatives in Table XII of the Ericsson design.

TABLE XIII
EXPERIMENTAL RESULTS ON SYSTEM L. ON COMBINED-TEST SCHEDULING, TAM DESIGN, AND TEST PARALLELIZATION

Approach Test Application Time ~ Test Access Mechanism cost ~ CPU

SA [30]-flexible test time 316 N.A. 38s
DATE[29]-flexible test time 316 N.A. <1
Our (0=15500:1) 316 18500 <1
Our (0=3000:B=1) 318 9490 <1
Our (0=500:=1) 322 5140 <1
Our (=100:B=1) 343 2420 <1
Our (0=50:=1) 360 1750 <1
Our (0=10:=1) 399 1030 <1
Our (0=5:f=1) 463 710 <l
Our (0=2:B=1) 593 510 <1
Our (0=1:f=1) 710 490 <1
Our (0=1:B=5) 923 380 <1
Our* 1077 240 <1

portance of the test time and the TAM cost (we use a = 1 and
[ = 1 unless stated), see Section V.

For the experiments, we have used a Pentium II 350-MHz
processor with 128-MB of RAM. Our previous results, referred
to as DATE and SA, were performed on a Sun Ultra Sparc 10
with a 450-MHz processor and 256-MB of RAM [29], [30],
[32].

A. Test Scheduling

We have performed experiments comparing our test sched-
uling technique with previously proposed techniques. The re-
sults are given in Table X. For design Muresan, the optimal test
time can be computed to 25 time units. The approach proposed
by Muresan et al. produces a solution with a test time of 29 time
units. The DATE approach finds a solution using 26 time units
at a computational cost of only 1 s. The SA optimization finds
after 90 s the optimal solution while our technique finds it within
1 s. For the designs Kime, System S, and System L our approach

finds the optimal solution at a low computational cost. For the
larger Ericsson design, our approach finds the optimal solution
after 5 s. The SA approach also finds the optimal solution, how-
ever, the computational cost is high. The DATE solution com-
putes the solution after 3 s, but the solution is 12.5% from the
optimal solution.

B. Integrated Test Scheduling and TAM Design

We have made experiments where we integrate the TAM and
the test scheduling. For each of the benchmarks (ASIC Z, Ex-
tended ASIC Z, System S, and Ericsson), we applied our algo-
rithm using the initial sorting of the tests based on the key, tp
(time X power), ¢ (time), and p (power). The results from the
experiments are collected in Table XI. On ASIC Z when not
considering idle power, the SA produces a solution with a test
time of 326 time units and 180 as the TAM cost. The total cost
of the solution is 506. The DATE approach produces a solution
with a better test time than the SA approach, however, the TAM
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cost is higher, leading to a higher total cost. Our approach pro-
duces solutions with a test time in the same range as the DATE
approach. The TAM cost using our approach is better than the
DATE approach leading to better total cost. The computational
cost of our approach is in the same range as the DATE approach.

For the extended ASIC Z example, our approach produces
test solutions with a lower test time in all cases compared to
SA and the DATE approach. Furthermore, the TAM cost using
our approach is lower than compared to the SA and the DATE
approach, which leads to a lower total cost.

In the experiments on System S, the efficiency of our TAM
design algorithm is shown. In the SA and DATE approaches
the external tester supported several tests at the same time [30].
For our approach, we now assume that the external tester can
support 2 tests concurrently, i.e., we have more limitation. The
SA approach produced a solution with a TAM cost of 160 and
the DATE produced a solution at a TAM cost of 320. Our ap-
proach results in a TAM cost of 100. The total cost is evalu-
ated to 1462 180 for our approach, which is to be compared to
1492 194 using SA (o = 1 and 8 = 3100).

For the experiments on the Ericsson design, we have used
a = 1 and f = 2 in the cost function. In the previous ap-
proaches, no bandwidth limitations were given on the external
tester [29], [30], [32]. However, here we assume a bandwidth
limitation of 12 (there are 12 wires or lines to distribute).

The experiments indicate that our approach produces test so-
lutions at a low computational cost. The test time for the test
solutions are in the range of the DATE solutions, however, the
TAM costs are reduced leading to lower total costs. In many
cases, our approach produces solutions near the SA solution at
a low computational cost.

The advantage of a low computational cost is that it gives the
designer a possibility to explore the design space since each it-
eration consumes only a low computational cost. We have com-
puted the cost for a set of design alternatives for the Ericsson de-
sign (Table XII), which are plotted in Fig. 16. The results show
that when test time decreases the TAM cost increases. Typically,
the designer starts with the extreme points a = 0, 5 = 1 (only
TAM design is important) and « = 1, 5 = 0 (only test time is
important). And then creating new solutions at different values
of a and (3. The designer tries to find an appropriate balance of
« and [ based on the previous runs and inspection of the com-
puted testing times and the TAM costs.

C. Test Scheduling, Test Parallelization, and TAM Design

In the experiments above, we assumed a fixed test time for
each test set. In this experiment, we allow modifications of the
test time at each test set. It means we have performed experi-
ments combining test scheduling, TAM design, and test paral-
lelization using the System L design. The results are collected
in Table XIII. The results using SA and DATE approaches do
not support TAM of higher bandwidth than 1 and therefore only
test time is reported (the experiments were performed ignoring
TAM design). In Our®, we have forced the bandwidth to 1.

VII. CONCLUSION

Test-time minimization and efficient TAM design are be-
coming increasingly important due to the high amount of test

data to be transported in an SOC design. In the process of
developing an efficient test solution, both test time and TAM
design must be considered simultaneously. A simple TAM
leads to long test application time while a more extensive TAM
would reduce the test time at the cost of more wiring. However,
an extensive TAM might not automatically lead to lower testing
times since test resource conflicts and power limitations might
limit the solution. We have proposed an integrated technique
for test scheduling, test parallelization (scan chain partitioning)
and TAM design that minimizes test time and TAM cost while
considering test conflicts and power limitations. With our
approach it is possible to model a variety of tests as well as
tests of wrapped cores, unwrapped cores and UDL. We have
implemented the technique and performed several experiments
to demonstrate the efficiency of our approach.
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