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Abstract!

This paper deals with test parallelization (scan-chain sub-
division) which is used as a technique to reduce test applicatiot
time for systems-on-chip. An approach for test parallelization
taking into account test conflicts and test power limitations is
described. The main features of the proposed approach are th
combination of test parallelization with test scheduling as well
as the development of an extremely fast algorithm which can b
used repeatedly in the design space exploration process. Tt
efficiency and usefulness of our approach have beel
demonstrated with an industrial design.

1 Introduction

The increasing complexity of System-On-Chip (SOC) has
created many testing problems, and long test application time i
one of them. Minimization of test application time has become
an important issue and several techniques have been develop
for this purpose, including test scheduling [1], [2], [3], [4], and
test vector set reduction[5].

The basic idea of test scheduling is to schedule tests il
parallel so that many test activities can be performed
concurrently. However, there are usually many conflicts, suct
as sharing of common resource, in a system under test whic
inhibit parallel testing. Therefore the test scheduling issue mus
be taken into account during the design of the system under tes
in order to maximize the possibility for parallel test. Further,
test power constraints must be considered carefully, otherwis
the system under test may be damaged due to overheatin
Chakrabarty showed that the test scheduling problem is equal 1
the open-shop scheduling [1] which is known to be NP-
complete and the use of heuristics are therefore justified. In th
approach by Choet al. [3] a resource graph is used to model
the system, and from it, a test compatibility graph (TCG) is
generated (Figure 1).

We have recently proposed an integrated framework for the
testing of SOC [6], which provides a design environment to
treat test scheduling under test conflicts and test powe
constraints as well as test set selection, test resource placeme
and test access mechanism design in a systematic way. In tF
paper, the issue of test scheduling will be treated in depth
especially the problem of test parallelization. We will present a
technique for test parallelization under test power consumptiol
and show how it can be used to find the optimal test time for the
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Figure 1. A TCG of the example system.
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Figure 2. An illustrative example.

design with testDT = (C, Ryource Rsink Pmax T» Source, sink,
constraint, bandwidtfy*, where:
C={cy, Cy,..., G} is afinite set of cores and each ca;&lC
is characterized by:
Pigie(C)): its idle power,
parmin(c): its minimal parallelization degree, and
parma{Ci): its maximal parallelization degree;
Rsource= {1, 2., Iy is @ finite set of test sources;
Reink={r1, r2,-.., I} is a finite set of test sinks;
Pmax Maximal allowed power at any time;
T={t12, t1o.... togt is @ finite set of tests, each consisting of
a set of test vectors. And each cargjs associated with several
tests f;; (=1,2,...K). Each test; is characterized by:
ties(tjj): test time at parallelization degreepay(t;)=1,
Pres(lj): test power dissipated when tgsalone is applied;
source T- Ry rcedefines the test sources for the tests;
sink T Rsjdefines the test sinks for the tests;
constraint T - 2° gives the cores required for a test;
bandwidtlfr;): bandwidth at test sourcgIR;orce

2.2 Test Power Consumption

Test response

Test responsg
evaluator 2
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system under test. Our technique is based on a greedy algorithGenerally speaking, there are more switching activities during
which runs fast and can be therefore used during the desigthe testing mode of a system than when it is operated under the

space exploration process. The usefulness of the algorithm normal mode. A simplification of the estimation of the power
demonstrated with an industrial design. consumption was introduced by Chou et al. [3] and has been

Lo used by Zorian [2] and by Muresatal.[4] and we will use this
2 Preliminaries assumption also in our approach.
2.1 System Modeling Aertset al. have defined for scan-based designs the change
o - of test time when a scan-chain is subdivided into several chains
An example of a system under test is given in Figure 2 where
each core is placed in a wrapper in order to achieve efficient tes

of shorter length[5]. In our approach, we use a formula which
isolation and to ease test access. In our approach, a syste

follows the idea introduced by Aers al.:
under test, such as the one shown in Figure 2, is by a notatiol 1

tltest(tij) = ((ttest(tij))/nij—‘

wheren; is the degree of parallelization of a tgst

1. This work has partially been supported by the Swedish Nationa

Board for Industrial and Technical Development (NUTEK). 2. This is a simplification of the model we used in [6].
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n¥ = Prmax! ptes_(tij)

1 - start testé attimer;
consumption for scan-based BIST and used the weighted T=THes( )N
switching activity (WSA) defined as the number of switches n; = lem(niq, ..., nnl)
multiplied by the capacitance [7]. The average power is WSA
divided by the test time as a measure of the average power
consumption for a test where WSA is defined as the number ofbound of the degree of parallelization is defined by the
switches multiplied by the capacitance. As a result, the testmaximal test power consumption:

Gerstendorfer and Wunderlich investigated the test power

Figure 5. Optimal test parallelization algorithm.

power increases as test time is reduced. Ny = Pmax (Prestt)) v
Prestlij) = Presttij) X1 2 By using the upper bound as the degree of parallelization in

The simplification defined in this section is used in order to 0Mbination with Equation 6, the following is obtained:
discuss the impact on test time and test power. For our practical tiesdti) _ O Pmax O _
algorithms more accurate estimations are included. z no o i~ Prestti) g

CiTj ij a testij/ [
3 Proposed Approach
: . ttest(tij) x ptes!(tij) _

3.3 Optimal Test Time > — topt 8
In this section we first discuss the possibility of achieving 0i0j max
optimal test time with the help of test parallelization under A testable unit is often tested by two test sets, one produced
power constraints. by an external test generator and one produced by BIST. A

A test schedule can be illustrated by placing all tests in a problem arises when two tests at a testable unit require
diagram as in Figure 3(b). At any moment the test power different degree of parallelization. For instance, if a scan-chain
consumption must be below the maximal allowed power limit is to be divided intay; chains at one moment amg chains at
Pmax The rectangle where the vertical side is giverppyand another moment whei&k. However, if the core is placed in a
the horizontal side is defined by the total test application time wrapper such as P1500 [8] it is possible to allow different
tiota Characterizes the test feature of a given system under test.length of the scan-chain. As an example, in Figure 4, the bold

If the rectangle defined byyaX tiotg IS €qual to the  wiring marks how to set up the wrapper in order to make the
summation ofties(tj) Xpres(tij) for all tests, as given by the  two scan-chains to be connected into a single scan-chain.

following equation, we have the optimal solution. For a given core; tested by the testg and t, we have two
z tresttij) X Presdtij) = Pmax* topt 3 test sets each with its degree of parallelization _caIcuIateﬁas
) andn,. It means that the number of scan-chains;ahould,
The optimal test time for a system under test is thus: when test;, is applied, bey, and, whert;, is applied,nj,. For
tiosi(ti) X Procdtii) instance ifn;;=10 andn;;=15 the number of scan-chains are 30
topt = Z desty”  TtesBy’ 4 which is theleast common multiplécm). This means that we
dioj Pmax also generalize our solution to make it applicable to an

Usually, the optimal test time cannot be achieved due to testarbitrary number of tests per block.
cc_)nflicts. The worst case occur when all tests are in conflicts 3 4 Optimal Test Algorithm
with each other and all tests must be scheduled in sequenc

The total test time is then given by: ®rhe optimal test scheduling algorithm is illustrated in Figure 5.

‘ = (L) 5 The timet determines when a test is to start and it is initially
sequence” Z testlj set to zero. In each iteration over the set of cores and the set of
ooy . - . tests at a core, the degree of parallelizatigiis computed for
For a scan-based design the scan-chains can be divided intg,q test; its new test time is calculated; and the starting time
several which reduces the test application time. If everytiest  ¢or the test is set to. FinallyT is increased bifes(t;)/n;j- When

is allowed to be parallelized by a factoy, the total test time e parallelization is calculated for all tests at a core, the final

when all tests are scheduled in sequence is: degree of parallelization can be computed.
z (testij))/ N 6 The algorithm consists of a loop over the set of cores and at
0i0j each core a loop over the set of its test, it corresponds to a loop
The lower bound of the degree of parallelizatiomjs= 1. over all tests resulting in a complexi@(|T|) where T | is the

For a scan-based core, it means a single scan-chain. The upperumber of tests.



Sort T accoding to the key (p, t or p<t) and store he resut in P;
Schedule €7, 1=0;
Repeat until P£]
For alltests f; in P do
n;=min{ [@vailable power duringt, T+tes(t;)]/ Pres(tj) L]
parma{ci), available bandwidth duringr, r+ttes(ti1-5
Tend™ THes(j)
ptes(tij):ptes_ti')xnij; o .
Ifall constraln{s are satisfied durinjg, Tend then
Insert §i in S with starting at time;
Removejtfrom P,
1= nexttime{r);
Figure 6. The system test algorithm.

3.5 Practical limitations

The optimal degree of parallelization for a testas been
defined apmayPres(tij) (Equation 7). However, such division
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Figure 7. The test schedule of the example design using
test parallelization (a) and combined test parallelization
and test scheduling (b).

4 Experimental Results

does not usually give an integer result. The practical degree ofWe have performed experiments on a design example and an

parallelization for a tegfis given by:

N = | Pmax’ (Pres{ti)) | 9

For each test;, the difference between the optimal and the

practical degree of parallelization is given by:
Pmax = Prestij) X Njj + 4, 1c
and the differencéy; for each test; is given by:
A = Presdti) X My — Prestij) X | M | =
Pres{tij) > (M = Ny )
A; reaches its maximum whemy-my; Dis approximately 1

which occur whemy; = 0.99.. leading ta;= pes(t;j). The
worst case test time occurs Wh= preft;;) *or all testt; and

11

industrial design. For the design example (Figure 2) with the
TCG in Figure 1 all tests are allowed to be parallelized by a
factor 2 except for testz; which is fixed. The test schedule
when not allowing test parallelization results in a test time of 6
time units (Figure 3(b)) and when only test parallelization is
used the test time is also 6 time units (Figure 7(a)). However,
when combining test scheduling test parallelization the test
time is reduced to 4 time units (Figure 7(b)).

The industrial design [6] and a designers solution requires a
test application time of 1592 and using the test scheduling
approach we proposed [6] results in a test schedule a test
application time of 1077 which is an improvement of the
designers solution with 32%. The test schedule achieved using

nj = 1, resulting in a test time given by Equation 6 which is the approach proposed inthis paper results in a test time of 383.

equal totsequenc&omputed using Equation 5 singe= 1.

5 Conclusions

We now show the difference between the worst case test
time for the system and its optimal test time. The worst case We have investigated the effect of test parallelization under test

occurred whem; = pyes(t;j) andmn;= 0.99... which in Equation
11 results in the following:

Pmax = ptest(tij) + ptest(tij) 12
which only has one solutiomyes(pjj) = Pmax/ 2 (assuming

Pmax > Pres(li) > 0). However, 'we can not make any
conclusions in‘respect to test time since two tgsdt;, may

power constraints and shown that the optimal solution for test
application time can be found in the ideal case and we have
defined an algorithm for it. Furthermore, we have showed that
practical limitations may make it impossible to find the optimal

solution and therefore test parallelization must be integrated
into the test scheduling process. We have performed

have equal test power consumption but different test time. Theexperiments on an industrial design to show the efficiency of
difference between the optimal test time and the worst total testthe proposed technique.

time given by:

Z ttesl(tij)_ z

Gid] oigj

ttest(tij)

ttest(ti') _
2J - Z 2

13
didj

This motivates the use of an integrated test scheduling and

test parallelization approach.
3.6 Test Scheduling and Test Parallelization Algorithm

In this section, we outline the test scheduling and test
parallelization part of the algorithm and leave the function for [4]

constraint checkingand nexttimeout. The tests are initially
sorted based on eithpower (p), timet) or powerxtime (pxt)
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