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Abstract mode] introducingsuper-transitiongs hierarchical blocks,
as well as the notions a@fbstractionandrefinement Since

In order to represent efficiently large systems, a mecha- realistic systems tend to be complex and complicated, a flat
nism for hierarchical composition is needed so that the representation may become too large to handle as well as er-
model may be constructed in a structured manner and com-ror-prone. Hierarchy is a useful tool that allows the system
posed of simpler units easily comprehensible by the design+o be constructed in a structured way by composing a num-
er at each description level. In this paper we formally define ber of fully understandable entities.
the notion of hierarchy for a Petri net based representation  For a large class of embedded systems time-to-market is
used for modeling embedded systems. We show how smadl very important issue. The use of hierarchical modeling
parts of a large system may be transformed by using theduring the design phases can help to shorten the time-to-
concept of hierarchy and the advantages of a transforma- market of embedded applications. Hierarchy permits sys-
tional approach in the verification of embedded systems. Atems to be designed in a modular way. Thus the system may
real-life example illustrates the feasibility of our approach be set up by reusing existing elements such as IP blocks and

on practical applications. therefore reduce its design time.
) There have been several approaches to the introduction
1. Introduction of hierarchy into Petri nets. The method for stepwise refine-

. . . ment and abstraction of nets presented in [15] is an elegant
Embedded systems are characterized by their ded'cate%rmulation to cope with the state explosion of PNs by

fubqlqtlon, (rjeal—tlme beha\gorl, and dh'gh rgqullrements on re_Ilr—] transforming transitions and/or places into subnets and vice
ability and correctness [2]. In order to devise systems wit versa. Murata [12] proposes a set of transformation rules

such features, the design process must be based upon afo[l'sed to refine and abstract PNs, which preserve liveness,

mal representation that captures the characteristics of €Msafeness, and boundedness. Valette [17] defines the concept
bedded systems. Many computational models have bee

A ) 'bf block which is a refinement net with one initial transition
proposed in the literature to represent embedded systems .\ one final transition, to represent divisible and non-in-
[10], including extensions to finite-state machines, data- o, ntaneous actions. These approaches, though dealing with
flow graphs, and communicating processes. Particularly, o ¢oncept of hierarchy through sound formalisms, are not

Petri nets (PNs) are an _interesting representation for thiscompletely appropriate for embedded systems since the
sort of systems: PNs, for instance, may represent parallel ag,ssical PN model lacks essential notions like timing. An

well as sequential activities and easily capture non-deter-j,,,qtant contribution of our work is the definition of hier-

ministic behavprs. In.embedded systems design, PNs h"’.‘vearchy for a modeling formalism suitable for the design and
been extended in various ways to fit the most relevant traits, . ification of embedded systems. We define a semantic re-
of such systems, e.g. notion of time, and we can find several|a,[iOn betweersuper-transitionsand theirrefinementsin

Fﬁ-bs\?edh models Wilth .diffedrent JI%VSESSHS]’ [11]’| [13],  our approach timing is explicitly handled in the hierarchy.
[14]. ve ﬁve recer:jt yFl)rll\}ro_uceh' h tok ) ah”f(;’?‘ frepre- Another major contribution of this paper is the reduction
§entat|on .t.at extends PNs, in w Ict tokens hold in OrMa- o the verification cost by using transformations. We show
tion, transitions perf"_f”? transformation of data_' and timing how the hierarchical representation supports a transforma-
is captured by associating lower and upper limits to the du- 45, hased concept and its advantages during the formal ver-

ratﬁn of aCt'V'r:'eT rellatf(rj]_to traﬂ_smi)gs [4], [6]. . K ification process. For the sake of reducing the verification
owever, the lack of hierarchical decomposition makes o+ e first transform the system model into a simpler

it difficult to specify and understand complex systems mod- ;o “o4i|| semantically equivalent, and then verify the sim-
eled as PNS. In th's paper we present an approgch to the hIbliﬁed model. If a given model is modified using correct-
erarchical mode[lng of embedded systems using PRES+'ness—preserving transformations and then the resulting one
We formally define the concept diierarchical PRES+ g 1 oved correct with respect to its specification, the initial

This research is sponsored by the Swedish Agency for Innovation Sys- Model i§ guaranteed to be CorrECt_by COI’ISFI’UCtiOh and_ noin-
tems (VINNOVA) in the frame of the SAVE project. termediate steps need to be verified. This observation al-




lows us to reduce significantly the complexity of the hold at most one token for a certain marking M{p)=1
verification process. when p is marked, otherwis®(p)=0 . A token is a pair
The rest of this paper is organized as follows. A descrip- k=0, r(0 where v is the token value—may be of any
tion of the design representation that we use to model em-type—andr is the token time—a non-negative real num-
bedded systems is presented in Section 2. The notions ober. Thus tokens carry data and time information attached to
hierarchy and abstraction/refinement are formally defined them as stamps. The token type associated to a place |, de-
in Section 3. In Section 4 we illustrate the hierarchical mod- notedt(p), is the type of value that a token may bearpin
eling of a real-life application used in acoustic echo cancel- For the initial markingM, shown in the model of Figure 1,
lation. Section 5 discusses transformations on PRES+p, is the only marked place and its tokég=[v,, r,0 has
models and their benefits in reducing the verification effort. token valuev,=2 and token tinrg=0

Finally, some conclusions are drawn in Section 6. Every transitiont O T has one function, called transition
_ _ function, associated to it. Such a function takes as argu-
2. The Design Representation ments the token values of tokens in the pre-set of the transi-

) ~tionZ In Figure 1 we inscribe transition functions inside

The notation we use to model embedded systems isi ansition boxes: the function associatedgo , for example,
PRES+ (Petri net based Representation for Embedded Sysrs given by f5(e)=(e+2) wheree is the token value of the
tems). PRES+ extends Petri nets to be used as representgsyen in p. when marked. We use inscriptions on the input
tion in the design process of such systems. When modelingycs of a transition in order to denote the arguments of its
embedded systems, PRES+ overcomes some of the drawgansition function and/or those of its guard.
backs of the classical PN model: it captures explicitly im- A transitiont 0 T may have a guard, a condition that
ing information; it is more expressive since tokens might st pe satisfied in order to enable the transition when all
carry information; systems may be represented at differentjs jnput places hold tokens. The guard of a transition is a
levels of granularity. Furthermore, both control and data in- ,nction of the token values of tokens in the places of its
formation may be captured by a unified design representa—pre_set_ Forinstance,<0 represents the guatd of . Note

tion. _ _ _ _ that, for the initial markingt, is not enabled even though
In this section we briefly present, in a rather informal ;5 only input place is marked.

manner, the distinguishing features of PRES+. Figure 1 = g4/ every transitiort 1T , there exist a minimum tran-
shows a simple example used to illustrate the main characition delayd” and a maximum transition deIdf? The
teristics of this representation. A formal definition of the non-negative real numbers < d represent the lower and
model can be found in [6]. upper bounds for the execution time (delay) of the function

Pa associated to the transition. Transition delays give the limits
in time for the firing of a transition since it becomes en-
abled, unlessitis disabled by the firing of another transition.
Assuming in Figure 1, for instance, thgt  fires at 1 time
units and accordingly the token o,  is removed and a new
tokenk,=[P, 10 is deposited ip, ,theny amg become
enabled at 1 time units. Thug  may not fire before 4 time
[dt7] o[ e+2 tg] units and must fire before or at 5 time units, unless it be-
(2241 (01 comes disabled by the firing df, . When a transition fires,
all tokens in its output places get the same token value and
token time. The token time represents the instant at which
the token was “created”. The global time of the system, for
a certain markingvl , is given by the maximum token time
of all tokens in the net.
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Figure 1. A PRES+ model
_ _ 3. Hierarchy
A PRES+ model is a five-tupleN=(P, T, I, O, M)

whereP isasetofplace3, isasetoftransitions, isaset Embedded systems are complex structures which require
of input (place-transition) arc€)  is a set of output (transi- models that allow a sound representation throughout their
tion-place) arcs, an¥l, is the initial marking of the net. A design cycle. PRES+ supports systems modeled at different
marking is an assignment of tokens to the places of the netlevels of granularity with transitions representing simple
A PRES+ net is 1-boundédthat is, a placep 0 P may arithmetic operations or complex algorithms. However, in

1 In order to handle multi-rate systems, the model could be easily 2 The pre-set't of a transitiond T  is the set of input places of
extended by allowing unbounded nets. However, its analysis (for instance, The post-set® s the set of output placeg.dEorrespondingly, the pre-
formal verification) would become cumbersome. This is a trade-off set°p andthe post-sgi® of a plapd] P are the sets of transitions for
between expressiveness and analysis power. which p is output and input place respectively.




order to handle efficiently the modeling of large systems, a represented by thick-line boxes.

mechanism of hierarchical composition is needed so that the
model may be constructed in a structured manner, compos-
ing simple units fully understandable by the designer.

Hierarchical modeling can be conveniently applied
along the design process of embedded systems. Sometimes
the specification or requirements may not be complete or
thoroughly understood. In a top-down approach, a designer
may define the interface to each component and then grad-
ually refine those components. On the other hand, a system
may be constructed reusing existing elements such as IP
blocks in a bottom-up approach. A hierarchical PRES+
model can be devised bottom-up, top-down, or by mixing
both approaches. In this section we formalize the concept of
hierarchy for PRES+ models. Some trivial examples are
used in order to illustrate the definitions.
Definition 1. A place pd P is anin-port of the net
N=(P, T, I, O, Mp) iff (t, p)OOforall tOT. A place
p O P is anout-portof N iff (p, )OI forall tOT. =

We denote byinP ana@utP the set of in-ports and out-
ports respectively.
Definition 2. A transition tOT
N=(P, T, I, O, M) iff

is anin-transition of

[l p°={t}
. . pOinP . ,
A transitiont O T is arout-transitionof N iff
[] °p={t} =

Note that the ex‘i)sDté)Htge of non-empty set® andP
is a necessary condition for the existence of in- and out-tran-
sitions. For the neN; shown in Figure &P, ={ p,, py}
outP,={ py} , andt;, andt,,, are in-transition and out-
transition respectively.

Opa Opb

Figure 2. Simple subnet N,
Definition 3. A Hierarchical PRES+ Models a six-tuple
H=(P, T, A, 1,0, My) where
P={py Ps ..., Py} is a finite non-empty set of places;
T={ty, t, ..., t,} is afinite set of transitions;
N={S,,S,, ..., §} is a finite set obuper-transitions
I OPx(AOT) is afinite set of input arcs;
OO(ADOT)xP is afinite set of output arcs;
Mg is the initial markingm

Observe that a (non-hierarchical) PRES+ net is a partic-
ular case of a hierarchical PRES+ net wit[] . Figure 3
illustrates a hierarchical PRES+ net. Super-transitions are

Figure 3. A hierarchical PRES+ model

Definition 4. The pre-set°S andpost-setS’ of a super-
transitionSO A aregivenbyS={pOP|(p S)OI} and
S°={pOP|(S p) 0O} respectivelyn

Similar to transitions, the pre(post)-set of a super-transi-
tion SO A is the set of input(output) places®f
Definition 5. For every super-transitioB 0 A there exists
ahigh-level function

g:T(Py) XT(P2) X ... XT(Pa) - T(Q)
associatedt®& ,whefsS={p;, p,, ..., Py} amdS°® = .

Recall thatt(p) denotes thigpe associated with the
placep O P , i.e. the type of value that a token may bear in
that place. Observe the usefulness of high-level functions
associated to super-transitions in, for instance, a top-down
approach: for a certain component of the system, the design-
er may define its interface and a high-level description of its
functionality through a super-transition, and in a later de-
sign phase refine the component. In current design method-
ologies it is also very common to reuse predefined elements
such as IP blocks. In such cases, the internal structure of the
component is unknown to the designer and therefore the
block is best modeled by a super-transition and its high-lev-
el function.

Definition 6. For every super-transitioB 0 A there exista
minimum estimated delay and amaximum estimated de-
lay €, wheree <e" are non-negative real numbers that
represent the estimated lower and upper limits for the exe-
cution time of the high-level function associatedstos
Definition 7. A super-transition may not be gonflictwith
other transitions or super-transitions, that is:

(i) (°S;n °S,)=0 and (S; n Sy)=0 forall S;, S, OA
such thatS; 2S, ;

(i) (°Sn°t)=0 and (S° nt°)=0 forall SOA,tOT.

| ]

In other words, a super-transition may not “share” input
places with other transitions/super-transitions, nor output
places. In what follows, the input and output places of a su-
per-transition will be calledurroundingplaces.

Definition 8. A super-transitionS; O A together with its
surrounding places in the hierarchical net(P, T, A, I,
0O, M) is asemi-abstractiorof the (hierarchical) subnet



Ni=(P;, T;, A, 15, O, M; o) (or conversely,N; is &emi-
refinemenbf S; and its surrounding places) iff:
(i) There exists a unique in-transition O T, ;
(if) There exists a unique out-transitiog),, O T;
(iii) There exists a bijectiomh,, : °S, —» inP; that maps the
input places of5, onto the in-ports b
(iv) There exists a bijectiorh,,,: S’ — outP, that maps
the output places o, onto the out-portdNyf
() Mo(P)=M, ol (p)) and T(p)=T(hy(p)) for al
pU°S;
(vi)D '\S/IOO(p):Mi,O(hout( p)) and 1(p)=T(hy,(p)) for all
pUS
(vii) t is disabled in the initial markingM; ,
tO0(Ti-t,) =

A subnet may, in turn, contain super-transitions. It is
straightforward to prove that the nét;  of Figure 2 is in-
deed a semi-refinement &  in the hierarchical net of Fi-
gure 3.

for all

If a netN; is the semi-refinement of some super-transi-

tion S;, it is possible tacharacterizeN; in terms of both
function and time by putting tokens in its in-ports and then

observing the value and time stamp of tokens in its out-ports (i) N; “implements” S;, i.e. N;

after a certain firing sequence. If the time stamp of all to-
kens deposited in the in-ports of;
of tokens obtained in the out-ports is called #wecution
timeof N;. For example, the ne¥l;  of Figure 2 is charac-
terized by putting token& =V, 00 ark]=0¥,, 00 inits
in-ports and observing the tokeg=0v,, ry0  after firing
t;, andt,, . Thus the execution time &f;  is equal to the
token time ry , bounded byd, +d <ry<d;, +d;,,
Note that the token value,=f,( f;,(V, V) , Wheffe,
andf,, arethe transition functionstf  abg;
tively.

The definition of semi-abstraction/refinement is just

“syntactic sugar” that allows a complex design to be con-

is zero, the token time (i) The minimum estimated delag;

respec-

upper bound of the execution timeNf = .

The netN; shown in Figure 2 is a semi-refinement of
S, inthe hierarchical net of Figure B3I,  is a strong refine-
ment of the super-transitio§, if, in addition, (Definitions
9(ii), 9(iii), and QQV) respectively): (a)g,=f,,0f;, ; (D)

- - - + +
e|:din+dout; (C) & :din+d0ut'

Observe that the concept of strong refinement requires
the super-transition and its strong refinement to have the
very same time limits. Such a concept could have limited
practical use since the high-level description and the imple-
mentation have typically different timings and therefore
their bounds for the execution time do not coincide. We re-
lax the requirement of exact correspondence of lower and
upper bounds on time; this yields to a weaker notion of re-
finement, yet more practical.

Definition 10. A (hierarchical) subnetN;=(P;, T, A, I,

0O, M, () is a weak refinemenbf the super-transition
S; O A together with its surrounding places in the hierar-
chical netH=(P, T,A,1,0,My,) & and its surrounding
places is aveak abstractiorof N, ) iff:

(i) N, is a semi-refinement o, ;
andS; ardunction-
equivalent

db, isless than or
equal to the lower bound of the execution timéNof ;

(iv) The maximum estimated delag? & isgreaterthan
or equal to the upper bound of the execution timkl,ofs

In the sequel whenever we refer tefinementit will
meanweak refinement

Given a hierarchical PRES+ net=(P, T, A, 1,0, M)
and refinements of its super-transitions, it is possible to con-
struct an equivalent non-hierarchical net. For the sake of
clarity, in the following discussion we will consider nets
with a single super-transition, nonetheless these concepts
can be easily extended to the general case.

structed in a structured way by composing simpler entities. Definition 11. Let us consider the hierarchical net
We have not defined, so far, a semantic relation between theH=(P, T, A, I, O, My) whereA={S,} , and let the subnet

functionality of super-transitions and their refinements. Be-

low we define the concepts sfrongandweak refinement
of a super-transition.

Definition 9. A (hierarchical) subnetN;=(P;, T;, A\, I,

0O, M, o) is astrong refinemenbf the super-transition
S, O A together with its surrounding places in the hierar-
chical netH=(P, T, A, 1,0, M) (orS, and its surround-
ing places is atrong abstractiorof N; ) iff:

(i) N; is a semi-refinement d§; ;
(i) N; “implements” S;, i.e. N;
equivalent;

(iii) The minimum estimated delag;, d§ is equal to the
lower bound of the execution time bf
(iv) The maximum estimated delayl &

andS, ardunction-

is equal to the

3 Several notions of equivalence have been defined for PRES+ models

in [5]. Intuitively, two nets arefunction-equivalenif they perform the

same function, that is to say, whenever tokens in corresponding in-ports

Ni=(Py, T, Ay, 15,04, My ) be a refinement o5;  and
its surrounding places. Let,, t, ;0 T, be unique in-tran-
sition and out-transition respectively. LetP,  aodtP;

be respectively the sets of in-ports and out-portslef . The
equivalentnet’=(P', T', A', ', 0", My') one level lower

in the hierarchy tregis defined as follows:

(i) A=A,
(i) P'=P 0O (P;-inP;-outP,)
(i) T=TOT,
(iv) (p,S) 01" if  (p.S)Oly;
(p,)alif  (p,t)ydOl,or
(p)dIy andpOinP; ;
(R t) D1 if (p,Sy) O]
(V) (S p)TO" if (S p)00;
(t,pado if (t,p)0O,or

(t, p) 1O, andp O outP, ;
(toyr P) DO if (S, p) DO

have the same value, there exists a firing sequence that leads to the sam@i) M, (p)=My(p) forall pO P;

token value in corresponding out-ports.



My (p)=My o(p) forall p O (P;-inPj-outP;) filter is adapted by using FFYand FFT operations. It is
. worth noticing that instances of the same net (Figure 5(b))
are used as refinements of the differentc8ls . Transition
delays as well as estimated delays of super-transitions in Fi-
gure 5 are given in milliseconds.

5. Design Verification

For the levels of complexity typical to modern electronic
systems, traditional validation techniques like simulation
and testing are neither sufficient nor viable to verify their
correctness. Formal methods are becoming an alternative to
ensure the correctness of designs. In [4], [6] we have pro-

ty [ fou toul

[ ] posed methods to formally verify embedded systems repre-

P sented in PRES+ by using model checking. There are

_ _ _ several types of analysis that can be performed on PRES+
Figure 4. A non-hierarchical PRES+ model models: the absence/presence of tokens in places of the net,

. ) ) ) . time stamps of such tokens, and their token values. These
Given the hierarchical net of Figure 3and belNg  (Fi- gnalyses have been called reachability, time, and functional
gure 2) arefinement &, , we can construct the equivalent 5n5yysis respectively. Our approach to verification focuses

non-hierarchical net as illustrated in Figure 4. on the first two, that is, reachability and time analyses. We
. . . do consider transition functions whenever they affect the
4. Hierarchical Modeling of a GMDFa marking or time stamps associated to tokens.

Model checking is an approach to formal verification
used to determine whether the model of a system satisfies its

has been used in acoustic echo cancellation for improvingSPecification that is, certain required properties. The two

the quality of hand-free phone and teleconference applica-inpUtS to the model checking problem are the system model

tions. The GMDFe algorithm is a frequency-domain block ~2nd the properties that such a system must satisfy, usually
adaptive algorithm: a block of input data is processed at one€XPressed as temporal logic formulas. Our approach allows

; ; ; to determine the truth of CTL (Computation Tree Logic) [3]
time, producing a block of output data. The impulse re- . .
sponse of length is segmented inté& smaller blocks of and TCTL ((jTlImed CTlL) [.1] formulas with resgecft to a
sizeN (K=L/N), thus leading to better performanéenew PRES+ model. Formulas in CTL are composed of atomic
samples are processed at each iteration and the filter i?rOPOSitions, boolean connectors, and temporal operators.
adaptedh times per blockR=N/a). Temporal operators consist of forward-time operat@s (
The filter inputs are the signa and its echds, and the globally, Fin the'f.uture)( next time,l andJ until) preceded
output is the reduced or cancelled edioIn Figure 5 we oY @ path quantifier4 all computation paths, arid some
show the hierarchical PRES+ model of a GMDRith computation path). TCTL is a real-time extension of CTL
K=4. The transitiort, transforms the input sigiahto the that allows to inscribe subscripts on the temporal operators
frequency domain by a FFT (Fast Fourier Transforty). to limit their scope in time. For instancéF ., p expresses
corresponds to the normalization block. In each one of the that, a_Ior_lg aI_I computation paths, the propesthecomes
basic cellsS,; the filter coefficients are updated. Transi- 'Y€ Withinn time units.

tionst,; serve as delay blocks;,  computes the estimated In [6] we have proposed a systematic procedure to trans-
echo in the frequency domain by a convolution product and late PRES+ models into timed automata. This allows us to

then it is converted into the time domain by . The differ- US€ various model checking tools, namely HyTech [8],

ence between the estimated echo and the actual one (signé‘?Ro'\'oS [9], UPPAAL [16], in or_der to verify prope.rt.ies .Of
E) is calculated byt; and output &. Such a cancelled embedd.ed systems modeled In PRES*+. The ver|f|c_at|on of
echo is also transformed into the frequency domaitgby hierarchical PRES+ models is done by constructing the

be used in the next iteration when updating the filter coeffi- equivalent n'on-hlerarchllcal .net as stated n Def|n|t|o.n 1L,
cients. In Figure 5 we also model the environment with and then using the verification approach discussed in [6].

which the GMDF interactsit, models the echoing of sig- Note that obtaining the non-hierarchical PRES+ model can

nalX, t, andt, represent, respectively, the sending of the be done automatically so that the designer is not concerned

signal and the reception of the cancelled echo,and s thewith flattening the net: he inputs to the model checker a hi-
entity that emitsX. erarchical PRES+ model as well as the properties he is in-

The refinement of the basic cel;  is shown in Figure terested in, and then he obtains an answer to the question
A “ H H H ”
5(b) where the filter coefficients are computed and thus the does the specification hold in the model of the system™”. In

In this section we model a GMRF(Generalized Multi-
Delay frequency-domain Filter) [7] using PRES+. GMIDF
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Figure 5. Hierarchical modeling of a GMDF a

case of a negative answer, diagnostic information is gener-but rather illustrate the transformation of just a portion of
ated in order to explore the cases that make the specificatiorthe model taking advantage of the definition of hierarchy for
fail. PRES+ models. Assume thattwo néts &t tetia-

The verification technique may be improved by trans- equivalenin the sense defined in [5]. The intuitive idea be-
forming the system model into a simpler one, yet semanti- hindtotal-equivalencés as follows (the reader is referred to
cally equivalent. In the next section we will show how [5] for a formal definition): (a) there exist bijections that de-
transformations can be conveniently used to simplify the fine one-to-one correspondence between in(out)-ports of
system model for the sake of verification. Thus the verifica- N' andN'' ; (b) having initially tokens with the same token
tion effort along the design process may be reduced signifi- value/time in corresponding in-ports, there exists a firing

cantly. sequence which leads to the same marking and the very
same token values and times in corresponding out-ports.
5.1. Transformations on PRES+ Models The netsN' and\'’  artotal-equivalentf the above re-

i . quirements hold. Itis not difficult to formally prove that
A fIat_representatlon of a real-life embedded system can gnqN'" are total-equivalent, provided the conditions given
be too big and complex to handle and understand. The cony, Figyre 6 are satisfied. The most interesting part for this
cept of hierarchy defined above allows systems to be mod-particular transformation is that if a certain Mgt is a re-

eled in a structured way. Thus, using the notion of finement of a given super-transitic® A in the hierarchi-
abstraction/refinement, the system may be broken down g, netH=(P, T, A, 1,0, M,) (see Definition 10) ani¥’

into a set of comprehensible nets structured in a hierarchy s transformed intd\'’ (sothal’ ad’ are total-equiv-
Each one of these nets may represent a sub-block of the CUlalent), thenN'  is also a refinement 8f  and may be used
rent design. Such a sub-block can be a pre-designed IP compstead of N without changing the overall system at all.

ponent as well as a design alternative corresponding {0 arherefore such a transformation rule can be used to simplify

subsystem of the system under design. PRES+ models and accordingly reduce the complexity of
Transformations performed on large and flat systems e verification process.

are, in general, difficult to prove. Hierarchical modeling The kind of transformations worth using during verifica-

permits a structural representation of the system in such &jon are those that transform a net into a total-equivalent
way that the composing (sub)nets are simple enough 1o beyne Since an external observer could not distinguish be-

transformed efficiently. _ _ tween two total-equivalent nets (for the same tokens in cor-
Wg can define a set of transformation rules that make it responding in-ports, the observer would get in both cases
possible to transform only a part of the system model. A he very same tokens in corresponding out-ports), the global

simple transformation is shown in Figure 6. We do not in- gystem properties are preserved in terms of reachability,
tend to provide here a comprehensive set of transformationsjme  and functionality. Therefore such transformations are



correctness-preserving a propertyp holds in anet, itdoes  the model aiming at obtaining a simpler one, still semanti-
in the other (a total-equivalent one)pfioes not hold inthe  cally equivalent, so that the correctness is preserved.

first net, it does not either in the second. We start by using the transformation rule illustrated in
) N Figure 6 on the refinement of the basic cell, so that we ob-
@ - O tain the subnet of Figure 7(b). Note that in this transforma-
tion step, no time is spent on-line in proving the
QQ = <~ T, transformation itself because transformations are proved
‘@Q\g?‘“ . ' e% off-line (once in a lifetime) and stored in a library. Since the
@0 ” (&€l T subnets of Figures 7(a) and 7(b) are total-equivalent (there
, Q Q Lo is no need to prove that these two subnets are total-equiva-
N & W N lent because the transformation rule guarantees so), the
§ functionality of the entire GMD& remains unchanged. Us-
N" i e ing other simple transformation rules (not discussed in this
O Q paper), it is possible to obtain a simpler, still total-equiva-

lent, representation of the basic cell as shown in Figure 7(c).

G f ] Applying again the transformation rule of Figure 6, the ba-
[a.b] sic cell refinement is further simplified into the single-tran-
Q o O sition net of Figure 7(d). Finally we check the specification

@ T against the simplest model of the system, that is, the one in
. P which the refinement of the basic celly;  is the net shown
e T in Figure 7(d). We have verified the above two formulas and

o Transformation the model of the GMDE& indeed satisfies its specification
Figure 6. A simple transformation rule for bothK=4 andK=8. The verification times usingrRPAAL

[16] on a Sun Ultra 10 workstation are shown in the last row
We will illustrate the benefits of using transformationsin of Table 1.
the verification of the filter discussed in Section 4. We con-

sider two cases of a GMDFof length 1024: a) with an Table 1. Verification times of the GMDF o
overlapping factor of 4, we have the following parameters: . —
L=1024, a=4, K=4, N=256, andR=64; b) with an overlap- Refinernent of Veriication time [s]
ping factor of 2, we have the following parametdrs1024, 0=4,K=4 0=2,K=8
a=2, K=8, N=128, andR=64. Having a sampling rate of 8 Fig. 7(a) 108 NA
kHz, the maximum execution time for one iteration is in Fig. 7(b) 61 8177
both cases 8 ms (64 new samples must be processed at each :

iteration). The completion of one iteration is determined by Fig. 7(c) ° 1368
the marking of the plade’. Fig. 7(d) <1 9

First we want to prove that the system will eventually
complete its functionality which can be expressed as a CTL
formulaAF E' . Second, according to the time constraint of
the system, itis not sufficient to finish the filtering iteration
but also to do so with a bound on time. This aspect of the
specification is captured by the TCTL formuld g E'

T Not available: out of time

Since the transformations used along the simplification
of the GMDFa model are total-equivalence transforma-
tions, the initial model of Figure 5 is correct, i.e. satisfies the

this point, our task is to formally verify that the model ofthe system speuflcatlon_, and therefore'rjee_d hot be yenﬂed.

GMDFa shown in Figure 5 satisfies the formuldeé E' H'owever, in order to illustrate thg verlflcatlon cost'(tlme) at

and AF . E' different stages, we have verified the intermediate steps
<8 .

(models in which the refinements of the basic c&ls are
given by the nets shown in Figures 7(b) and 7(c)) as well as
the initial model. The results are shown in Table 1. Recall,
however, that this is not needed as long as the transforma-
tion rules are correctness-preserving. Observe how much
effort is saved when the basic celly;  are refined by the
simplest net compared to the original model.

Thus verification is carried out at low cost (short time) by
first using correctness-preserving transformations aiming at
simplifying the system representation. If the simpler model
is correct (its specification holds), the initial one is guaran-
teed to be correct and intermediate steps need not be veri-

A straightforward way could be flattening the system
model and applying directly the verification technique dis-
cussed in [6]. However, a wiser approach would be trying to
simplify first the system model by transforming it into a to-
tal-equivalent one, through transformations from a library
already proved to be correctness-preserving. Such transfor-
mations are a mathematical tool that allows a significant im-
provement in the verification cost. The improvement is
possible because of the following observation: the smaller
the model is, the lower the verification cost becomes, in
terms of both time and memory. Therefore we try to reduce



()

Figure 7. Transformations of the basic cell

fied. [4] L.A. Cortés, P. Eles, and Z. Peng, “Formal Coverification of
Embedded Systems using Model Checking,”Rnoc. EURO-
6. Conclus|ons MICRGQ, 2000, vol. |, pp. 106-113.

[5] L. A. Cortés, P. Eles, and Z. Peng, “Definitions of Equiva-

We have formally defined the concepts of hierarchy and lence for Transformational Synthesis of Embedded Systems,” in
abstraction/refinement for a Petri net based representatiori[D6 r]OCL IgEccoft?ézogoléles and 7. Pena. “Verification of Embedded
?lmgd to model embedded systems. In our approach it ISSystems using i,i Petri Net based Rge’presentatiori?‘rdm:. ISSS
easible to represent large systems as a set of comprehensb—ooo_
ble net_s structured ina hierarchy and, at the same time, th 7] L. Freund, M. Israel, F. Rousseau, J. M. Bergé, M. Auguin, C.
essential characteristics of the system may be captured byselieudy, and G. Gogniat, “A Codesign Experiment in Acoustic
the model. Our notion of hierarchy explicitly handles tim- Echo Cancellation: GMD&,” in ACM Trans. on Design Automa-
ing. tion of Electronic Systemsol. 4, pp. 365-383, Oct. 1997.

We illustrated how a transformational approach may be [8] HyTech: The HYbrid TECHnology Toolhttp://www-
extremely useful to reduce the verification cost: if a given cad.eecs.berkeley.edu/~tah/HyTech/
model is simplified by using correctness-preserving trans- L?lncgoms http:/lwww-verimag.imag.fr/TEMPORISE/
formations and then the resulting (simpler) one is proved _ o . i
correct with respect to its specification, th_e in_itial mod_eI is ‘[,boc])(;‘él;%\;aggr?]’pﬁiaﬁsgﬂgvéﬂqngxngng;'!t’eﬁ%ss'i;sgﬁyh’
guaranteed to be correct. Thus the verification cost is re-oy_| evel Synthesia. A. Jerraya and J. Mermet, Eds. Dordrecht:
duced considerably by verifying a simpler, still semantical- Kjuwer, 1999, pp. 45-102.
ly equivalent, model. [11] P. Maciel, E. Barros, and W. Rosenstiel, “A Petri Net Model

A GMDFa (Generalized Multi-Delay frequency-domain  for Hardware/Software Codesign,” Design Automation for Em-
Filter) has been studied in order to illustrate the hierarchical bedded Systemeol. 4, pp. 243-310, Oct. 1999.
modeling of a practical system. This application has also [12] T. Murata, “Petri Nets: Analysis and Applications,” Hroc.
been used during the experiments we carried out to show thd EEE Vol 77, pp. 541-580, April 1989.

; ; ; .- [13] M. Sgroi, L. Lavagno, Y. Watanabe, and A. Sangiovanni-
y(-:(n)rri;ihclgt?sr? of transformations to reduce the time spent InVincentelli, “Synthesis of Embedded Software Using Free-Choice

Petri Nets,” inProc. DAG 1999, pp. 805-810.
[14] E. Stoy and Z. Peng, “An Integrated Modelling Technique for
References Hardware/Software Systems,”Rroc. ISCAS1994, pp. 399-402.

. I . [15] I. Suzuki and T. Murata, “A Method for Stepwise Refinement
[1] R. _Alur, C. Courc"o_ubetls andD. L: Dill, Mode_l C_hecklng for and Abstraction of Petri Nets,” ilournal of Computer and System
Real-Time Systems,” ifProc. Symposium on Logic in Computer Sciencesvol. 27, pp. 51-76, Aug. 1983
Science1990, pp. 414-425. N ' ) ’

. B ., [16] UPPAAL, http://www.uppaal.com/
[2] R. Camposano and J. Wilberg, “Embedded System Design, i - ) . ) N
; : - I _ [17] R. Valette, “Analysis of Petri Nets by Stepwise Refinement,
|1ngI323|gn Automation for Embedded Syst L, pp-5-50, Jan. in Journal of Computer and System Scienaed. 18, pp. 35-46,

. . Feb.1979.
[3] E. M. Clarke, E. A. Emerson, and A. P. Sistla, “Automatic . . .
Verification of Finite-State Concurrent Systems Using Temporal L18] '\g '\\A/a(rje"ill. andTB.hAI_-Has:nmll,E Dbua(ledTrdanSsm?ns P%m N.]?t
Logic Specifications,” ilACM Trans. on Programming Languag- t.ase:’ : PO € BgTEe((’:: n|]9ue oéOOT € 5666-5)/731€ms peciiica-
es and Systemsol. 8, pp. 244-263, April 1986. fon,” In Froc. onterenc » PP- :



