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Abstract

Intelligent agents embedded in physical environments need the ability
to connect, or anchor, the symbols used to perform abstract reasoning
to the physical entities which these symbols refer to. Anchoring must
deal with indexical and objective references, definite and indefinite
identifiers, and a temporary impossibility to perceive physical entities.
Furthermore it needs to rely on sensor data which is inherently affected
by uncertainty, and to deal with ambiguities. In this thesis we outline
the concept of anchoring and its functionalities. Moreover we define
the general structure for an anchoring module and we present an im-
plementation of the anchoring functionalities in two different domains:
an autonomous airborne vehicle for traffic surveillance and a mobile
ground vehicle performing navigation tasks.
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Chapter 1

Introduction

You are at a friend’s house and your host asks you to go
to the cellar and fetch the bottle of Barolo wine stored at
the top of the green rack. You go down to the cellar, look
around in order to identify the green rack, and visually
scan the top of the rack to find a bottle-like object with a
Barolo label. You see two of them: one is labeled “1968”,
the other “1993”. You decide to pick up the second one,
go upstairs, give it to your friend, and warn him that there
was another Barolo bottle from 1968.

This vignette illustrates a mechanism that we constantly use in
our everyday life: the use of words to refer to objects in the physi-
cal world, and to communicate a specific reference to another person.
This example presents one peculiar instance of this mechanism, one in
which the first person (the friend) “knows” which object he wants but
cannot see it, while the second person (you) only has an incomplete
description of the object, but can see it. Put crudely, the two persons
embody two different types of processes: one who reasons about ab-
stract representations of objects, and one who has access to perceptual
data. One of the prerequisites for successful cooperation is that these
two processes agree about the objects they talk about, that is, that
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1 Introduction

there is a correspondence between the abstract representations and
the perceptual data that refer to the same physical object. We call
anchoring the process of establishing this correspondence.

Not unlike our example, an autonomous system needs to incor-
porate processes that reason about abstract representations and pro-
cesses that manipulate perceptual data; hence, it needs to perform
anchoring.

A typical example of an autonomous system is an autonomous mo-
bile robot who has to provide services in an indoor environment, or an
autonomous flying vehicle performing surveillance missions. An au-
tonomous system senses the environment, processes the sensed data
and on the basis of the acquired information decides what actions to
perform. Such a system needs, therefore, to integrate sensing capabili-
ties with decision-making and acting capabilities. However, a difficulty
arises in the fact that different data representations are used in differ-
ent parts of the system: sensors provide quantitative data, while the
decision making part of the system, which is dedicated to determine
the actions to perform, needs in general more abstract forms of infor-
mation. For instance, the navigation planning subsystem of a robot
can establish that the best way for the robot to reach a specific office
is to follow a certain corridor and to enter a room through the second
door on the left. However, the execution of the planning instructions is
only feasible if the robot can match the navigational landmarks (cor-
ridor, door, etc.) to the data coming from its sensors. If the robot
uses, for instance, sonars, then readings indicating a continuous sur-
face need to be matched with the corridor and readings indicating an
open space need to be matched with an open door.

1.1 The anchoring problem

The need to integrate low-level and high-level data representations
and processes is one of the major challenges of autonomous embedded
systems and it has lead to the recent development of the layered archi-
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1.1 The anchoring problem

tectures [21, 3]. In a layered architecture a hierarchy of layers is used
to separate low-level sensory-motor processes using quantitative data
(process layer), processes reacting to events and using discrete and
symbolic data (reactive layer), and high level processes involving plan-
ning, monitoring, and diagnosis and using symbolic data (deliberative
layer). Yet, separating processes of different nature is just half of the
work; an essential part is also to integrate them and make it possible
for them to exchange information at different levels of abstraction.

In this thesis, we focus on the anchoring problem: one particular
aspect of this integration dealing with the connection between the ab-
stract data representations used by the high-level reasoning processes
(reactive and deliberative layers) to denote specific physical objects,
and the data in the low-level processes that correspond to that object.

Saffiotti has given a first definition of anchoring in [39, p. 267]. To
do anchoring means in his definition

to use your perceptual capabilities to:

1) find the object, by matching what you are perceiving
with the description you have been given;

2) acquire new (or more precise) information about the
properties of the object [...].

This definition of anchoring outlines the initial intuition behind the
anchoring process. However just one aspect of anchoring, the finding
of the association the first time, is addressed. An additional issue to
be considered is the keeping of the association between the symbolic
description and the perceived object over time. Moreover issues such
as indexical, definite, and indefinite references and the actual methods
to perform the matching between description and perceived object are
not addressed in the paper originally defining the anchoring concept.
The aim of this dissertation is to thoroughly describe the concept of
anchoring and its functionalities, to define a general structure for the
concrete implementation of an anchoring module and to instantiate
this general structure in anchoring modules used in realistic domains.
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1 Introduction

The nature of the anchoring problem, in fact, suggests that a general
study of it must be solidly grounded in experiments performed on
different robots. We have validated our research on two experimental
platforms: a wheeled mobile robot, and an autonomous aerial vehicle.

The two experimental platforms share the use of a layered archi-
tecture to integrate abstract reasoning with perceptual and control
processes. However, these platforms differ significantly in terms of
sensory-motoric capabilities and their domains of application. The
UAV is intended for the purpose of traffic surveillance over urban and
rural areas, and it uses vision as its main sensor. The main aspect
of anchoring in this domain is the need to connect the symbols used
by a planner and a plan executor to the sensor data about specific
cars which are provided by the vision system. The mobile robot uses
sonars as its main sensors and moves in an office environment. The
main aspect of anchoring here is the need to link descriptions of static
objects, such as corridors and doors, derived from an approximate map
of the environment, to the sensor data coming from the sonar. In the
rest of the chapter we often refer to examples from these domains to
illustrate the different aspects of the anchoring process.

A number of subtle issues are hidden in the anchoring problem.
First, we need to distinguish between definite descriptions, like “the
bottle of Barolo on the table”, indefinite descriptions, like “a bottle of
Barolo”, and indezical descriptions, like “the bottle on my left”. These
descriptions need different treatments. For instance, if the robot sees
two bottles on the table this is not a problem in the case of an indefinite
description, but could be a problem in case of a definite description.
Second, a perceived object can temporarily disappear from the sensor’s
view, for instance because the object moves, or because the robot’s
gaze is moved in a different direction. The robot needs to maintain a
virtual image of the object in memory and to reidentify this object if
it comes into view again. Third, perceptual information is inherently
affected by uncertainty due to noise in the sensors, to poor observation
conditions, or to errors in the perceptual interpretation. Anchoring
must take this uncertainty into account, for instance to decide to get
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1.2 Issues related to anchoring

a better view of an object if the perceptual data is too poor.
Summarizing, there are a number of issues that need to be inves-
tigate while tackling the anchoring problem:

e it should be possible to use both definite (the car previously seen)
and indefinite identifiers (a red Mercedes);

e indexical (from the point of view of the observer) and objective
references should be supported;

e it should be possible to handle a temporary impossibility to per-
ceive entities currently referred to;

e uncertainty present in the sensory data and ambiguous situations
where more than one physical object could be the referent of a
symbolic identifier should be handled.

In the rest of this chapter we provide a more detailed description
of these issues.

1.2 Issues related to anchoring

1.2.1 Definite and indefinite references

A definite reference denotes a specific, and in general unique, object
[38], for example “the car I have seen in that position and at that time”.
An indefinite reference denotes an object that satisfies a number of
properties, for example a “small red Mercedes”. An anchoring module
must be able to handle both indefinite and definite references.

The anchoring of indefinite references involves the searching of can-
didate objects, one of the properties, for example color, can be used for
this first selection. Then each of the requested properties is checked
and it is established whether each property can be considered satisfied.

The main difference between definite reference and indefinite ref-
erence is that while in an indefinite reference any object that matches
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1 Introduction

the properties well enough can be considered the right one, in the case
of a definite reference there is just one object that is the correct one.
One can distinguish two cases of definite references: the object has
never been perceived before, and the object has been perceived before.
In the first case the anchoring is performed as in the case of indefinite
reference, but among the properties requested there is one that makes
the object unique, for example “the small red Mercedes at coordinates
(100, 100)”.

The second case is the more difficult one. In fact an object previ-
ously perceived has a property that makes it unique: it is the object
that has been perceived in that specific location and time, but the use
of this property to reidentify the object is not straightforward. For
example, when a car kept under observation drives under a bridge,
the anchoring between the symbol denoting the car and the percep-
tual image of the car is lost and it has to be reacquired when the car
exits from under the bridge. In this case a number of properties have
to be combined to reidentify the car. A first property is the appear-
ance of the car, but possible changes in perspective and illumination
should be taken into consideration. A second property is the expected
position of the car, calculated by combining static information (road
network) and dynamic information (last seen position and velocity of
the car). Finally, relationships between objects can be used as distinc-
tive properties, for example our car was in front of a green car before
disappearing.

1.2.2 Indexical and objective references

Objective references involve knowledge that is independent of the par-
ticular perspective of the observer. For example “car-1 is on road
3”7 is information that is interpretable by anyone having access to a
map. Indexical references depend on the perspective of the observer.
For instance the objects defined by “the car I am currently tracking”,
“the red car I have seen before” and “the corridor on my left” can
be interpreted only from the point of view of the observer. Indexical
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knowledge is of great help in performing actions. Actions are per-
formed by an agent at a specific place and time and it makes sense
that the knowledge required for performing the action is relative to
the agent’s perspective. For instance a robot that has as a goal to pick
up an object needs to know mainly the relative position of the gripper
and the object and not the objective knowledge about its own position
and the absolute position of the object. Furthermore indexical knowl-
edge can highly improve the computational efficiency of the system by
selecting just the information that is required for determining a course
of action for the agent and that is specific to the task currently being
executed.

Both indexical and objective knowledge are essential for an au-
tonomous agent and so is the possibility to combine them both. For
instance a camera can track a car along a road just using the position
of the car in the image and without knowing on which road the car is
(indexical knowledge). If the car disappears under a bridge the knowl-
edge about the road where the car is and the position along the road
(objective knowledge) can make it possible for the system to realize
the reason for the disappearance and to recover the car at the other
end of the bridge.

Deictic relations between objects

A special case of indexical reference is when an object is selected as
the focus of attention and the other objects are referred to in relation
to it. For example, one car is currently under observation and the
cars around it are referred to using deictic references such as “the car
behind the observed car”, “the car in front the observed car” and so on.
We have used deictic references in the UAV domain while recognizing
episodes involving several cars.
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1 Introduction

1.2.3 Recovery of the connection between symbol and
entity

In dynamic and complex environments the fact that a symbol has been
successfully anchored does not mean that the anchoring will always
continue to be active. An example is when the camera has a wide
view of an area, the anchoring of several cars is established, then the
camera zooms in on one of the cars to check its shape and the other
cars disappear from the current image. Another example is when a
car that is currently under observation disappears under a bridge.

The anchoring module needs to realize whether an anchor currently
referred to is not active anymore. If this is the case the anchoring
module should try to reestablish it whenever possible.

1.2.4 Uncertainty in the data provided by the sensory
system and in the object description

One of the difficulties of the anchoring problem is that the data pro-
vided by the sensory system is inherently affected by uncertainty. This
may result in errors and ambiguities when trying to match these data
to the high-level description of an object. In order to improve the reli-
ability of the anchoring process, this uncertainty has to be taken into
account.

The uncertainty can be due to actual measurements, for example
pixel discretization in an image. It can also be due to the conditions
in which the measurements are taken, for example the measurements
on an object can contain more uncertainty if the object is seen from
a great distance. The possibility to distinguish between these two
kinds of uncertainty can be valuable during the anchoring process.
In fact the first kind of uncertainty is always present, even in the
best measurement conditions, but the second kind can be reduced
by changing the measurement conditions. For example an anchoring
result can be improved by a zooming action.

Moreover the high-level description of the object can be imprecise.
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1.3 Content of the thesis

For instance linguistic terms such as “small” and “red” can be used in
the description and these terms in general are interpreted as a range
of possible values more than as an exact value.

The anchoring process is based on the matching of an object de-
scription and a perceptual signature. Due to the uncertainty of the
data and the imprecision in the description, it could be appropriate
to define a degree of matching between a perceptual signature and
an object description. Being able to distinguish between objects that
match a given description at different degrees can be helpful in discrim-
inating between perceptually similar objects under poor observation
conditions and can allow several possible anchors to be considered,
ranked by their degree of matching. These degrees of matching can
also be used to reason about the quality of an anchor and to perform
higher-level decision making; for example, we can decide to engage in
some active perception in order to get a better view of a candidate
anchor.

1.3 Content of the thesis

Chapter 2 reviews the literature related to anchoring.

Chapter 3 gives a more detailed description of the anchoring prob-
lem and its functionalities. It also presents the structure of a
general anchoring module that is then instantiated in the next
two chapters in implemented anchoring modules for our two do-
mains.

Chapter 4 presents the anchoring problem in the context of a UAV
system for traffic surveillance using vision as its main sensor.
Anchoring in the domain involves both static objects such as
roads and dynamic objects such as cars.

Chapter 5 illustrates the anchoring problem in the context of a mo-
bile robot performing navigation tasks in an office environment
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1 Introduction

and using sonars as its main sensors. The aspect of anchoring
that we have developed in this domain is the anchoring of static
objects such as corridors.

Chapter 6: Conclusions and future work.

1.3.1 Contributions

The main contribution of this dissertation is the definition of the an-
choring problem and of the functionalities needed to solve it. Anchor-
ing is a crucial problem in any systems combining symbols and per-
ceptual data. We define the general structure for an anchoring module
and we present an implementation of the anchoring functionalities in
two different domains: an autonomous vehicle for traffic surveillance
and a mobile robot performing navigation tasks. In both domains the
clear statement of the anchoring problem and the use of the framework
offered by the anchoring functionalities have facilitated the integration
of the decision making and the sensory parts of the systems. More-
over uncertainty, error in the anchoring process, and disappearance of
anchored objects have been taken into consideration.
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Chapter 2

Related work on anchoring

Anchoring, as we have defined it, must occur in any system where sym-
bolic reasoning about objects in the world is integrated with physical
observations and manipulation of these objects. Yet, little attention
has been given to the anchoring problem per se in the autonomous
robotics and Al literature and in particular no serious systematic stud-
ies have been performed. The general principles behind the anchoring
problem have, however, been investigated in other fields, including
philosophy and linguistics. In what follows, we partition the existing
literature that is relevant to this dissertation into three classes:

e architectures for autonomous embedded systems;
e philosophy of language;

e philosophical foundations of Al

2.1 Architectures for autonomous embedded
systems

Anchoring is a key issue in the integration of symbolic and perceptual
representations, and systems where this integration arises need to deal
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2 Related work on anchoring

with it. In most systems the anchoring aspect is, however, buried in
the actual code and it is impossible to examine it explicitly. In only a
few systems are aspects of anchoring explicitly mentioned. One such
system is Saphira in which the anchoring term was originally used. A
description of the Saphira system can be found in chapter 5 where we
present our results in integrating the anchoring principles presented in
this dissertation in the Saphira system.

Aspects of anchoring are found in the SFB 527 project in Ulm
[43], albeit without a specific awareness of the anchoring problem.
The domain used in the project is a mobile robot for natural indoor
environments. The tasks considered are: to locate different objects
such as bottles, balls, doors, and trash cans, for example in the context
of a clean-up procedure and to track and follow a person. The form
of anchoring used in the location of objects is mainly anchoring of
indefinite references. The robot is given the task to locate an object of
a specified kind and color and it succeeds as soon as it finds a matching
object. In the tracking task a simplified form of definite reference is
used. The person to be followed presents himself in front of the robot
and a model of the person is built. The robot can then follow the
person as long as the person is in the image and he is not occluded. If
the person is lost, the robot asks the person to present himself to the
robot again.

Bajcsy and Koseckd [4] consider a problem related to anchoring:
the symbol to signal and signal to symbol transformation. Like us,
they suggest that a hybrid representation of symbols and signals is
needed. Their work, however, takes a direction different from our.
Symbols in their work are limited to the ones that can be considered
abstraction of signals and their main interest is in the selection of such
symbols. Our interest is not in the selection of symbols, but rather in
the connection of symbols already present at the reasoning level with
perceptual data.

Finally the importance of a clear interface between the low-level
perception and the high-level interpretation systems is emphasized in
the designing of the PROLAB2 road vehicle [27]. This vehicle has
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2.2 Philosophy of language

been developed in the framework of the Prometheus project and is
equipped with a co-pilot to help the driver in dealing with road obsta-
cles. Using cameras and proprioceptive sensors, the system interprets
traffic situations involving road obstacles and it alarms the driver if an
obstacle (typically another car) can represent a danger. The connec-
tion between the perceptual representation of the obstacles and the
obstacle names used at the interpretation level can be considered a
form of anchoring. In this project, however, the interest in the objects
surrounding the car is limited. The system just needs to recognize if
the object represents a danger for the car or not. Therefore several of
the key aspects of anchoring are absent, such as the identification of an
object as the one the system is looking for and the reidentification of
the object when it disappears for some time. An additional difference
with respect to our work is the use in the PROLAB2 road vehicle of
several sensors and the fusion of their values. We also intend to move
towards the use of multiple sensors; the current experiments have been
performed using just one main sensor.

2.2 Philosophy of language

The problem of connecting linguistic descriptions of objects to their
physical referents has been widely discussed in the philosophical and
linguistic literature. In fact, the term anchor is borrowed from sit-
uation semantics [6]. Situation semantics is a semantics of natural
language that tries to find meanings of sentences in the external world
and in relations between situations rather than in truth values as in
logic-based semantics. In the terminology of situation semantics, an
anchor is an assignment of individuals, relations and locations to ab-
stract objects.

The philosophical and linguistic tradition has also debated another
notion which is of importance to the anchoring problem, namely the
distinction between definite and indefinite reference, and between in-
dexical and objective reference. The distinction between definite and
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2 Related work on anchoring

indefinite references and the semantical problems associated with def-
inite references have been addressed by Russell [38] and Frege [20]
among others. This distinction, and its impact on anchoring, does not
seem to have attracted much attention in autonomous robotics and
the AI literature. Omne of the few counter-examples is the work by
Shoppers and Shu [45], who consider definite and indefinite references
in a simple block world scenario. Their aim is to differentiate between
goals that could be satisfied by any object of a certain kind as “obtain
a state where a red block is over a blue block” and goal that can be
satisfied just using specific objects as “put that (pointing) red block
over a blue block”. If the goal can be satisfied by any object of a
certain kind the plan executor can take advantage of this opportunity.
For example, if there already is a red block on top of a blue block,
there is nothing that needs to be done to satisfy the goal “obtain a
state where a red block is over a blue block”.

2.2.1 Indexical and objective references

Indexical representations were introduced to the Al community by
Agre and Chapman [1]. In the classical PENGI paper they propose
the use of indexical-functional features as a way to represent and rea-
son about a complex domain while avoiding a combinatorial explosion.
PENGI is an autonomous system playing a video game where a pen-
guin navigates in a maze and pushes blocks while trying to avoid and
kill malicious bees. PENGI plays the role of the penguin. The enti-
ties in the game are not referred to with objective identifiers such as
“block-25 at position (20 50)”; instead they are registered as indexical-
functional entities such as “the block I am pushing” or “the bee that
is closer than me to the block I intend to push”. This representa-
tion is indexical because it depends on the agent perspective and it is
functional because it depends on the agent’s purpose.

The ideas of Agre and Chapman have independently influenced
the AT community involved in formal reasoning and planning and the
computer vision community.
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The main contributions in including indexical references in formal
reasoning are the ones of Subramanian and Woodfill introducing in-
dexicality in Situation Calculus, [47] and Lesperance and Levesque [33]
developing a theory of knowledge and action, based on modal logic
and that handles indexical and objective knowledge. Subramanian
and Woodfill introduce in a restricted version of Situation Calculus!
the possibility to use indexical terms such us “now”, “before”, and
“this-block”. They also perform a computational complexity analysis
attempting to establish the reason for the higher efficiency associated
with the use of indexical references. They reach the conclusion that
indexical references are advantageous if their number is much smaller
than the total number of situations and objects in the domain. In fact
indexical references provide the possibility of quantifying over just the
entities involved indexically and not over all entities of the relevant
type.

Lesperance and Levesque point out that the knowledge needed for
performing an action is often relative to the agent perspective. There-
fore they develop a quantified modal logic that can handle differences
between indexical and objective knowledge and also allows indexical
knowledge in the prerequisites and effects of the actions. The logic
formalizes notions of knowledge, time, action, and historical necessity.
Indexical and objective knowledge can also be related and an example
of this relation is given in a scenario dealing with maps for naviga-
tion. Lesperance’s PhD thesis, [32] offers also a detailed account of
the philosophical literature involving indexical knowledge.

The need for referent identification in planning actions was already
stated by Cohen in [11]. Indexical references have been introduced by
Shoppers and Shu in the Universal Plan formalism [46], mainly to
acquire the ability to manipulate multiple objects. They manage to
manipulate a particular one of several identical objects and several
identical objects simultaneously. Although this work presents some
interesting points, the domain where it has been applied, a simulated

! Just one situation precedes any other situation.
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block world, lacks most of the challenges related to perception.

In the computer vision community the ideas of Agre and Chap-
man have influenced the development of the active or animate vision
paradigm. One of the pioneers of this area is Ballard [5] who has
pointed out that vision is an active process that implies gaze con-
trol and attentional mechanisms. In contrast to traditional computer
vision, active vision implies that the tasks direct the visual process-
ing and establish which parts of the image are of interest and which
features should be computed. By reducing the complexity and ac-
celerating scene understanding, active vision opens up the possibility
of constructing continuously operating real-time vision systems. The
active vision paradigm is now largely used in the computer vision com-
munity, see for instance [26, 36, 19, 48].

The preceding discussion shows that both in the formal reasoning
community and in the computer vision community effort has been put
into integrating the notion of indexicality and task dependency. The
aspect that is still missing is the connection between the indexical
symbols used in the formal reasoning community and the quantitative
data produced by the image processing. The selection of tasks at the
reasoning level of the system must correspond to gaze control and
attentional mechanisms at the processing level. The interest in this
thesis is in creating this connection.

2.2.2 Deictic relations between objects

A special case of indexical reference is when an object is selected as
the focus of attention and the other objects are referred to in relation
to it. For example, one car is currently under observation and the cars
around it are referred using deictic references such as “the car behind
the observed car”, “the car in front of the observed car”, etc.

An interesting study in which focus of attention and deictic point-
ers are used to enhance the performance of the system has been de-
veloped in the Esprit project VIEWS by Buxton, Howarth and Gong
[25, 10, 26]. In this work, video sequences of the traffic flow at a round-
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about are examined and events such as overtaking and cars following
each other are recognized. A stationary and pre-calibrated camera
is used, and the system presupposes an intermediate-level image pro-
cessing that detects moving objects and estimates various properties of
these objects. Given this information, and the ground-plane represen-
tation, the system can recognize simple events such as a left turn and
episodes such as an overtaking, which are composed of simple events
using a Bayesian belief net approach.

In our work we use deictic references in the recognition of events
involving more than one car in the traffic surveillance scenario. The
currently anchored car is the car under observation and the other cars
are referred to using deictic references such as “car in front” and “car
beside”. The main difference between our domain and the one used by
Buxton, Howarth and Gong is the possibility to move the camera both
while moving the vehicle and independently from it. However the basic
aspects of the event recognition are common to both domains and we
have been able to use a solution similar to their in the event recognition
part. In the episode recognition part we have not found the need to
use a Bayesian belief approach and we have used a simpler automaton
structure.

2.3 Philosophical foundations of Al

The literature on the philosophical foundations of AI presents a wide
debate on a problem which is related to anchoring: the symbol ground-
ing problem, first stated by Harnard [23] and further discussed by Prem
and Davidsson [35, 16] among others. Symbol grounding is the prob-
lem of how to give a formal interpretation of formal symbol systems
that is based on something other than just another symbol system as in
classical logic semantics. According to Harnard, meanings of symbols
should be grounded bottom-up in non-symbolic iconic and categorical
representations. Icons are sensor projections of the perceived objects,
preserving the “shape” of the object, categorical representations are
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“filtered” icons preserving just the feature of the shape that can be
used reliably to distinguish members and non-members of the cate-
gory. Icons are mainly used to differentiate between similar objects,
for example one car from another, while categories are used to identify
an object, for example to identify a car as such. In Harnard’s opinion,
iconic and categorical representations should be learned using neural
nets.

The study of solutions to the symbol grounding problem in Al
and autonomous robotic has mainly focused on how to automatically
learn basic symbols given perceptual data [24, 9, 44, 34]. This is not
the focus of our work. Put crudely, anchoring is not the problem of
associating symbols to observable properties, but it is the problem of
connecting symbolic representations of specific objects to observable
physical objects.
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Chapter 3

The concept of anchoring
and its functionalities

3.1 The concept of anchoring

Our definition of anchoring is an extension of Saffiotti’s definition of
anchoring presented in the introduction.

Definition 3.1.1 Anchoring is the connection between the abstract
representations used by the high-level reasoning processes to denote a
specific physical object, and the data in the low-level processes that
correspond to that object. It consists of two functionalities:

1. Ghiven a symbolic description of an object, create an association
(anchor) between this description and an appropriate perceived
object and acquire new (or more precise) information about the
properties of the object;

2. Given an already established anchor, keep the association be-
tween the symbolic description and the perceived object over time
(tracking), and keep an updated record of the values of the prop-
erties of the object.
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The first functionality is mainly used to find an object for the first
time, while the second functionality is used when a regular update of
the properties of the object is needed. The update requires taking into
consideration not only new measurements coming form the sensors,
but also extrapolation of expected properties of the object (position,
velocity, color, etc.) from the last observed properties’ values. The
reason for extrapolating expected properties values from the observed
ones lies in the need to use these properties for decision making and
control even when the properties are not currently perceived. For
instance, a mobile robot using sonar sensors can perceive a doorway,
start crossing it and then not perceive it anymore when it is half-way
through. The extrapolation of the relative position it has with respect
of the doorway can allow the robot to complete crossing through the
door-way successfully. Additionally the expected properties values are
used to check that the currently observed object is the same as the
object previously observed and to recover the anchor if the object
temporarily abandons the sensor range or is occluded.

To clarify the concept of anchoring let us consider the following
example. Suppose that the UAV is given the mission to find a “red
Mercedes” near a specified crossing. When the car has been found,
the UAV should keep it under observation and it should check the
occurrence of various episodes involving this car, such as overtaking
and giving way to another car.

Finding the car implies:

e to point the camera toward the position of the crossing;

e to anchor the crossing map description to the part of the image
corresponding to the crossing;

e and finally to find the objects in the image that are near the
crossing and that best anchor the description of a red Mercedes.

This corresponds to the first anchoring functionality. When an
anchor is established, the second functionality can be used to keep
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the car under observation. The properties of the car are regularly
updated and the UAV can follow the car using information about its
position and velocity. The reasoning system can now request to check
the occurrence of episodes involving the anchored car. This can require
the anchoring of cars surrounding the car under observation. These
other cars can be referred to using deictic references such as “the car
beside the followed car”.

3.2 Functionalities of anchoring

As already mentioned, two main functionalities characterize the an-
choring problem: finding an anchor and keeping track of it over time.
They are expressed in terms of three kinds of internal representations
for the same external, physical object.

Descriptor: a symbolic signature of the object in the world that we
are talking about; a descriptor is typically represented by a set
of symbolic properties which are manipulated by the symbolic
layer or by an identifier of a previously perceived object. An
example of a descriptor is the representation of a corridor in the
map used by the mobile robot in our experiments. The corridor
is represented by a name and by properties such as relation with
other map objects, width and orientation.

Percept: a sensor-based description of an object in the world which
is currently perceived by the sensors; a percept is typically rep-
resented by a set of values of continuous variables related to
sensor’s readings. An example of a percept is the representa-
tion of a corridor in terms of position and orientation of the two
perceived walls delimiting the corridor.

Anchor: a reification of the association between a descriptor and a
percept; an anchor gives a sensor-based description of the specific
object in the world that we are talking about. An example of
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an anchor is the association of the descriptor of a corridor with
a percept of a corridor whose perceptual values are compatible
with the properties in the corridor’s descriptor.

The first functionality of anchoring is, given a descriptor for an
object, to find the percept that best matches the descriptor. Once the
best match is found, the perceptual properties of the object (position,
color, shape, etc.) need to be stored. They can then be used both
by the process requesting the anchoring of the object and to make it
possible to re-identify the object even if it is going to be out of sight
for a period. The second functionality, tracking, can now take over.
Tracking is needed if the process requesting the anchoring needs a
regular update of the properties of the object. The object is kept in
the sensor range and its properties are regularly checked. In addition,
during tracking the properties of the Anchor are predicted on the basis
of the last observation of the object properties. The prediction serves
two functions: checking that the object is still the same one as in
the previous observation, in particular reidentifying the object if it
temporary leaves the sensor range, and maintaining the possibility to
use the properties for decision making and control even when they are
not currently perceived.

The above functionalities can be summarized as follows.

Find an anchor: given a descriptor for an object, associate it with
one specific percept and build the corresponding anchor. This
functionality can be decomposed into two steps:

1. match the symbolic properties in the descriptor to the per-
cepts which are currently in view, so as to select the appro-
priate one; and

2. build the anchor by associating the symbolic properties of
the object to the actual object’s perceptual signature. By
perceptual signature we intend here the properties that can
be perceived by the sensors and that can be used to identify
the object.
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Track the anchor: given an established anchor, keep an updated
record of its properties. Moreover track the expected properties
of the anchor (position, velocity, color, etc.) so that they can
be used by the control and decision making processes; to check
the identity of an object; and to recover the anchor if the object
temporarily abandons the sensor range. This functionality can
be further decomposed into three steps:

1. predict the properties of the anchor on the basis of their
last observed values;

2. match the anchor to the current percept on the basis of
the predicted properties of the anchor and the observed
properties of the percept; and

3. verify that newly acquired properties of an object are still
consistent with the initial properties in the descriptor.

One can notice that the first functionality of anchoring corresponds
in part to the original definition of anchoring given by Saffiotti [39].
The main new aspect is the clear distinction among the three entities
involved in the anchoring process: descriptor, percept, and anchor.
The second functionality, the tracking of an anchored object, is com-
pletely new.

3.3 The computations of anchoring

In this section we describe the architecture for a generic anchoring
module that we then instantiate in chapters 4 and 5 in an anchoring
module for each of our applications.

The relations of the anchoring module with symbolic and subsym-
bolic processes are shown in Fig. 3.1. The anchoring module is inter-
mediate between symbolic and subsymbolic processes. Typical exam-
ples of symbolic processes are planning systems and plan executors.
The subsymbolic processes that interact with the anchoring module
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Figure 3.1: The relations of the anchoring module with symbolic and
subsymbolic processes.
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are the ones elaborating sensory data, for instance vision processing.
The anchoring module does not interact with the sensors directly, it
presupposes an intermediate subsymbolic process that recognizes ob-
jects and estimates properties of objects. The result of the elaboration
of the subsymbolic process is a percept, that is, a sensory-based de-
scription of an object.

Symbolic processes request the anchoring module for the anchor-
ing of descriptors. The descriptor can be a description of an object
in terms of symbolic properties (indefinite anchoring request) or an
identifier of a previously seen object (definite anchoring request). The
anchoring module receives percepts from the subsymbolic processes
and it then tries to find among the percepts the one that best matches
the descriptor.

In sensors such as vision it is possible to focus the processing of
the sensory data to extract some specific features and to direct the
sensor toward a specific area. In these case the anchoring module
can also send specific requests to the sub-symbolic processes indicat-
ing where to direct the sensor and what features values calculate. For
other kinds of sensors, for instance sonars, the processing of the data
is in general performed on all data available independently of specific
requests. In our experiments we have considered both kind of sen-
sors. In the WITAS application the vision processing module receives
requests from the anchoring module stating which characteristics the
object of interest has and towards which area or object the camera
should be pointed. In the mobile robot application, the processing of
the sonar data is done on all sonar readings available and all features
are extracted. The anchoring module then selects the percepts that
are of interest in the current anchoring process.

The results of the anchoring process can be used by the symbolic
processes, and also by the subsymbolic processes dealing with the con-
trol of the robot. The WITAS application is an example of the first
case, while the mobile robot application is an example of the second.
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3.3.1 The internal representation of descriptor, anchor
and percept

In this section we consider in more detail how the three main entities
involved in the anchoring process are represented.

Descriptor

A descriptor can have two forms: a set of symbolic properties that
describe the desired object, or an identifier of a previously perceived
object. The properties can be characterized by giving the actual re-
quested values, for instance the interval in which the width of a corridor
should be included or by a linguistic term such as “red” and “small”.
If values or intervals of values are provided, the anchoring module uses
them directly in the anchoring process. However, if linguistic terms are
provided, the anchoring module needs to translate them to computable
values. This translation table is stored in the anchoring module and
has the following form:

(name description)

Name is the linguistic term identifying the property at the symbolic
level and description is a representation of the property that can be
used by the anchoring module to check if a perceived object has the
property. For instance, in the WITAS application the property of
being red is represented at the symbolic level by the linguistic term
“red”. The description of the property in the anchoring module is in
the form of three fuzzy sets representing each measurable aspect of the
color red: hue, saturation and value.

If the descriptor is the identifier of a previously anchored object,
the properties of the object are stored in the anchor of the object
maintained in the anchoring module. Some of the properties can be-
come outdated. The anchoring module predicts the current value of
the properties and uses them to reidentify the object.
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Anchor

The anchor is a reification of the association between a descriptor and
a percept. It has access to both the information originally present in
the descriptor and to the sensor-based description extracted from the
percept. An anchor is represented as follows:

(identifier description)

Identifier is a unique identifier for the object. In the case of static
objects the identifier is in general the name of the object used at the
symbolic level and extracted from the descriptor. For instance, the
identifier could be the name of the road in a map of the environment.
In the case of mobile objects the identifier is created by the anchoring
module when the object is perceived for the first time and it is then
used at the symbolic level to refer to the object at a later time. For
instance, in the WITAS application the system can first request to find
a car corresponding to a specific description. When a car is found, the
anchoring module creates an identifier and sends it to the decision
making part of the system. At a later point the identifier can be used
as a descriptor to reidentify the car.

The description of the object is a collection of properties that can
be used to identify and reidentify the object and/or that can be useful
at the symbolic level. In particular it contains the perceptual data
extracted from the percept at the latest time the anchoring was estab-
lished. The anchor is also maintained when the anchoring connection
is actually lost, for instance when the object is not in the sensor range
anymore or another object is occluding it. The information in the
anchor is maintained in order to make it possible to still refer to the
object and to reidentify it at a later time point. There is, however,
the need to predict the development over time of the values of the
properties of the object in order to be able to actually use the infor-
mation. For instance, the anchor of an observed car maintains the
information about the last seen position and speed of the car. How-
ever, the expected current position of the car is needed to reidentify
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it. The anchoring module uses two simple algorithms, one for static
and one for dynamic objects, to update the values of the properties
of the objects not currently anchored. In the case of static objects,
the property updated is the relative position between the object and
the autonomous system performing the anchoring. The update is done
on the basis of the estimated movement of the system. In the case of
dynamic objects, the property updated is the current position of the
object with respect to the autonomous system and the map of the en-
vironment!. The position is calculated assuming that the object moves
at constant speed. Constraints in the environment are used to help
in the calculation. For instance, in the WITAS application the new
position of a car is calculated considering that it is moving along the
road network. There is also the possibility to consider several possible
positions of an object, for example in case a car reaches a crossing. In
case the object needs to be reidentified, the anchoring module handles
alternative positions of an object considering one position after the
other until the object is reidentified.

Percept

A percept is a sensory-based description of an object that is currently
perceived by the sensors. It is the result of processing of sensory data
and it requires the recognition of the actual object on the basis of
the sensory data and the calculation of its properties. For instance
the creation of a percept of a corridor in the mobile robot application
requires the recognition of an object “corridor” on the basis of the
sonar data and the estimation of properties of the corridor such as
width and orientation.

1Other properties could also change over time, for instance the color changes due
to changes in illumination. However these cases are not considered in our work.
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3.3.2 Anchoring requests

The anchoring module receives requests for anchoring descriptors from
the symbolic processes in the system and tries to establish the anchor
of the descriptors with the percepts provided by the sensors. If the
sensor supports active perception, that is, it is possible to focus the
processing of the sensory data to extract some specific features and
to direct the sensor toward a specific area, requests are sent by the
anchoring module to the subsymbolic processes to guide the process-
ing of the data. If the sensor does not support active perception, the
anchoring module simply waits for the next perceptual data provided
by subsymbolic processes. When new percepts are provided, the an-
choring module tries to find among them the one best matching the
descriptor.

The requests are of different kinds depending on whether they in-
volve a definite or an indefinite reference and whether they require a
continuous update of the properties of the referenced objects. In the
next sections we consider the different kinds of requests.

Indefinite reference

An indefinite reference denotes an object, in general not unique, that
satisfies a number of properties, for example a small red Mercedes. In
a request for an indefinite reference the descriptor is a set of symbolic
properties that describe the desired object. The anchoring module
needs to find a percept that matches the description of the object. In
the case where active perception is supported, the anchoring module
sends a request to the subsymbolic processes specifying the proper-
ties characterizing the desired object in quantitative terms and waits
for the result of the request. The properties stated in the anchor-
ing requests from the symbolic processes can be described in terms
of quantitative values or in linguistic terms. In this second case the
anchoring module uses the description of the properties to elaborate
a quantitative description of the desired object that can be used in
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the request to the subsymbolic processes. For instance, if the request
for finding a ‘red’ car is sent to the anchoring module in the WITAS
application, the anchoring module uses the fuzzy set representation
of ‘red’ to elaborate a quantitative description that is suitable for the
vision processing module. If the properties are represented in terms of
quantitative values, they can in general be used directly in the request
to the subsymbolic processes.

When percepts relevant to the requests are provided, the anchoring
module matches them with the descriptor and establishes a degree of
matching for each of the percepts. If more than one percept is a good
candidate for the anchoring, the anchoring module selects in general
the best matching one. In some cases all possible candidates are sent
back as an answer ordered with respect to the degree of matching.

Definite references

A definite reference denotes a specific, and in general, unique object.
One can distinguish two cases of definite references: the object has
never been perceived before, and the object has been perceived before.
In the first case the anchoring is performed in the same way as an
indefinite reference. However, it is assumed that among the properties
requested there is one that makes the object unique, for example “the
small red Mercedes at coordinates (100, 100)”.

In the second case previously recorded data about the object are
used for the reidentification. In the case of active perception the an-
choring module retrieves information about the object and sends it to
the subsymbolic processes for the purpose of reidentification. When
percepts are provided, the anchoring module matches the descrip-
tion of the object with the percepts and selects the percept that best
matches the description. Two difficulties can be encountered: no per-
cept matches the description to a high degree and several percepts
match the description to a high degree?. The strategies that can be

2The fact that several percepts match the description to a high degree can be
a problem because an object denoted by a definite reference should in general be
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used to solve these cases are very much application-dependent and they
are influenced by considerations about the need of certainty in the an-
chor, the possibility and the need to inform the symbolic processes of
the difficulty encountered, and so on.

Indexical references

An object is said to be referred to indexically when the reference de-
pends on the perspective of the observer or on the relation between
the object and other objects (deictic references). Examples of the first
case are: “the car I am currently tracking”, “the red car I have seen
before”, “the corridor on my left”. Examples of deictic references are:
“the car behind the observed car”, “the car in front the observed car”.

Indexical references are treated in our work as a special case of
definite and indefinite references in which the properties characterizing
the object are indexical. The handling of indexical properties requires
the storing of these properties in the anchor. For instance in the
WITAS application there is the possibility to store in the anchor of
a car object additional information about the cars surrounding it. In
this way references to a car beside, behind and so on can be easily
handled.

Continuous update of references

The anchoring requests considered in the previous sections involve the
first functionality of anchoring, that is to create an anchor between
the symbolic description of the object and the perceived object. The
second functionality of anchoring is to keep an updated record of the
properties of an already established anchor (tracking). The anchoring
module updates the property values maintained in the anchor every
time new percepts are provided. If the sensor supports active percep-
tion, the anchoring module can request the subsymbolic processes to
direct the sensor towards the object of interest. For instance, in the

unique.
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WITAS application the vision module can move the camera in such a
way that the car of interest is maintained in the center of the image.

The anchoring module needs to take into consideration the cases
in which the tracked object disappears. The disappearance of the ob-
ject is detected when no percept matches the description of the object
stored in the anchor. The anchoring module extrapolates the expected
values of the properties on the basis of the previously recorded values
and it compares them with the values in the new percepts, if any are
reported. If the difference between the values overcomes a specified
threshold or no percept is reported, the anchoring module examines
the possibility that the object has disappeared or, in some cases, the
possibility that the previous anchor was incorrect. The anchoring mod-
ule checks if, according to the knowledge about the environment, there
is an object that can be occluding the tracked object. If this is the
case and if active perception is supported, the anchoring module can
direct the sensor towards the next visible position of the object. For
instance, in one of the examples presented in chapter 4, the car disap-
pears under a bridge and the anchoring module directs the camera to
the area where the car is going to reappear. If the object disappears
and then reappears again, the anchoring module needs to anchor the
object again. The anchoring is performed on the basis of the informa-
tion stored about the object before the disappearance in the same way
as for a definite reference.

A case in which the anchoring module recognizes that the descrip-
tor has been wrongly anchored is presented in chapter 5. In this case
the anchoring module first anchors a corridor descriptor to a percept.
The perceptual data of this percept had, however, been wrongly clas-
sified as belonging to a corridor by the subsymbolic processes. When
a new percept is provided, this time one of the actual corridor, the
anchoring module anchors correctly this new percept with the descrip-
tor.
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3.4 Dealing with uncertainty

One of the difficulties of anchoring descriptors to percepts is the in-
herent uncertainty in the measurements of perceptual data and im-
precision in the definition of the properties used to characterize the
descriptor.

The uncertainty of measurements is dependent on the degree of ac-
curacy that the methods used to estimate the measurements have and
on the conditions in which the measurements are taken. It is therefore
in most cases unavoidable. The imprecision in the definition of the
properties used to characterize the descriptor is due to the fact that
the properties describe an object using linguistic terms and linguistic
terms do not refer in general to a unique numerical value.

In our system we represent both measurements and properties us-
ing fuzzy sets. The reason why we have selected fuzzy sets as repre-
sentation is the possibility that they support representing information
at the level of precision which is available. In fact they can represent
equally well precise and complete information (crisp sets) and impre-
cise, vague or unreliable information [40].

The anchoring process is based on the matching of a descriptor with
a percept. The matching depends on the matching of the properties
characterizing the descriptor and the measurements of the respective
properties in the percept. Due to the uncertainty in the measurements
of the perceptual data and the imprecision in the definition of the
properties used to characterize the descriptor, the matching is in gen-
eral better characterized by a number indicating the degree by which
the measurements and the properties match. The degree of matching
of a descriptor with a percept is computed combining the degrees of
matching between the fuzzy sets representing the measurements and
the fuzzy sets representing the desired properties.

Properties are represented in our system using fuzzy set. Therefore
we briefly introduce in the next section some basic concepts of fuzzy set
theory extracted from [17]. In the following section we then introduce
the use of fuzzy sets for the representation of the actual properties and
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describe how the degree of matching is calculated.

3.4.1 Fuzzy sets

In classical set theory a set C' can be defined by a characteristic func-
tion peo : U — {0,1}, that for every element of a universe of discourse
U establishes whether the element belongs to the set or not. The main
difference between a fuzzy set and a ‘normal’ set is that the elements
of the universe belong to a fuzzy set just by a degree. The charac-
teristic function of classical set theory is generalized to a membership
function that assigns to each element in the universe a value in the
interval [0, 1] establishing the degree to which the element belongs to
the set.

Definition 3.4.1 (Membership function) The membership func-
tion ur of a fuzzy set F is a function

/LFZU—>[0,1]

Let us introduce two concepts that we will use in the rest of the chap-
ter. The support of the fuzzy set F is the set of all the elements of F
with non-zero degree of membership.

Definition 3.4.2 (Support) The support of a fuzzy set F defined on
the universe U is defined by:

S(F) = {u € Ulup(v) > 0}

The core of a fuzzy set F is the set containing all the elements of F
with 1 as degree of membership.

Definition 3.4.3 (Core) The core of a fuzzy set F defined on the
universe U is defined by:

S(F) = {u € Ulur(u) = 1)
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Although the membership function of a fuzzy set can have a number
of different shapes, in this work we consider just trapezoidal fuzzy sets,
that is, fuzzy sets with trapezoidal membership function. Examples of
fuzzy sets with trapezoidal membership functions are given in Fig 3.2.

Definition 3.4.4 (Trapezoidal fuzzy set membership function)
the membership function pp : U — [0,1] of a trapezoidal fuzzy set F is
a function with four parameters defined as:

0 U < o
(u—a)/(f—a) a<u<f

pr(u;a, B8,7,0) =< 1 b<u<a
(y—u)/(0—7) v<u<s
0 u >0

The reason for choosing trapezoidal fuzzy sets is the computational
efficiency of set-theoretic operations performed on them. The use of
trapezoidal fuzzy sets does not represent a limitation in our domain
as they allow an easy representation of all the properties we need.
Finally, let us define a number of operations over the fuzzy sets.

Definition 3.4.5 (Equality) Two fuzzy sets are equal (A = B) if
and only if their membership functions are identical, i.e.,

Ve e U: pa(z) = pp(z)

Definition 3.4.6 (Subset) A is a subset of B (A C B) if and only
if

Vo €U : pa(z) < pp(z)
The interpretation of union and intersection in fuzzy set is not as

simple as in classical set theory. This is due to the fact that graded
characteristic functions are used.
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Definition 3.4.7 (Union) A triangular co-norm or S-norm o de-
notes a class of binary functions that can represent the union oper-
ation. It satisfies the following criteria:

aob="boa;

(aob)oc=ao(boc);

a<candb<dimpliesaob<cod;

aol0=a.

The membership function of the union of two fuzzy sets in our
system s defined as:

pauB(z) = pa(z) o pp(x)

A common choice of S-norm in the literature is the maz operation.
Triangular norms (T-norm and S-norm) can be considered as the most
general intersection operator.

Definition 3.4.8 (Intersection) A triangular T-norm x denotes a
class of binary functions that can represent the intersection operation.
It satisfies the following criteria:

axb=bxa;

(axb)*xc=ax(bxc);

a<candb<dimpliesaxb<cxd;

ax1l=a.

The membership function of the intersection of two fuzzy sets is
defined as:

pan(z) = pa(z) *x pp()

A common choice of T-norm in the literature is the min operation.

3.4.2 Representation of properties using fuzzy sets

Anchoring requests can identify the properties which describe an ob-
ject in terms of linguistic terms like ‘red’ and ‘small’. These linguistic
terms do not refer to a unique numerical value and they are inherently
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Figure 3.2: Fuzzy sets for representing the hue characterization of the
symbols ‘red” and the area of a ‘small-Mercedes’.

imprecise. Fuzzy sets are commonly considered to be an adequate
representation of linguistic terms [53, 30], so in our system we have
chosen to map each symbol of this kind to a fuzzy set over the rel-
evant universe. For example, we associate the term ‘red’ with three
fuzzy sets: one for the hue characterizing the tint of color, one for the
saturation characterizing the purity of the color, and one for the value
characterizing its intensity. Fig 3.2 (left) shows the fuzzy set for the
hue. This fuzzy set is interpreted as follows: for each possible value of
hue h, the value of red(h) measures, on a [0, 1] scale, how much A can
be regarded as ‘red’.

A linguistic term is represented by a set of fuzzy sets over the space
of the possible values of its properties. For instance the linguistic term
‘small-Mercedes’ is represented by a set of fuzzy sets over the space of
the possible values of length, width and area of the car. Fig 4.3 (right)
shows the fuzzy set for the area.

Fuzzy sets can be interpreted intuitively as follows. The values
that are mapped to 1 are the values that without doubt belong to the
property and that can be considered a typical example for the property,
for instance, the areas of cars that can be considered without doubt
proper to a small Mercedes. The values that are mapped to 0 are
the ones that do not belong to the property. Finally the values that
are mapped to an intermediate value are the ones that belong to the
property just to a certain degree. The value to which they map can
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establish an order among the objects with respect to how they satisfy
the property. For instance several areas can be considered more or less
typical for a small Mercedes.

The data coming from the subsymbolic processes are in the form
of fuzzy sets, each representing a property of the perceived objects.
How these fuzzy sets are calculated is dependent on the kind of sensor
used. In Section 4.5.1 we show how fuzzy sets are built by the vision
module used in the WITAS application. The fuzzy sets are used by the
anchoring module to select the objects that constitute the best answer
to the anchoring request and are subsequently stored. When an object
needs to be reidentified the same fuzzy sets are utilized again.

3.4.3 Fuzzy matching of one feature

The computation of the degree of matching is done using fuzzy set
operations. This choice is justified in our case since fuzzy sets can be
given a semantic characterization in terms of degrees of similarity [37].
There is however a subtle difference between the notion of similarity
and our intended notion of matching. Consider two fuzzy sets A and
B over a common domain X which respectively represent the observed
data and the desired description. The degree of matching of A to B,
denoted by match(A, B), is the degree by which the observed value
A can be one of those that satisfy B. Thus, matching implies some
sort of overlap between A and B, but it does not require that A and
B have a similar shape. Moreover, matching is not required to be
commutative.

Once the sensors have reported to the anchoring module the se-
lected objects and their properties in terms of fuzzy sets, the anchor-
ing module can compute the degree of matching between each of the
fuzzy sets given by the vision module and the desired description. The
desired descriptions can be the descriptions of properties such as “red”
or descriptions previously recorded for the object.

In our work, we have tried two different definitions for a degree of
matching. In the first one, we measure how much A and B intersect
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Figure 3.3: Three examples of partial matching between a set A and
a reference set B.

by measuring the height of AN B. This gives us the following degree:
match; (4, B) = sup min{A(z), B(z)} (3.1)
zeX

In the second definition, we measure of how much A is a (fuzzy) subset
of B by comparing the area of AN B and the area of B:

f;z:eX min{A(z), B(z)} dx
f:cEX B(:L‘) dzx
Different definitions can be obtained using T-norm operators other

than min.

The degrees of matching defined by equations (3.1) and (3.2) be-
have in two essentially different ways. Match; only depends on the
existence of some common elements in A and B, while matchs com-
pares how much of A is inside B with how much of A is outside B.
The difference is graphically illustrated in Fig. 3.3. When the cores
of A and B have no common points (left), both definitions provide a
degree of matching less than 1. As soon as the cores intersect (mid and
right), match; always sanctions total matching, while matchs gives us
only a partial degree whenever A is not entirely contained into B. In a
sense, definition (3.1) tells us how much the observed value may satisfy
B; while definition (3.2) tells us how much the observed value must
satisfy it.

Measure (3.2) is more discriminating, and it has provided supe-
rior empirical results in our experiments. We have thus adopted this

matchs (A, B) = (3.2)
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Figure 3.4: Trapezoidal fuzzy set.

measure in our system. For computational reasons, however, we ap-
proximate (3.2) by the ratio between the area of the inner trapezoidal
envelope of AN B and the area of B. These areas can be computed
very easily when A and B are trapezoidal fuzzy sets.

Calculation of match,

Let us consider how matchy is calculated in practice.

We represent trapezoidal fuzzy sets by a list of four points (a, b,
¢, d) where a and b are the extremes of the support of the fuzzy set
and b and c are the extremes of the core Fig. 3.4.

The trapezoidal envelope of AN B and the degree by which A is a
subset of B is calculated using the following algorithm where A = (a,
b, ¢, d) and B = (a’, b’, ¢’, d’) >

If the supports of the sets are disjoint (d < a')

then the degree of intersection is equal to 0 and the trapezoidal enve-
lope of AN B is empty

else if the cores are disjoint (c < V')

then degree of intersection (deg) = %

3The algorithm presupposes that A is always to the left of B, that is, b < ¥'. If
this is not the case A and B can be switched.
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trapezoidal envelope of ANB = (max{a, a’}, (d— (deg*(d—c))), min{d,

d})
else (the cores intersect)
the degree of intersection is !

the trapezoidal envelope of ANB = (maz{a, a’}, maz{b, b’}, min{c, c’},
min{d, d’}

The matchs measure is then calculated as following:

__degreeof intersectionx(area trapezoidal envelope of ANB)
matchs (A, B) = (area B)

3.4.4 Fuzzy matching of several features

Once we have computed a degree of matching for each individual fea-
ture, we need to combine all these degrees in order to obtain an overall
degree of matching between descriptor and percept. The simplest way
to combine our degrees is by using a conjunctive type of combina-
tion, where we require that each one of the properties of the percept
matches the corresponding part in the descriptor. Conjunctive com-
bination is typically done in fuzzy set theory by T-norm operators
[50, 30]. Most used instances of these operators are min, product, and
the Lukasiewicz T-norm maz(z +y — 1,0). In our experiments, we
have noticed that the latter operator provides the best results. (See
[8] for an overview of alternative operators.)

The overall degree of matching is used by the anchoring module to
select the best anchor among the candidate objects provided by the
subsymbolic processes. For each candidate, the anchoring module first
computes its degree of matching to the intended description; then it
ranks these candidates by their degree of matching. Having a list of
candidates is convenient if the currently best one later turns out not
to be the one we wanted. Also, it is useful to know how much the
best matching candidate is better than the other ones: if the two top
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candidates have similar degrees of matching, we may decide to engage
in further exploratory actions in order to disambiguate the situation
before committing to one of them.

3.5 Summary

The first part of this chapter gives a detailed definition of anchoring
problem and of the functionalities characterizing it: finding an anchor
and tracking it over time.

In the second part of the chapter we introduce a general structure
for and anchoring module. The description addresses the issues pre-
sented in Chapter 1 as essential while tackling the anchoring problem.
Definite, indefinite and indexical references are explicitly treated in the
section presenting the anchoring requests. Moreover cases where it is
temporary impossible to perceive entities currently referred to is con-
sidered in the section presenting the continuous update of references.
Finally the treatment of uncertainty using fuzzy logic in presented in
the last section.
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Chapter 4

Anchoring in UAV
performing traffic
surveillance tasks

4.1 Introduction

In the previous chapter we have defined the notion of anchoring and
we have outlined a number of functionalities needed in an anchoring
module. In this chapter we present an actual implementation of an
anchoring module, the Scene Information Manager (SIM).

The SIM has been created in the context of WITAS, a long-term
project with the aim of developing autonomous system technology and
in particular an Unmanned Airborne Vehicle (UAV) for traffic surveil-
lance.

The primary aim of the project is developing a decision-making
system able to both react to sudden changes in the current status of
the world and use deliberation, in particular planning, for achieving
complex goals. The architecture of the decision-making system is a
classical three-layered architecture: deliberative, reactive, and process
layer. The SIM is part of the reactive layer and handles the anchoring
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of symbolic identifiers used in the reactive and deliberative layers to
sensory data produced in the process layer, and in particular in its
vision processing component.

The rest of the chapter is organized as follows: Section 4 presents
the WITAS project; Section 4.1.2 introduces the general architecture
of the system; Section 4.2 provides a general overview of the SIM
functionalities; Section 4.3 explains how static objects such as roads
and crossings are anchored; Section 4.4 describes how anchoring re-
quests are sent to the SIM, while Section 4.5 describes the treatment
of sensor data using fuzzy matching. The handling of ambiguities and
disappearance of objects under observation is considered in section
4.6. Section 4.7 presents on-going work in event and episode recog-
nition. Finally Section 4.8 outlines a number of examples illustrating
the issues described in the chapter.

4.1.1 The WITAS project

The WITAS project is a research cooperation project between four
groups at Linkoping University: computer vision, autonomous decision
making, computer architecture, and software tools and simulation.

The project, initiated in January 1997, is devoted to research on
information technology for autonomous systems, and more precisely
for unmanned airborne vehicles used for traffic surveillance. The ve-
hicle is to be equipped with a camera system for observation of traffic
scenes, and the images will be processed online and used for the vehi-
cle’s decision-making !.

The first three years of the project have resulted in methods and
system architectures to be used in UAVs. The next four years will be
dedicated to the development of an actual prototype of the vehicle.

However, the focus of the project is not in the development of
the flying vehicle itself; the intention is to actually acquire a vehicle
already able to take-off, fly and land autonomously. The aim is on the

! Additional sensors such as infrared camera and radar may be included in the
system.
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Figure /.1: A view of the simulated environment.

development of a decision-making system capable of making complex
decisions and to pursue long term goals.

Because of the safety-critical nature of the work most of the testing
has being made using simulated UAVs in simulated environments, even
though real image data has been used to test the vision module. In a
second phase of the project, however, the testing will be made using
real UAVs.

For additional information about the WITAS project see [52].

4.1.2 General system architecture

The general architecture of the system is a standard three-layered ar-
chitecture consisting of:
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e A deliberative layer which at run-time generates probabilistic
high-level predictions of the behaviors of agents in the environ-
ment, and uses these predictions to generate conditional plans.

e A reactive layer which performs situation-driven task execution,
including tasks relating to the execution of plans generated by
the deliberative layer. The reactive layer has access to a library
of task and behavior descriptions, which can be executed by the
reactive executor. For this purpose, a new reactive language has
been developed, which has some similarities to Firby’s RAPS
[18], but is also related to real-time and systems modeling lan-
guages such as ESTEREL [7] and StateCharts [22]. The Scene
Information Manager is also part of the reactive layer and deals
with anchoring of symbols to sensory data.

e A process layer which performs vision processing, sensor data
acquisition and flight control.

The system is implemented and operates in a simulated environ-
ment. Figure 4.1 shows a view of the simulated environment.

4.2 The Scene Information Manager

The Scene Information Manager (SIM), is part of the reactive layer and
it implements the anchoring process. Anchoring requests are sent by
the reactive executor to the SIM. Some of the requests come directly
from the reactive executor and some are actually requests from the
deliberative layer that are transmitted through the reactive executor.
A request concerns the anchoring of a specific unique object (definite
request) or of a generic object satisfying a number of properties (in-
definite request). We examine the two kinds of requests more closely
in Section 4.4.

The requests are processed by the SIM and as a result certain
image analysis procedures are activated in the vision module in order
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GPS position requests
SIM Reactive Executor
road results
GIS data
skill configuration vision
calls data
Vision

Figure 4.2: Overview of the Scene Information Manager and its inter-
actions with decision-making and vision.

to acquire the necessary data. The SIM also supplies the appropriate
parameters used by the procedures in the vision module.

In the case of indefinite requests, the parameters are calculated,
mapping the symbolic properties provided in the anchoring request to
visual representations. For instance, the color “red” is translated to
more primitive color data such as HSV? values, and car models such
as “Mercedes” are translated to geometrical descriptions. The visual
representations are in the form of fuzzy sets to take into account the
imprecision of linguistic terms like “red” and “small”. In Section 4.4.1
the fuzzy sets used are described.

In case of definite requests, the parameters are retrieved, extract-
ing information from the internal model of the current scene under
observation. This model is maintained in the SIM and includes names
and properties of objects in the scene, such as cars and roads, and
relations between objects, for instance that a car is in a position on a
specific road or one car is behind another car. It also includes infor-

2Hue, saturation and value of a colour.
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mation about the previously observed properties of the object and the
previous information, such as the last observed position of a car, can
be extrapolated to current expected values.

When the SIM receives data from the vision module it processes it
and stores the information in the internal model. The uncertainty of
the data is handled using fuzzy matching (Section 4.5). The SIM rec-
ognizes ambiguities, that is, cases in which more than one object could
be the anchor of a symbol (Section 4.5.4) and it handles simple vision
failures, in particular temporary occlusion and errors in car reidenti-
fication (Section 4.6). Moreover the SIM deals with event recognition
involving one or more cars, Section 4.7.

The anchoring process considered in this section concerns anchor-
ing of dynamic objects. The successful anchoring of dynamic objects
depends on the identification of where the objects are in the environ-
ment, in our case the road network. This information is required by
the reactive and deliberative layers, for instance in order to follow the
object. It is also used by the SIM for reidentification of an object that
has been out of view. The identification of object position is done
by a process that constantly anchors roads and crossings descriptions
stored in a GIS with the parts of the image corresponding to them. In
the next section the anchoring of static objects is described.

4.3 Anchoring of static objects

The information stored in the SIM is mainly the result of anchoring
request; objects that are not in the focus of some request will simply
not be registered. The only anchoring process going on continuously
without requiring an explicit anchoring request is the identification
of roads and crossings, based on information about the positions and
geometries of roads extracted from the GIS. This information is used
to find the parts of the image corresponding to specific roads, which
enables determining of the position of cars relative to the roads. This
is the most important example of integration of static and dynamic
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knowledge in the system. The anchoring of static objects is concep-
tually part of the SIM functionality, but for efficiency reasons it is
currently implemented in the vision module. The vision module pro-
vides, for every object reported to the SIM, on which road it is and at
what distance with respect to the beginning of the road.

The anchoring of static objects can be implemented in several ways,
and two quite different approaches have been tested. One is based on
tracking landmarks with known world coordinates and well-defined
shapes which are easily identified in an aerial image. From the world
coordinates and the corresponding image coordinates of all landmarks,
a global transformation from image to world coordinates (and vice
versa) can be estimated assuming that the ground patch which is cov-
ered by the image is sufficiently flat. A second approach uses the
shape information about each static object, e.g., roads, and measure-
ments of the position and orientation of the UAV’s camera to generate
a “virtual” image. This image “looks” the same as the proper image
produced by the camera, but instead of intensity values each pixel con-
tains symbolic information, e.g., road names, position along the road,
etc. The virtual image works as a look-up table which is indexed by
image coordinates.

Since it relies on tracking several landmarks, the first approach is
more robust but less effective and versatile than the second approach
which, on the other hand, is less robust since it depends on having
enough accurate measurements of the camera’s position and orienta-
tion. This can, however, be managed by methods which establishes a
registration between camera image and virtual image.

4.4 Handling of anchoring requests

In this section we explain how the two main kinds of anchoring re-
quests, indefinite and definite, are treated by the SIM.

An object can be identified by a number of properties or by a de-
scription of the object stored when it was last seen. We first introduce
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Figure 4.3: Fuzzy sets for representing the Hue characterization of the
symbols ‘red” and the area of a ‘small-Mercedes’.

the representation of properties such as “red” and “small-Mercedes”
and the representation of data about previously seen objects. Then
we examine in details the handling of the actual requests.

4.4.1 Representation of properties

Properties are represented in our system using fuzzy set. Some basic
concepts of fuzzy set theory are presented in chapter 3.

Anchoring requests identify the properties describing an object us-
ing linguistic terms like ‘red” and ‘small’. These linguistic terms do not
refer to a unique numerical value and they are inherently imprecise.

The linguistic term ‘small-Mercedes’ is represented by a set of fuzzy
sets over the space of the possible values of length, width and area of
the car. Fig 4.3 (right) shows the fuzzy set for the area. The reason
why we consider the term ‘small-Mercedes’ and not just ‘small’ is be-
cause what should be regarded as ‘small’ depends on the type of car we
are talking about. In practice, we use a database that associates each
car type to its typical length, width, and area, represented by fuzzy
sets. Cars of unknown types are associated with fuzzy sets represent-
ing a generic car, like the ‘small’ (car) shown by the dotted lines in
the picture. Intuitively the values that are mapped to 1 are the values
that without doubt are proper to the property ‘small car’. The values
that are mapped to 0 are the ones that do not belong to the property.
Finally the values that are mapped to an intermediate value are the
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ones that belong to the property ‘small car’ just to a certain degree.

The data coming from the vision module are also in the form of
fuzzy sets each representing a property of the seen object, (for details
see Section 4.5.1). The fuzzy sets are used by the SIM to select the
objects that constitute the best answer to the anchoring request and
are then stored in the SIM. When an object needs to be reidentified,
the same fuzzy sets are utilized again.

4.4.2 Indefinite references

An indefinite reference denotes an object, in general not unique, that
satisfies a number of properties, for example a small red Mercedes. The
request for anchoring of an indefinite reference specifies the properties
of the object and, in general, it also specifies the area on the ground
where the object should be searched for. A request for anchoring of
an indefinite request has the following form:

(indefinite object-kind Property; ... Property, area)

where object-kind is the kind of object that is requested®, Property;
... Property, are the requested properties of the object, for instance
color and shape, and the area is expressed in terms of absolute ground
coordinates.

The SIM processes the request by performing the following steps:

e The SIM translates the properties’ symbolic names into a form
that is suitable for the vision module using the fuzzy sets rep-
resentation of the properties described in the previous section.
What is actually sent to the vision module are intervals whose
extremes correspond to the supports of the fuzzy sets of the re-
quired properties. These intervals are used by the vision module
to make a first selection among the visible objects and keep only
those that have properties which fit the intervals. A second more

3Currently just cars are supported.
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accurate selection of the objects is later performed by the SIM.
Details of both these selection procedures are to be found in
Section 4.5.

e The translated properties and the coordinates of the area which
describes where to search for the object are then transmitted to
the vision module.

4.4.3 Definite references

A definite reference denotes a specific, and in general, unique object.
If the object has not been perceived before, but it has a special prop-
erty that makes it unique, for example “the small red Mercedes at
coordinates (100, 100)”, the anchoring is performed in the same way
as an indefinite reference and the request has the same form.

In the case when the object has been perceived before, previously
recorded data about the object are used for the reidentification. A
request for an anchoring of a previously seen object has the following
form:

(definite identifier)

Identifier is the identifier that was sent to the reactive executor when
the object was previously anchored.

The SIM retrieves information about the object and sends it to
the vision module for the purpose of reidentification. The color and
shape information about the object is in the form of a trapezoidal fuzzy
set, that is, the form in which the data were calculated by the vision
module and then stored in the SIM. The color and shape values sent
to the vision module are intervals whose extremes are the extremes of
the support of the fuzzy set.

The area which defines where to look for the object is derived
by extrapolating the position where the car was last seen, assuming
constant speed. If the car has meanwhile reached a crossing, several
areas can be candidates for search. The SIM transmits the information

_62_



4.4 Handling of anchoring requests

about the object and one of the areas to the vision module. If the car
cannot be found in that area, the SIM transmits the information about
the other possible areas one at a time. In the current implementation
the search of the car stops as soon as the car is found in one of the
areas. An alternative possibility would be to examine all areas before
making a decision, but we consider this alternative impractical due to
the dynamics of our domain.

4.4.4 Continuous update of references

The anchoring requests considered in the previous sections involve the
first functionality of anchoring, that is to create an anchor between
the symbolic description of the object and the perceived object. The
second functionality of anchoring is to keep an updated record of the
properties of an already established anchor. The request to regularly
get the updated values of the properties of an anchored object has the
following form:

(track identifier).

Identifier is the identifier that was sent to the reactive executor when
the object was anchored.

The SIM retrieves information about the object and sends it to the
vision module. The vision module centers the camera on the car and
tries to keep the camera centered on the object compensating for the
movement of the car and of the UAV. The compensation is done using
a Kalman filter. The properties of the car are regularly updated and
in particular its position. The position of the object is regularly sent
to the reactive executor and it is used, for instance, when the UAV is
following a car.

4.4.5 Invocation of algorithms in the vision module

The invocation of the algorithms in the vision module is done by means
of skill configuration calls. A skill configuration call has the following
structure:
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(Name Parameter; ... Parametery,).

Name is the name of the collection of algorithms to be invoked
by the vision module in order to acquire the needed information and
Parameter; ... Parameter,, are the parameters needed by the algo-
rithms. The skill configurations currently implemented are the follow-
ing:

(Look-for list-of-properties area): it moves the camera so that
the image corresponds to the requested area. It then looks for
objects satisfying the required properties* and reports the found
objects to the SIM;

(Track list-of-properties position-coord): when invoked, it moves
the camera so that the position-coord are at the center of the
image. It then finds all cars satisfying the list of properties, re-
ports the information about all found cars to the SIM ordered
with respect to the distance to the position-coord and starts
tracking the nearest car with respect to the position-coord®.
The car is then continuously tracked until the skill configuration
is deactivated. Tracking a car implies keeping the car in the
center of the image and regularly reporting its properties. The
tracking is done using a Kalman filter performing a short term
prediction on the position of the car. Information on all other
visible cars satisfying the properties is also reported®.

(Track-Check-Surroundings list-of-properties position-coord):
this skill configuration performs the same tasks as the Track skill
configuration with the difference that information about all the

4Details on how the objects are selected are provided in Section 4.5.1.

®The SIM checks if the car that the vision module is starting to track is the
correct one. If this is not the case, the SIM can send another Track request to
the vision module, for instance indicating the coordinates of one of the other cars
reported.

6This gives the SIM the ability to realize that the vision module has started
tracking a different car.
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Figure 4.4: A fuzzy set compatible with an interval.

cars surrounding the tracked car is also sent to the SIM. This
skill configuration is used, for instance, during event recognition
involving several cars.

4.5 Treatment of sensor data

A request to the vision module to look for an object contains, as de-
scribed in the previous section, a number of intervals indicating the
acceptable values for each of the attributes of the object, for instance
hue, length, area, and so on. For each of the visible objects the vi-
sion module calculates trapezoidal fuzzy sets for all the properties and
selects the objects where the fuzzy sets of those attribute are all com-
patible with the required intervals. A fuzzy set is compatible with an
interval if the support of the fuzzy set intersects the interval. Figure
4.4 shows an example of a fuzzy set compatible with an interval.
Information about the objects selected by the vision module is re-
ported to the SIM. This information includes the fuzzy sets of color,
shape, velocity, and position of the object. The SIM then makes an-
other selection among the objects and orders them with respect to the
degree by which they match the desired object. This second selection
is done at the SIM level for two main reasons: it involves the com-
parison with previously stored information not available at the vision
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level; and it involves reasoning about the relative importance of dif-
ferent features that is more proper of the SIM level. Each of the fuzzy
sets coming from the vision module is matched with the fuzzy set de-
scribing the required property and a degree of matching is calculated.
Then the degrees of matching are combined to form the total degree of
matching for each object. The objects are then ordered with respect
to the total degree of matching.

In the rest of the section we first explain how the fuzzy sets are
created in the vision module (Section 4.5.1). Then we consider how the
degrees of matching for a single feature (Section 4.5.2) and for multiple
features (Section 4.5.3) are calculated. Finally answers to the reactive
executor and possibility of disappearance of the object are considered
in Sections 4.5.4 and 4.6 respectively.

4.5.1 Fuzzy-set representation of visual data

Data obtained from the vision system, e.g., color, shape, position and
velocity, are affected by uncertainty and imprecision in several ways. In
this work, we propose to explicitly represent the imprecision inherent
in these data, and to take it into account when performing signature
matching. In order to justify our representation, we need to analyze
the way in which we extract the required parameters from the image.

Consider the measurement of the shape parameters (length, width
and area) of an observed car. Roughly, the measurement starts with
a segmented and labeled binary image containing our candidate cars.
This binary image is created by combining and thresholding the fea-
ture images produced by the different feature channels available, e.g.,
orientation, color, IR and velocity (currently, we only use the color
channels). For each object in the labeled image, we then compute the
moment of inertia matrix. From this 2 x 2 matrix, we calculate the two
eigenvalues which correspond to the largest and smallest moment of
inertia, respectively, and convert them into the length and width of the
object under the assumption that our objects (cars) are rectangular as
seen from above. We also measure the area by counting the pixels that
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belong to the same object. The length, width and area measures are
then converted to metric measures through multiplication by a scale
factor describing the meter per pixel ratio. This ratio is computed
from the field-of-view angle and from the position and angles of the
camera.

There are a number of factors that influence the correctness of the
values measured by the above procedure. First, in the segmentation
phase, the discretization of the image limits the precision of the mea-
sure.

Second, continuing the segmentation phase, we apply some binary
operations (e.g., “fill” and “close”) on the binary image in order to
connect and “bind” segmented pixels into objects. This operation
slightly alters the shape, thus limiting the precision. The above two
factors together produce a segmentation error, denoted by €. Third,
the measurement model may be inaccurate, thus introducing an error,
the model error, denoted by €,,; for example the above assumption
that cars are rectangular is almost never completely true. Note that
the impact of the €; and €, errors on the quality of the measurements
depends on the size of the car in the image, which in turn depends on
its distance from the camera and on the focal length of the camera. A
fourth factor that affects the measurement is the perspective distortion
due to the angle a between the normal of the car plane and the optical
axis: if the car plane is not perpendicular to the optical axis, the
projection of the 3D-car on the image plane will be shorter. We denote
this perspective error by €,. Finally, all the geometric parameters
needed to compute the length may themselves be affected by errors and
imprecision. For example, the distance from the camera depends on
the relative position of the UAV and the car; and the o angle depends
on the slope of the road; both these values may be difficult to evaluate.
We summarize the impact of these factors on our measurement in a
geometric error term, denoted by 69.7

"There are more sources of errors in this process. For example, when « increases,
the car projection may seem longer due to the fact that the sides of the car will
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Figure 4.5: Fuzzy sets for the measured area (left) and hue (right).

The above discussion reveals that there is a great amount of uncer-
tainty that affects the measured value, for example, the length of an
object; and that this uncertainty is very difficult to precisely quantify
— in other words, we do not have a model of the uncertainty that
affects our measures. Similar observations can be made for other fea-
tures measured by the vision system: for example, the measurement
of the color of an object is influenced by the spectral characteristics
of the light that illuminates that object. Given this nature of the un-
certainty in the data coming from the vision system, we have chosen
to represent these data using fuzzy sets [53]. Fuzzy sets offer a con-
venient way to represent inexact data whose uncertainty cannot be
characterized by a precise, stochastic model — but for which we have
some heuristic knowledge. For example, Fig 4.5 (left) shows the fuzzy
set that represents a given area measurement. For each value z, the
value of this fuzzy set at x is a number in the [0, 1] interval that can
be read as “the degree to which = can be the actual area of the object
given our measurement.” (See [54] for this possibilistic reading of a
fuzzy set.)

In our work, we use trapezoidal fuzzy sets, both for computational
reasons and for ease of construction. The possibilistic reading gives

become visible. Also, the measured value can be totally invalid if there has been
an error in the segmentation and/or labeling phases. For instance, if the car has
been merged with its shadow, or with another car in front of it. Accounting for
these possibilities is part of our current work.
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us some simple guidelines on how to build a trapezoidal fuzzy set to
represent an inexact measurement. The core of the fuzzy set identifies
those values = that can be fully regarded as the actual length value
given our measurement. In the example in Fig 4.5 (left), these values
are spread over an interval rather than concentrated in a point because
of the segmentation effect: our measurement cannot tell us more than
what is allowed by the pixel size. The base of the fuzzy set (its support)
identifies those values x that can possibly be regarded as the actual
length value: given the errors that may affect our measurement, the
actual length may be anywhere in the support interval — but under
no circumstances can it be outside this interval. Put differently, the
support constitutes a sort of worst case estimate: however big the error
is, the actual value must lie somewhere in this interval. While the core
constitutes a best case estimate, even if the measurements are taken
in the best of conditions, we cannot be more precise than this.

Let us now discuss in detail how we have built the fuzzy set in
Fig 4.5. The vision system has calculated the length to 29.9 pixels,
which corresponds to | = 4.23 meters. The segmentation error €, is
estimated to a constant +1 pixel, which with a scale factor of s = 0.14
meters/pixel gives us €; = 0.14 meters. This segmentation error is
inherent to our measurement process, no matter how good our models
and computations are, and it thus defines the core of the trapezoid in
the picture, given by the interval [l — e, 1 + €] = [4.09,4.37].

Our estimates for the other errors are all collected in the sup-
port of the trapezoid. The model error €, is estimated in a coarse
but simple way by comparing the measured area a,, with the com-
puted area a, = wl (where w is the calculated width). The difference
between these areas defines ¢, such that a,, will lie in the interval
[(w—€n) (I —€n), (W4 €eyn) (I +en)]. If, for example, a,, is greater
than a., €, becomes:

am — (W+en)({+epn) =0 = em:—(w;” +\/(wzl)2 + (am — ac)

which in our case gives us €, = 0.04m. As a simplification we have
assumed that €, is the same for both the width and for the length.
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As for the perspective error €,, in our case we have o = 40.3°. If
we assume that we measure the projected length as [ cos a, then the
worst case error due to a becomes €, = lyax (1 — cos «), where lyax
is the estimation of the maximum object length. If we set Ipyax = 6m
we get €, = 1.42m. Since the support of our fuzzy set must in-
clude all the values which are possible in a worst case error situa-
tion, we include all the above errors in it.® This gives us the interval
[l —€s —€m, |+ €5+ €m + €] = [4.05,5.83] for the base of our trape-
zoid. Note that €, only affect the upper bound of the interval, i.e.,
the car may seem smaller in the image when « increases. The correct
length in our example was 4.42 m.

The construction of the fuzzy sets for the other features follows
similar guidelines. For example, Fig 4.5 (right) shows the fuzzy set
that represents the observed Hue value. At the current stage of devel-
opment, however, we have mainly focused on the shape parameters.
Although the definitions of these fuzzy sets are mostly heuristic, they
have resulted in good experimental performance.

4.5.2 Fuzzy matching of one feature in the SIM

Once the vision module has reported the selected objects and their
properties in terms of fuzzy sets, the SIM can compute the degree of
matching between each of the fuzzy sets and the desired description.
The desired descriptions can be the descriptions of properties such as
“red” or a description of the object recorded when the object was last
observed. The computation of the degree of matching is performed
using fuzzy set operations.

We have tried in this domain the two different definitions for de-
gree of matching presented in chapter 3, match; and matchs. The
matchsy definition has given the best performance in this domain. In
the matchsy definition we measure to what extent A is a (fuzzy) subset

8In our current experiments in the simulated environment, we have ¢, = 0 since
the position of the UAV, the camera parameters, and the road geometry are all
perfectly known.
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of B by comparing the area of AN B and the area of B:

Jrex min{A(z), B(z)} dz

matchy (A4, B) = T Bla)ds
zeX

(4.1)

4.5.3 Fuzzy matching of several features in the SIM

Once we have computed a degree of matching for each individual fea-
ture, we need to combine all these degrees together in order to obtain
an overall degree of matching between a description and a given ob-
ject perceived by the vision system. The simplest way to combine our
degrees is by using a conjunctive type of combination. In our experi-
ments, we have noticed that the Lukasiewicz T-norm maz(z+y—1,0)
operator provides the best results. The overall degree of matching is
used by the SIM to select the best anchor among the candidate ob-
jects provided by the vision module. For each candidate, the SIM
first computes its degree of matching to the intended description; then
it ranks these candidates by their degree of matching, and returns
the full ordered list to the reactive executor. The reactive executor
is then responsible for deciding which candidate to choose. Knowing
how much the best matching candidate is better than the other can be
useful in deciding to engage in further exploratory actions in order to
disambiguate the situation before committing to one candidate. For
instance, we may ask the vision system to zoom in on each candidate
in turn in the hope to get more precise data.

4.5.4 Answers to the reactive executor

The result of the fuzzy matching described in the previous section is
an assignment of a degree of matching to the observed objects. The
SIM discards the objects with 0 degree of matching and stores infor-
mation about the remaining objects creating an identifier for each of
the objects.

The answer to the reactive executor’s anchoring request is a list
of object identifiers ordered with respect to their degree of matching.
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The degree of matching is also provided to the reactive executor.
(ObjFound(Objld; DegreeMatchingy) ... (Objld, DegreeMatchingy,))
If no object is found, the string:
(no-obj-found)

is sent to the reactive executor. If the reactive executor had requested
the anchoring of an indefinite reference, it simply selects one of the
objects, in general the one with highest degree of matching. If the
reactive executor had requested the anchoring of definite reference,
the fact that there are multiple candidates could be a problem since
the object referred by a definite request ideally should be unique. In
this case the reactive executor can decide to zoom in with the camera
or to move toward the object to gain a better view and collect more
informative data. Deliberative parts of the system can also be involved
in the decision about which object to consider as the correct one.

In the case of a request for tracking an object, the SIM sends to
the reactive executor the following list each time the vision module
sends new data to the SIM:

(obj-properties obj-id xpos ypos zvel yvel)

where obj-id is the identifier of the objects, (zpos ypos) are the absolute
coordinates of the object, and (zvel yvel) is the velocity vector of the
object. This information is used by the reactive executor, for instance
to follow the object.

4.6 Handling of object disappearance

When an object is tracked, the vision module constantly tries to keep
the object in the center of the image and it regularly sends updated
information about the object to the SIM.
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The tracking algorithm can lose the object mainly for two reasons:
the UAV makes a sudden maneuver, the camera cannot compensate
in time, and the object gets leaves the image; or the object is occluded
by another object.

The fact that the algorithm has lost track of the object can be
detected by the SIM in two ways: the vision module communicates
that the tracked object is not visible anymore or the SIM detects that
the vision module has started tracking the wrong object. The second
case can occur for instance when the car disappears under a bridge
while a similar car is passing on the bridge. The SIM can detect
that the wrong object is being tracked because it compares the data
coming from the vision module with the possible positions of the car
calculated on the basis of the previously received data and information
about the road network retrieved from the GIS. There can be several
possible positions in the case where the car has meanwhile reached a
crossing and they take into consideration possible change of velocity
of the car and possible changes of lane. If the data coming from the
vision module are incompatible with any of the possible positions, the
car is considered as lost.

When the SIM determines that a car has been lost, it checks
whether the car has been occluded by an object which is described
in the GIS, for instance a bridge or a tunnel. If this is the case and
the occlusion is expected to be short, as for instance in the case of a
bridge, the SIM transmits to the vision module the description of the
object and the position where the object is going to reappear. The
same mechanism as for a definite reference is used®. If the occlusion
is expected to last for a long time and/or the UAV needs to change
heading or velocity in order to be able to see the object again after
the occlusion, then information that the car has been lost due to an

9 Alternatively one could use a more sophisticated model of the road network to
determine the possible positions of the car that includes possibly occluding objects.
In this case the SIM would know in advance that the car is going to disappear, but
this would increase the complexity of the calculations without adding, we believe,
a real advantage.
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occlusion is transmitted to the reactive executor. This is the case, for
instance, when the car disappear under a tunnel. The reactive execu-
tor can in its turn invoke the planner to take decisions about what
course of action to take. The reactive executor is also informed that
the car has been lost if the car does not reappear at the predicted
position after an expected time. The expected time is proportional
to the time that should be needed for the car to reach the end of the
occluding object at the velocity that the car had before disappearing.

If the object has disappeared but there is no information in the GIS
about an occluding object, the SIM continues for a pre-specified time
to transmit to the vision module the information about the object and
the expected position of the object given the last observed position and
velocity. In this way, the SIM can recover the car in the case where
it has briefly disappeared due to trees along the road or if the vision
module has temporary lost the car due to a stiff turn of the UAV.
If the car does not reappear after the pre-specified time, the reactive
executor is informed of the disappearance of the car.

4.7 Events, activities and episodes

The recognition of traffic-related episodes is one of the tasks of the
UAV in the WITAS project. Examples of episodes of interest are
overtaking, giving way at a crossing, and turning. The recognition
of episodes is currently implemented in the reactive executor, while
the recognition of the single events and activities is placed in the SIM
module. The recognition of events and activities is not anchoring in the
proper sense, but since this recognition strongly relates to properties
of the anchored objects, it is most naturally implemented in the SIM.

The recognition of events and activities is just a marginal part
of this dissertation. The work presented in this section describes a
preliminary implementation of the event and activity recognition ca-
pability in the SIM illustrated by a few examples of events, activities
and episodes.
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Following the work of Howarth [25] in recognition of episodes in
traffic scenes, we provide the following definitions of event, activity,
and episode.

Consider an object, for instance a car, and the properties of this
object which we are interested in. In general these properties may be
constant or variable over time. They may also assume values from
different domains. If we restrict ourselves to only those object prop-
erties that take values “true” or “false”, an event can be defined as
the becoming true of a property of a specified object. For example the
stopping of the car is an event, the property becoming true being the
fact that the car is still.

An activity can be defined as the being true for a certain time of
a property of a specified object. For example being near to a crossing
is an activity.

An episode is a composition of events and activities. For instance
the overtaking of one car by another is a episode that can be considered
as the sequential composition of: the event “car changes lane”, the
activity “there is a car beside it”, and the event “car goes back to the
previous lane” 10,

The episode is represented in the reactive executor by an automa-
ton. The automaton is activated when the system needs to recognize
an episode. The request for recognition of the first event/activity in
the automaton is sent to the SIM. The recognition of an event/activity
triggers the request for the recognition of other events/activities until
the episode is completely recognized or it is realized that the episode
cannot be recognized.

The description of the episode includes the cases which make it
possible to realize that the episode cannot be recognized. This is also
expressed in terms of event/activity recognition. For instance, in the
recognition of the overtaking episode given that the event change-
lane has been recognized, recognition of the activity car-beside and

10This definition of overtaking covers the most typical cases that a human would
classify as overtaking, but probably not all of them.
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the event change-lane are requested. If the activity is recognized, the
episode recognition continues. If the event is recognized, the car has
returned to the original lane and the recognition of the episode is
aborted.

4.7.1 Request for recognition of events and activities

The reactive executor sends requests for recognition of events and ac-
tivities to the SIM. The SIM responds to the requests by activating
algorithms in the vision module to process appropriate aspects of the
image and activating internal functions for processing the data incom-
ing from the vision module and recognizing events and activities.

A request for the recognition of an event has the following form:

(event event-name object)

where event-name is the identifier of the event of interest and object
is the object that has to be checked with respect to the event. The
object can be referred to by its symbolic identifier or using indexical
references such as “the tracked car” or “the car in front of the tracked
car”.

When an event is produced, for example the car has changed lane,
the reactive executor is notified.

An activity is recognized when the property associated with the
activity is true at the moment of the request of the activity recognition.
If the property is not true initially, it is regularly checked and the
activity is recognized as soon as the property becomes true.

4.7.2 Examples of episodes, events, and activities

The episodes that can be currently recognized are: one car overtaking
another car, and one car giving way to another car. The structures of
the two episodes are shown in Fig. 4.6 and Fig. 4.7 respectively.

The overtaking episode consists of the following steps:
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change-lane(C1, L2, L1)

change-lane(Cl, L1, L2) car-beside(Cl, C2) change-lane(C1, L2, L1)
’U ]

Figure 4.6: The overtaking episode.
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Figure 4.7: The give way episode.

e the reactive executor sends a request to the SIM to recognize the
event (change-lane carl, linel, line2) of the car currently under
observation. When the center of gravity of the car passes from
one lane to another the event is recognized;

e the reactive executor now sends the request to recognize an ac-
tivity (car-beside carl, car2) and an event (change-lane carl,
linel, line2). If the activity is recognized, the recognition of the
episode is continued. If the event is recognized the recognition
of the episode is interrupted because the car has come back to
the previous lane without overtaking;

e the new requested event is (change-lane carl, line2, linel). When
this event is recognized the entire episode is recognized.

In the give way episode a car stops at a crossing and lets one
or more cars pass before it starts moving again. The steps in the
recognition of the episode are the following:
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e the reactive executor sends a request to the SIM to recognize
the activity near-crossing of the car currently under observa-
tion. When the car is less than 50 meters from the crossing, the
activity is recognized;

e the reactive executor sends now the request to recognize an ac-
tivity car-stop and an event passed-crossing. If the activity is
recognized, the recognition of the episode is continued while if
the event is recognized the recognition of the episode is inter-
rupted;

e if the car-stop activity is recognized, two requests are sent: one
of the activity other-car-in-crossing and one of the event passed-
crossing. The first activity is recognized if there is another car
in the crossing to which our car is giving way '!. If the event is
produced, the recognition of the episode is interrupted;

o if the other-car-in-crossing activity is recognized, the new re-
quested event is passed-crossing. When this event is recognized
the entire episode is recognized.

Events

The events recognized in the two episodes are the following:

e (change-lane car previous-lane new-lane): it becomes true when
the car changes lane from previous-lane till new-lane. The SIM
receives the information about the lane the car is in from the
vision module and it compares it with the previously stored value
of the lane of the car;

"'We currently consider every car in the crossing as a car to which our car is
possibly giving way. Since we do not know the direction in which both cars are
going to turn, it would be difficult to explicitly check if the car in the crossing is
actually blocking our car.
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e (passed-crossing car): it becomes true when the car has passed
through a crossing. The vision module sends information about
where the car is with respect to the road network to the SIM.
The SIM checks if the car’s last position was in a crossing while
the new position is on a road.

The car symbol in the previous list is the identifier of the car per-
forming the event.

The properties checked are related to the speed and road posi-
tion of the car. This information is regularly updated for the tracked
car'?. If the car whose properties are being checked is the tracked one,
the SIM mainly activates internal functions for processing the data
incoming from the vision module, checking the properties of interest
and producing the requested events.

If the car whose properties are being checked is a car in the sur-
roundings of the tracked car, then the SIM activates in the vision
module an algorithm that gives information about both the tracked
car and the cars surrounding it. For instance this is the case of the
indexical reference “the car in front of the tracked car”. Also in this
case, the SIM activates internal functions for processing the data in-
coming from the vision module, checking the properties of interest and
producing the requested events.

If the requested car is outside the current image and there are no
other anchoring processes active, the SIM first tries to anchor the re-
quested car and then checks the properties associated with the event.
If the requested car is outside the current image and there are other
anchoring processes active, the SIM overrides the previous anchor re-
quest and starts executing the new one.

The checking of the properties in itself is quite simple. The SIM
stores the values of the properties of interest of the previous cycle and
compares them with the property values currently being received.

12Currently just one car at a time can be tracked by the system.
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Activities

The activities recognized in the two episodes are the following:

(car-behind carl car2): the system recognizes when there is a
car behind car! (car2 is the identifier of the car behind). A car
is considered to be behind another car if it is in the same lane
and closer to the beginning of the lane'®. The information about
which lane a car is in and at what distance from the beginning
of the lane is provided by the vision module;

(car-beside carl car2): the system recognizes when there is a
car beside car! (car? is the identifier of the car beside). A car
is considered to be beside if it is in an adjacent lane and at a
distance of a maximum of 5 meters from the car of interest.

(other-car-in-crossing carl car?2): the system recognizes when
there is a car different from car! in the crossing (car2 is the
identifier of the car in the crossing). The information that the
car is in a crossing is given by the vision module.

(near-crossing carl): the system recognizes when the car is at
less than 20 meters from the crossing.

(car-stop carl): the system recognizes when the speed of the car
is below a certain threshold!4.

13This definition is not very robust. We have adopted it for the time being as it
was sufficient for our experiments.

“We do not require that the speed is actually 0 because of the inaccuracy in
the measurement of the speed. The threshold is established considering the level
of inaccuracy of the measurement.
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4.8 SIM at work

4.8.1 Searching for a car ...

To illustrate the first functionality of anchoring, that is, the associa-
tion of a symbolic description with a perceived object, we consider a
scenario in which the reactive executor is interested in a red car of a
specified model in the vicinity of a given crossing. Four cars are sit-
uated around that crossing, moving in different directions. The cars
are all red, but of different models: a small van, a large Mercedes, a
small Mercedes, and a Lotus. In the first example the UAV hovers
over the crossing. In the second example, discriminating between the
cars is made more difficult by the fact that the UAV views the cross-
ing at an inclination of about 30 degrees (see Fig. 4.8). This results
in some perspective distortions, thus introducing more uncertainty in
the extraction of geometrical features.

In our first example, the reactive executor decides to follow ‘Van-
B’, which is described as a red van. The SIM sends the prototypical
signature of a red van to the vision module. Since all four cars in the
image are red, and they have fairly similar shapes, the vision module
returns the observed signatures of all the four cars to the SIM. These
signatures are then matched against the desired signature, applying
the fuzzy signature matching routine described in chapter 3. The
following degrees of matching result:

ID | Color Shape | Overall
66 1.0 0.58 0.58
67 1.0 0.38 0.38
68 1.0 1.0 1.0
69 1.0 0.0 0.0

The ID is a label assigned by the vision system to each car found
in the image. The degree of matching for the color is obtained by
combining the individual degrees of hue, saturation, and value; in our
case, this will be 1.0 for all the cars as they are all red. The degree
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Figure 4.8: The simulated scenario for our examples.



4.8 SIM at work

B M.,,m.: —

)
4 5 6 7 8 9 10 11 12 13 14 I5
Maiching deg. 1.00
| /
% I 2
T 3 4 5 6 7 8 910 11 12 13 14 15

2

in;
n;

2
Matchis

' "2 3.4 5 6 7 8 910 11 12 13 14 15
Marchi M

'8
8

|

Figure 4.9: The fuzzy sets of length, width, and area of the cars of the
example and the references fuzzy sets for a van.
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of matching for the shape is the combination of the individual degrees
of matching of length, width, and area. The overall degree is the
Lukasiewicz combination of the color and shape degrees. The fuzzy
sets of length, width, and area of the cars of the example and the
references fuzzy sets for a van are shown in Fig. 4.9. In this case,
car 68 is correctly!'® identified as the best candidate, and an anchor to
that car is thus returned to the reactive executor.

In the second example, the reactive executor is interested in a
small red Mercedes. The SIM sends the corresponding prototypical
signature to the vision module, and again obtains the signatures of all
the four cars in the image as an answer. In this case, however, the
UAV is further away from the crossing and it views the crossing at
an inclination of about 30 degrees. By applying the fuzzy signature
matching routine, we obtain the following degrees:

ID | Color Shape | Overall
66 1.0 0.65 0.65
67 1.0 0.84 0.84
68 1.0 0.0 0.0
69 1.0 0.97 0.97

Cars 66, 67 and 69 match the desired description to some degree, while
car 68 can safely be excluded. The SIM can try to improve the quality
of the data by asking the vision module to zoom on each one of cars
66, 67, and 69 in turn. Fig. 4.10 shows a car after the vision module
has zoomed on it. Using the observed signatures after zooming, the
SIM then obtains the new degrees of matching:

ID | Color Shape | Overall
66 1.0 0.30 0.30
67 1.0 0.70 0.70
69 1.0 0.21 0.21

The closer view results in a smaller segmentation error, since the
scale factor is smaller, and hence in more narrow fuzzy sets. As a

15This verification was done manually off-line.
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Figure 4.10: A car after the vision module has zoomed in on it.
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consequence, all the degrees of matching have decreased with respect to
the previous observation. What matters here, however, is the relative
magnitude of the degrees obtained from comparable observations, i.e.
those collected in the above table. The SIM sends the identifiers of
each of the cars to the reactive executor together with their degrees of
matching. These degrees allow the reactive executor to select car 67
as the best candidate.

The reactive executor now also has the option to try to further
improve its choice by commanding the UAV to fly over car 67 and
take another measurement from above the car — the best observation
conditions for the vision system. If we do this, we finally obtain a
degree of matching of 1.00 for car 67. Note that this degree could
as well have decreased, thus indicating that car 67 was not really the
car that we wanted. In this case, the reactive executor could have
requested the SIM to go back to cars 66 and 69 to get more accurate
views.

4.8.2 ... and then following it

Once a car has been found, the second anchoring functionality, i.e.
keeping an updated record of the properties of the object (tracking),
takes over. The tracking involves the positioning of the UAV above the
car and keeping the car in the center of the image. The first is achieved
by the reactive executor by adjusting the velocity and direction of the
UAV depending on the car’s position. The centering of the car in
the image is performed by the vision module. Currently these two
processes are independent, but we are considering the possibility of
integrating them in one control process.

In this example we illustrate the tracking of a car in three different
cases of disappearance: the car is lost because of a sudden turn of the
UAV, the car disappears under a bridge, and the car disappears into
a tunnel.

Let us consider the first case of disappearance. The car followed
by the UAV is the car in the center of the image, Fig. 4.11. The car
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Figure 4.11: The followed car has just turned from the road starting
at the bottom of the image to the road going to the left.
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Figure 4.12: The followed car disappears under a bridge and a similar
car appears at its place over the bridge.

Figure 4.13: Several cars similar to the car that has disappeared move
along the roads, but the SIM correctly reidentifies the car when it
reappears from under the bridge.
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has just turned from the road starting at the bottom of the image to
the road going to the left. The UAV makes a sudden turn to follow it,
the camera cannot compensate, and the car is no longer visible. The
vision module reports to the SIM that the car is no longer in sight.
The SIM checks the road database to see if there could be objects
occluding the car. As there are no occluding objects in this case, the
SIM extrapolates the last observed position of the car to a current
expected position. This position together with the description of the
car is sent to the vision module. The camera is then turned to the
expected position and the car is reidentified.

A second example of disappearance is shown in Fig. 4.12. Two
identical cars are present in the image, one traveling along a road
which makes a bend under a bridge, and one which travels on the
bridge. In this example, the UAV is tracking the first car which will
soon disappear under the bridge and, even worse, a few moments later
the second car will be in the position in the image where the first
car would have been, had it not been occluded, Fig. 4.12 (left). The
first car disappears and the second car is the only visible car, Fig.
4.12 (right). The vision module reports the information about the
car on the bridge to the SIM. The SIM, however, regularly estimates
the expected position of the car and realizes that this car cannot be
the correct one as it is in a position incompatible with the previously
reported position of the tracked car. The SIM checks the road database
and realizes that there is a bridge covering the part of road where
the car is expected to be. The predicted position where the first car
will reappear is retrieved and the SIM sends this position with the
description of the car to the vision module. The camera is turned
toward the position waiting for the car to reappear. Several other
similar cars move along the bridge and in the opposite lane with respect
to the one where the car should reappear and the vision module reports
information about them, Fig. 4.13 (left). However, the SIM realizes
that they are in positions incompatible with the expected position of
the car. The SIM reidentifies the correct car when it reappears from
under the bridge, Fig. 4.13 (right).
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Figure 4.14: The car disappears under a tunnel and it is reidentified
at the exit of the tunnel with the intervention of the deliberative layer.

Finally let us consider the case when the car disappears into a
tunnel, Fig. 4.14 (left). In this case the SIM retrieves the information
that there is a tunnel at that point in the road, but instead of dealing
with the occlusion itself, it reports the disappearance to the reactive
executor. The reactive executor, in turn, reports the disappearance
to the planning module and the planner creates an appropriate plan
taking into consideration possible behaviors of the car such as slowing
down in the tunnel and making a u-turn. The UAV moves to the
other end of the tunnel and the car is reidentified when exiting from
the tunnel, Fig. 4.14 (right).

4.8.3 Event recognition

In this last example we consider the case of recognition of an episode.
The recognition of an episode is implemented in the reactive executor,
however the recognition of the single events and activities is part of the
SIM functionalities. The recognition of events and activities consists
in checking the values of properties of anchored objects. In this sense
it is related to anchoring even if it is not anchoring in the proper seunse.

We present here the recognition of a “give way” episode and of
the events and actions composing it. In this episode a car stops at
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Figure 4.15: The event other-car-in-crossing is recognized (left). The
event car-beside is recognized (right).

a crossing and lets one or more cars pass before starting to move
again. The car needs to be anchored and the second functionality of
anchoring (tracking) needs to be active. The steps in the recognition
of the episode are the following:

e when the car is at less than 50 meters from the crossing, the
activity near-crossing is recognized;

e when the speed of the car is below 0.2 m/s the car-stop activity
is recognized;

e the activity other-car-in-crossing is recognized, Fig. 4.15 (left);
e finally the event passed-crossing is recognized.

Two of the activities and one of the events involve just the anchored
and tracked car. However the last activity, other-car-in-crossing, in-
volves the recognition of another car. This new car also needs to be
anchored and it is referred in relation to the tracked car as being a car
that is different to the tracked car and that it is at a crossing. Another
example of activity recognition involving two cars is the recognition of
the activity car-beside, see Fig. 4.15 (right). In this case the tracked
car is the car in the lane above and the other car is referred by the
deictic property of being the car beside the tracked car.
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4.9 Open problems

In this section we state a number of open problems in the SIM that
we intend to address in our future work.

Changes in orientation and illumination in definite anchoring
The reidentification of an object that has been out of view is cur-
rently performed using the color and shape information stored when
the object was last seen. However, if the object and the UAV have
significantly changed their relative orientation, or if the illumination
has changed, the color and shape information could be incorrect. In
our experiments we have not experienced particular problems related
to this issue, mainly because in our domain the UAV is usually not far
from the objects and we presuppose that just a short time passes from
when the object was last seen to when it is reidentified. However, we
believe that in the general case an expected value of color and shape
should be calculated depending on the changes in orientation and il-
lumination.

Quality of the vision data The degree of matching currently cal-
culated depends on how much the fuzzy sets received from the vision
module intersect with the fuzzy sets representing the desired features.
An additional aspect to take into consideration is the actual quality
of the data received from the vision module. If the fuzzy set received
from the vision module has a large support, that is, the quality of the
data is poor, the degree of matching may not be a good indication
of the “goodness” of the matching. Moreover, the knowledge about
the quality of the data is important in establishing what actions are
suitable to perform to improve the data’s quality. For instance if the
quality of the data regarding the shape is poor, SIM can request the
vision module to zoom on an object to get better measurements.

Combination of features While conjunctive T-norm aggregation
has produced a satisfactory behavior in our preliminary experiments,
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there are a few reasons why more complex types of T-norms seem more
adequate to our case. First, some of the features are more critical than
others, and we would like their degree of matching to have a stronger
impact on the overall degree. Second, in some situations some values
are known not to be reliable and should have little impact on the
overall degree of matching: for instance, the observed size of the car
is not reliable when the viewing angle is large. Finally, some features
have errors which are strongly correlated (e.g., length and width) and
it might be wise to combine their individual degrees of matching by
an idempotent operator. The search for a more adequate aggregation
technique is part of our current development.

Dealing with object disappearance When an object disappears
due to a known occluding object, the SIM has to decide whether to
invoke the reactive executor or to deal with the disappearance at the
SIM level. Currently it is specified that for certain kinds of occlud-
ing objects, such as bridges, the SIM does the reidentification, while
for other occluding objects, such as tunnels, the reactive executor is
invoked. An alternative solution that we intend to investigate in the
future, is to establish at run-time whether the reactive executor needs
to be invoked. One method to determine this could be to establish a
time window inside which the SIM can act autonomously and calculate
whether the car is going to reappear inside this time window. Another
calculation could be whether the UAV needs to change its speed and/or
direction in order to see the car again after the occluding object. In
the case when change of speed and/or direction is needed, the reactive
executor and the planner need to intervene.

Event and episode recognition In the event recognition part we
do not take uncertainty into consideration. This has not been a prob-
lem in the experiments that we have performed up to now. We intend
to study the matter further when considering more complex event
recognition.
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The work concerning event recognition of relations among cars is
quite recent and the relations are checked using simple methods based
on the road structure. The study of more advanced methods is a
subject of future work. Furthermore the only cars considered are the
ones present in the image: the system does not move the camera in
order to cover a larger space in front or behind the car. This could be
an interesting option to add to the system.

In the current system an episode can be recognized only when it
is completed. In adversarial domains, for instance when the airborne
vehicle is chasing a car, it could be useful to consider what episodes
could possibly been going on at each time. We would like to explore
this possibility in our future work and in particular we would like to ap-
ply the ideas that we have developed in a different domain, air-combat
simulation, in the WITAS domain. In this work the automated pilot of
one of the aircraft evaluates the utility of its actions on the basis of the
early recognition of the possible strategies that the opponent could be
following, see [15] and [49] for details. Similarly in the WITAS domain,
the airborne vehicle could recognize the occurrence of an episode at
its early stages and react appropriately.

Real vs. simulated images In our experiments we have been using
simulated images. While the general anchoring mechanism should not
be affected by the shift towards real images, the actual sets used in the
fuzzy matching and especially the fuzzy sets produced by the vision
could change when tested with real images.

We intend to proceed in two directions: creating a more realis-
tic simulated environment and testing the algorithms in sequences of
images recorded from an airborne vehicle. The reason why both direc-
tions are needed is that the testing of the decision making process and
of the interaction of the airborne vehicle with the environment need
to be done in simulation, while the testing of the vision algorithms
requires real images.

The creation of a more realistic environment is currently in progress.
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Figure 4.16: More realistic simulation environment.
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Fig. 4.16 shows a simulation environment extracted from photos taken
over Stockholm with a simulated car in it'6. In few months it will also
be possible to fly the unmanned helicopter that has been selected as
a platform for the WITAS project and collect images of traffic scenes.
The next step of our work will be to test the anchoring module with
these new images.

'6The simulated car is the one at the top of the image



Chapter 5

Anchoring in a mobile
robot domain

5.1 Introduction

In this chapter we consider the application of the anchoring functional-
ities in a mobile robot domain. The robot performs mainly navigation
tasks and uses sonars and odometry as main sensors.

The robot is a Nomad 200 model equipped with a ring of sonar
sensors near to the top and two rings of contact sensors near to the
bottom. It is located at Orebro University. Fig. 5.1 shows a picture
of the robot.

The work in this application is more recent with respect to the
work in the WITAS project and it is still in progress. The motiva-
tion to present it in the dissertation is the possibility to consider the
anchoring functionalities in an application substantially different from
the WITAS one. In particular the main sensors are in this case sonars
and the emphasis is on the anchoring of static objects.

A typical task of the robot is to reach requested locations in an
office environment following a map and avoiding static and dynamic
obstacles. The map provides just a sketchy view of the environment
since the robot’s end-user should be able to use the robot in a new
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Figure 5.1: The robot used in our erperiments.
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environment without needing to draw a detailed map. The anchoring
functionalities are used to establish a connection among elements in
the map and perceptual data collected by the sonars.

The information present in the map is mainly the topological rela-
tions among the map objects, for instance which door opens in which
corridor and how the corridors are connected. Moreover approximative
information about the positions and shapes of objects is stored in the
map, for instance a standard width for a door is in general provided
and just in special cases (a very large or very small door) the width
is actually measured. However, the robot needs more and more pre-
cise information about objects when acting in the environment. For
instance if the planner decides on the basis of the map information
that the robot needs to cross a specific door to reach its destination,
the door needs to be recognized in the environment and the actual
width and position of the door with respect to the robot needs to be
checked using perceptual data. Therefore objects in the map need to
be anchored to perceptual data. Anchoring in this domain fulfils the
function to connect the perceptual data coming from the sonar to the
map objects that are of interest for the robot.

When we started working with the mobile robot, a complex archi-
tecture controlling the robot was already present. The architecture
included a separate anchoring process, although more primitive with
respect to the one presented in this dissertation. Our work has con-
sisted in the redesign of the anchoring module according of the princi-
ples and functionalities presented in chapter 3. In particular we have
clearly identified the three entities involved in the anchoring process
(descriptor, anchor, and percept) and we have separated the find and
tracking functionalities. This has resulted in an improvement of the
performance of the anchoring process. In particular the introduction
of the descriptor entity has given us the possibility to correct, on the
basis of the initial description of the desired object, an anchor wrongly
established. An example of such a scenario is presented in section 5.4.3
which illustrates the case of an incorrect anchoring of a corridor due
to a misinterpretation of the sonars’ readings. The correct anchor is
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Figure 5.2: Decision making architecture

reestablished when readings are collected that better correspond to
the data in the descriptor.

In the rest of the chapter we first introduce the control architec-
ture of the robot, then we describe the anchoring process used in this
domain, and finally we present an example where anchoring function-
alities are used by the robot while moving along a corridor.

5.2 The control architecture

The control architecture of the robot is shown in Fig. 5.2. The plan-
ning system receives a goal to accomplish, produces a plan and acti-
vates behaviors needed to execute the plan. The monitoring system
controls the effectiveness of a plan with respect to the current goals.
The selection of behaviors is performed with the help of context rules.
Several behaviors can be active at the same time. A fuzzy control
system combines the movement directions coming from the different
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behaviors and sends the appropriate commands to the lowest level
robot control.

The behaviors may need perceptual and a priori information to ex-
ecute. For example a “cross door” behavior needs to know the a priori
approximate position of the door to move the robot toward it in the
first place. When the robot is actually crossing the door more accu-
rate information about the width of the door and its relative position
with respect to the robot is needed and this information needs to be
acquired through perception. The perceptual and a priori information
are collected in the Local Perceptual Space. Map information and the
perceptual data are used to update the Local Perceptual Space. The
treatment of perception and a priori information is the focus of this
work. Therefore we concentrate on this aspect in the rest of the sec-
tion. For information about the planning, monitoring and execution
parts see [41], [42], and [31].

5.2.1 The sonar sensors

Before going more into detail in the perceptual and a priori information
handling let us briefly describe the nature of the data coming from a
sonar.

The robot has 16 sonars positioned circularly around the robot.
The sonars are activated in sequence. Each sonar sends an ultrasound
and receives back the echo produced by the encounter of the ultrasound
with the nearest object. The time needed by the echo to come back
establishes the distance to the object. Each sonar covers an angle of
30 degrees. A complete cycle, that is collecting of the readings from
all the sonars, takes 1 second.

The data coming from sonars can mainly give an indication that
there is an object at a certain distance and angle with respect to the
robot, but they cannot give any indication of the nature of the object.
Moreover, the sonar data cannot be considered reliable if an object is
at a distance larger than 3 meters.
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Figure 5.3: A map as represented in the debugging screen during exe-
cution.

5.2.2 The map information

The map available to the robot contains topological information such
as which rooms open in a corridor and metrical information, for exam-
ple length of a corridor. However the information is approximate. For
instance width of corridors and doors is roughly estimated. In fact it
is presupposed that the user of the robot should just need to provide
a simple map of a new environment before starting to use the robot in
it.

A separate process, the localization process, tries regularly to posi-
tion the robot with respect to the map. Fig. 5.3 shows an example of
a map as represented in the debugging screen during execution. The
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round object is the robot.

5.2.3 The Local Perceptual Space (LPS)

The Local Perceptual Space is a blackboard-like structure showing an
indexical representation of the world surrounding the robot, that is the
current view of the world from the perspective of the robot. Figure
5.4 shows an example of the LPS as represented in the debugging
screen during execution. At the center is the robot. The information
maintained in the LPS includes:

e Sonar readings represented by points. Part of the points
are current readings and part are update of the position of pre-
viously perceived points with respect to the movement of the
robot.

e Objects present in the global map. In particular the double-
line segments are corridor representations and the rectangular
shapes are door representations. These objects are represented
from the point of view of the robot and are updated while the
robot is moving. The correctness of the position of these objects
depends on the correctness of the self localization of the robot
and on the precision of the actual map.

e Information about the anchor of the object, that is, where
the object is believed to be according to the information stored
in the anchoring structure. For instance the single parallel lines
represent where the corridor is believed to be according to the
information stored in the anchor. In the figure one can notice a
discrepancy between the anchor and the map information (rep-
resented by double lines) with respect to the orientation of the
corridor. This can be due to incorrectness in the map repre-
sentation and/or in errors in the odometric estimate (used in
the prediction of the positions of the objects while the robot is
moving). There appears also to be a discrepancy in the width
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Figure 5.4: An example of the Local Perceptual Space as represented
in the debugging screen during execution.
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measurement, but this is not actually the case. The lines are just
represented slightly moved to one side to make the figure more
readable.

e Perceptual features extracted from sensor data. For in-
stance, the “W” over the line formed by the perceptual points
indicates the recognition of a wall and the “C” in the middle of
Fig. 5.4 represents the recognition of a corridor.

5.2.4 Perception module

The Perception module consists of 4 processes applied in sequence every
time new perceptual data are received and they together form the
perceptual cycle:

Buffering of perceptual data: the sonar data are stored in a cir-
cular buffer where the current data and the old data (up to 8
previous perceptual cycles) are maintained;

Segments recognition: given past and current data, segments are
recognized from a sequence of points. The sequence of points
should be of at least a pre-specified length in order to be recog-
nized as a segment;

Feature recognition: given the segments recognized in the previous
process, features such corridors, doors, and walls are recognized.
The recognition of walls and corridors is of particular interest for
our examples. A wall is recognized when a segment of at least
a pre-specified length is detected. The length is dependent on
the environment. For instance, in an environment with long and
smooth corridor the length required can be longer, while in an
environment where the corridors have several recesses, as the one
of our experiments (see Fig. 5.5), the length must be shorter.
A corridor is recognized when two parallel walls with a suitable
distance between each other are recognized;
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Anchoring: the currently perceived features are anchored to symbolic
identifiers such as “corridor 11”7 and “a door in corridor 12”. The
anchoring process is the topic of the following sections.

5.3 The anchoring process

The anchoring process tries to anchor every map object present in the
Local Perceptual Space to a perceived object. The map objects present
in the LPS are all the objects in the radius of 2.5 m from the robot and
that are reported in the map representation of the environment. Each
object is represented in the map by a name, the symbol used at higher
levels in the system to identify the object, and by an approximate
description, for instance an estimate of the width and orientation of
the object.

The two functionalities of anchoring introduced in the first chapter
are also present in this domain: finding an object for the first time
and keeping track of it over time. The objects to be anchored are in
this case static, therefore the tracking is actually necessary only if the
robot moves. Tracking the object re-establishes the current position
of the robot with respect to the object, and it gives to the anchoring
process the opportunity to re-evaluate the correctness of the anchoring
by seeing the object from a different point of view.

5.3.1 The object representations used by the anchoring
process

The object representation used by the anchoring process are of three
kinds:

e The map description stores information about a priori knowl-
edge about the position of the object, its shape, and its connec-
tions to other objects. For instance, in the case of a corridor the
information present in the map description is the coordinates of
the center of the corridor, its width, the rooms opening in the
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corridor and the corridors connected with it. The information
is however approximate, the aim being to be able to use the
robot having just a sketchy map of the environment. For exam-
ple the width of the corridor is not actually measured, it is just
a measure of an “average” corridor. The map description is a
descriptor according to the terminology used in the first chapter;

The anchor is created when an anchor is established between a
descriptor and a perceptual object. It stores the last perceived
data of the object such as shape and position of the object with
respect to the robot. It also stores a value in the interval [0, 1]
indicating the reliability of the anchor. The reliability value is
1 when the descriptor is newly anchored and it decreases if the
anchor is not reestablished in the following perceptual cycles and
the robot moves;

The percept is created when an object is recognized by the
feature recognition module, for instance a corridor or a door and
it is maintained just until the object remains in the field of view
of the sensors. It stores the perceptual data of the object such
as shape and position with respect to the robot.

5.3.2 The implementation of anchoring

The anchoring process considers every object in the LPS at every per-
ceptual cycle and it checks if it has already been anchored. If the
object is not anchored, the first functionality, finding the object, is
applied. Otherwise the track functionality is applied.

5.3.3 Compatibility between object representations

Before presenting the finding and tracking functionalities, let us intro-
duce the concept of compatibility between object representations.

Two object representations are compatible if all the measurable

data stored in the representation do not differ more than certain values,
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called compatibility values. Different compatibility values are used for
different measurable data. The “largeness” of these values establishes
the strictness of the compatibility: the larger the values the less strict
the compatibility test.

The compatibility values are calculated using the following formula:

Comp. value = (A * MinimumValue) + ((1 — ) * MazimumV alue)

Where Mazimum Value and Minimum Value are the maximum and
minimum values we wish the compatibility values to assume and are
constant during execution. A is a number in [0,1] that varies depend-
ing on how strict the compatibility needs to be. In our examples A
is 0 when the compatibility between the perceptual data and the de-
scriptor is tested and no anchor has yet been found. In this case the
compatibility value is at is maximum. We are in fact willing to accept
a candidate anchor even if it is not very good. A is 1 when an an-
chor has been found in the previous perceptual cycle and we compare
the new perceptual data with it. In this case the compatibility value
is at its minimum. Finally A is between 0 and 1 when the anchor
was established previously, but it could then not be reestablished for
some time while the robot was moving. A tends to decrease towards 0
proportionally to the space covered by the robot during the time the
anchoring was not reestablished. As a consequence the compatibility
value tends to increase towards is maximum value.

Finding an object

If an object is not anchored, the anchoring process tries to find an ob-
ject among the perceived ones that is compatible with the descriptor.
The comparison is made on the basis of the features of the object that
can be perceived by the sensors. For instance, in the case of a corridor
the perceived width and orientation of the corridor is compared with
the width and orientation stored in the descriptor.

In general the perceptual data of several objects can be compati-
ble with the descriptor to different degrees. The one whose measurable
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data are closer to the a priori information stored in the descriptor is
selected and an anchor is established. If no object whose perceptual
data are compatible with the descriptor is found, the anchoring pro-
cess tries again to find a compatible object when new sensor data are
acquired. The control routines of the robot use, while the object is
not anchored, the a priori information about the object. For instance,
if the robot is supposed to follow a corridor, the control routines ini-
tially use the a priori information about the corridor to start moving
the robot. While the robot is moving along the corridor, more percepts
accumulate and the anchor of the descriptor to these percepts may be
established.

Tracking an object

When an object has been anchored, the anchoring process keeps main-
taining the anchoring between the descriptor and the percept. A dif-
ference between the visual sensor considered in the UAV domain and
the sonar sensor of this domain is that in the former case it is possible
to track the object by regularly moving the camera so that the object
is always in the center of the image. In the case of sonar readings it is
not possible to direct the sensor to the object of interest.

Every time new percepts are provided the anchoring process tries
to find among them the best candidate for updating the anchor. The
compatibility of the data of the percept with the data in the previous
anchor and the a priori information in the descriptor is tested. The
strictness in the compatibility test depends on the reliability value of
the anchor: the higher the reliability value the more strict the com-
patibility test!.

Let us now introduce in more detail the algorithm for tracking an
object. It considers four different cases:

e If there is at least one perceived corridor whose perceptual data

'This is obtained assigning to the X in the compatibility test the number indi-
cating the reliability value.
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are compatible with the current anchor and if the perceptual
data are also compatible with the information in the descriptor,
the anchor is updated with the new readings. If there are several
perceived corridors whose perceptual data are compatible with
the current anchor, the one with the best matching is selected.

e If there is at least one perceived corridor whose perceptual data
are compatible with the current anchor, but they are not com-
patible with the information in the descriptor, several policies
could be possible, privileging the perceptual and the a priori in-
formation to different degrees. We currently favor the perceptual
information and we update the anchor with the newly perceived
data?.

e If there are no perceived corridors whose perceptual data are
compatible with the current anchor, but there is at least a per-
ceived corridor whose perceptual data are compatible with the
descriptor, several policies could be possible. We currently up-
date the anchor with the data of the perceived corridor. This
policy gives the anchoring process the possibility to recover from
erroneous anchoring as we see in the last of the following exam-
ples.

e If there are no perceived corridors whose perceptual data are
compatible with either the current anchor or the descriptor, the
anchoring process maintains the previous anchor. However the
more the robot moves away from the place where the anchor was
last established the more the anchor decreases is reliability value.

2This is actually one of the aspects of the algorithm that has given rise to the
most intense discussions. Although this solution has performed well in the current
examples, we intend to reevaluate it in the near future with the help of additional
examples.
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5.4 Anchoring at work

We illustrate the use of the anchoring process by presenting three
examples of anchoring that have been implemented and tested in the
robot. In all three examples the robot starts from a similar position
and anchors the descriptor of a corridor with data perceived by the
sonars. Figure 5.5 shows the robot at its starting point. The map of
the environment used by the robot is shown in figure 5.6. The corridor
CORR-E3 shown in the map is the one formed by the wall on the left
and the copying machine and shelf on the right. The recognition of
this corridor through sonar readings presents some difficulties due to
the fact that the one on the right is not a proper wall and the wall on
the left is not uniform. In our last example we show a case where the
Feature Recognition module fails to correctly recognize the corridor
due to the peculiar form of the corridor.

The first example illustrates the “normal” case in which the robot
moves along a corridor and the perceptual data of the corridor are
correctly anchored to the descriptor. In the second example the robot
is in the same position as in the previous example, but it has made a
wrong estimate of its own position with respect to the map, in par-
ticular the estimate of the heading is off at around 20 degrees. In
the third example the sonars’ readings induce the Feature Recognition
module to recognize a corridor where no corridor is actually present.
The anchoring process first anchors the incorrect corridor to the de-
scriptor but then, when better data are collected, the correct anchor
is established.

An important aspect that needs to be emphasized is that all the
three entities involved in the anchoring process: the descriptor, the
anchor, and the percept need to be taken into consideration when per-
forming the anchoring process. In the case of disagreement among the
data stored in these entities, different policies need to be used giving
preference to one entity over the other depending on the application,
the reliability of the sensor data, and the reliability of the localization
ability of the robot. In the examples we choose specific policies to deal
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Figure 5.5: A photo of the environment at the beginning of the exper-
iments.
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Figure 5.6: The map of the environment used by the robot with the
robot in its initial position. Corridor E-3 is the corridor to the left of
the xerox machine in Fig. 5.5.
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Figure 5.7: The LPS space of the robot at the beginning of the exe-
cution (left). A corridor is recognized and the anchor is established
(right).

with the disagreement. However the intent of the examples is not to
illustrate the policies themselves, or to claim that these policies are
the optimal ones for this domain. We are aware that it could always
be possible to construct specific examples where these policies do not
achieve the correct results. The main intent is to illustrate the pos-
sibility to easily implement different policies in the framework offered
by the anchoring functionalities.

5.4.1 Anchoring of a corridor in the “normal” case

In this example the robot is initially positioned at the beginning of
corridor E3. The position of the robot can be seen in Fig. 5.6 and Fig.
5.5. The robot has the goal of moving along the corridor, so the de-
scriptor of the corridor is added to the LPS and the anchoring process
starts to try to anchor the descriptor to the perceptual data. Initially
the sonars perceive a number of points. The LPS space of the robot
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is shown in Figure 5.73. The a priori information about the corridor
is drawn with a double line. The Feature Recognition module tries to
establish whether the points are part of a wall. In this case however
the string of points is too short to serve as a basis for the recogni-
tion of a wall. As a consequence no corridor is recognized. The single
line indicates where the corridor is according to the robot knowledge.
As no perceptual data about the corridor has been collected, the only
knowledge that the robot has is the a priori information 4. The control
of the robot uses the a priori information about the corridor to start
moving the robot along the corridor.

Additional sonars readings are accumulated while the robot is mov-
ing and after few perceptual cycles two walls are recognized. The
recognition of each wall is shown in the debugging window for the
LPS by the appearance of a “W” over the string of points, see Fig.
5.7. In this case two parallel walls with a distance between each other
compatible with the one of the corridor are detected. Therefore the
Feature Recognition module recognizes a corridor. The anchoring pro-
cess compares the percept of the corridor (orientation and width) with
the a priori data present in the descriptor. In this case the data are
compatible and the descriptor is anchored to the percept. The an-
choring of an object for the first time implies the creation of an anchor
containing: the perceived data of the object, a pointer to the descrip-
tor, and a number in [0,1] indicating the reliability of the anchor.
When the object has just been anchored, the reliability value is 1.

The control of the robot now uses the data in the anchor to direct
the movement of the robot along the corridor. The newly perceived
data about the corridor is compared by the anchoring process to the

3Notice that, while the experiments have been performed both in the real robot
and in the simulator provided together with the robot, the figures are taken during
the simulator execution. This is due to the difficulty of executing a step by step
experiment in the real robot as needed for extracting a sequence of figures.

*Notice that the single line in the figure should actually coincide with the double
line indicating the a priori information; however the single line is drawn slightly on
one side to facilitate reading the figure.
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data currently present in the anchor structure. In this example the

data are compatible and are therefore used to update the anchor.
The following is the transcription of the messages produced by the

program while executing the anchoring process of this example.

Switching sector from E115 to CORR-E3 through JCT-E5

[...]

Found first anchor for CORR-E3

Percept matches both anchor and descriptor: CORR-E3 anchored
[...]

Percept matches both anchor and descriptor: CORR-E3 anchored

[...]

The program records first the finding of an anchor and then the
fact that in the following cycles the percept match both the data stored
in the anchor and the a priori information in the descriptor.

5.4.2 Anchoring of a corridor with initially incorrect
robot position

In the second example we consider the case when the robot has initially
an incorrect estimation of its heading at around 20 degrees. This
can be due to an accumulation of odometry errors in the previous
navigation period. Similarly to the previous case, the control starts
moving the robot along the corridor and a corridor is recognized by
the Feature Recognition module. As one can see in figure 5.8, there is
a significant discrepancy between the a priori information about the
corridor (double line) and the perceptual data (single lines with “W”
written over). Several policies could be taken in this case, favoring
the a priori information over the perceptual data or vice versa. In our
case, given that the corridor has never been anchored before, we allow
a relatively large difference between the a priori information and the
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Figure 5.8: Example where there is a significant discrepancy between
the a priori information and the perceptual data.

perceptual data. We adopt this policy mainly because the a priori
information in this application is not very precise and it depends on
the accurate localization of the robot, which can be unreliable. Once
the corridor has been anchored for the first time, we adopt more strict
criteria of comparison between the new percepts and the data stored
in the anchor. In figure 5.8 the new perceptual data (single lines with
“W” written over) are very similar to the data present in the anchor
(single line) so the new perceptual data are used to update the anchor.
In the following example we see a case in which the new percepts are
not compatible with the data in the anchor structure.

The following is the transcription of the messages produced by the
program while executing the anchoring process of this example.

Switching sector from E115 to CORR-E3 through JCT-E5
[...]

Found first anchor for CORR-E3

Percept matches anchor but not descriptor: CORR-E3
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Figure 5.9: Example where the corridor is initially incorrectly an-
chored.

anchored all the same

[...]

Percept matches anchor but not descriptor: CORR-E3
anchored all the same

[...]

In this case the anchor is established and the following perceptual
data match the anchor, but not the descriptor.

5.4.3 Anchoring a corridor in the presence of incorrect
recognition by the Feature Recognition module

In this last example we consider the case when the Feature Recognition
recognizes a corridor where in reality there is no corridor. This incor-
rect recognition is due to the fact that the wall to the left of the robot
has a number of recesses that sometimes produce a number of aligned
points in the sonar readings. The points can form a line that has an
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Figure 5.10: The corridor is now correctly anchored.

angle with respect to the actual wall (see figure 5.9). To the right of
the robot there is a copying machine that in some cases produces a
number of aligned points that form a parallel line with respect to the
line on the left. Therefore in some unlucky cases two parallel walls are
recognized and the Feature Recognition recognizes a corridor. Fig. 5.5
shows a photo of the corridor. The anchoring module considers this
an acceptable anchor for the descriptor as this is the first time the de-
scriptor is anchored and the comparison criteria are less strict in this
case. The robot moves along the corridor and new percepts indicate a
corridor with a different orientation than the previously anchored one.
These new data are actually correct with respect to the real corridor.

The anchoring process compares these new data with the data
stored in the anchor structure. There is a substantial difference be-
tween the data. Moreover the anchor has high reliability as it has been
established very recently. Therefore the compatibility test is strict and
the data are considered incompatible with the data stored in the an-
chor. However, a second comparison is done, this time with the a
priori data in the descriptor. Given that the new data match very well
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with the a priori information the anchor is updated with the new data
correcting the initial anchoring error. Fig. 5.10 shows the corrected
anchor. The following percepts are compatible with the data in the
anchor and the data in the anchor are updated, see Fig. 5.10.

The following is the transcripted version of the messages produced
be the program executing the anchoring process.

Switching sector from E115 to CORR-E3 through JCT-E5

[...]

Found first anchor for CORR-E3

Percept matches anchor but not descriptor:

CORR-E3 anchored all the same

[...]

Percept matches anchor but not descriptor:

CORR-E3 anchored all the same

[...]

Percept only matches descriptor: CORR-E3 anchored

Percept matches both anchor and descriptor: CORR-E3 anchored
[...]

Percept matches both anchor and descriptor: CORR-E3 anchored

[...]

The program records first that an anchor is established, despite
the fact that the perceptual data does not match well the data in the
descriptor. This is detected, however, in the subsequent perceptual
cycles where the new data are compatible with the anchor but not
with the descriptor. After few cycles the program records that the
perceptual data are compatible only with the descriptor and that the
anchor is updated with these new data. In the subsequent cycles the
percepts are compatible with the data stored in both the anchor and
descriptor.

To make a parallel between this application and the previously pre-
sented WITAS application, this case is comparable with the case in

_119_



5 Anchoring in a mobile robot domain

which initially a car is considered to be the correct one, even if it does
not match the description very well as there is no better candidate.
However in following observations a car that better matches the de-
scription is detected and the system corrects itself and recognizes this
car as the correct one.

5.5 Open problems

The work presented in this chapter is in progress, therefore there are
a number of important issues that still remain to be addressed.

Anchoring and localization Currently two processes execute in
parallel in the system: the anchoring process and the localization pro-
cess. The localization process establishes the current position and
heading of the robot with respect to the map using odometry infor-
mation, but also recognized landmarks such us corridors and doors.
Therefore the localization process is partly dependent on the correct-
ness of the anchoring process. On the other hand, the correctness in
the localization influences the correctness of the map information that
in its turn influences the correctness of the anchoring process. We
intend to study the interaction between these two processes and try
to prevent errors in one process from generating errors in the other
process.

Policies to be used in case of discrepancies among object rep-
resentations The policies used in this chapter have given good re-
sults in our examples and seem to be appropriate for this particular
application. However we intend to consider the performance of dif-
ferent policies in a wider range of examples and to study in a more
systematic way the consequences of choosing one policy over another.

Fuzzy matching In this application the matching among percept,
descriptor and anchor is crisp. It consists of a simple check against
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lower-upper bounds and it is therefore a degenerate case of fuzzy
matching. This is due to the on-going nature of the work. We intend
in the near future to experiment with more complex fuzzy matching.

Integration of sonars with other sensors A robot using mainly
sonar sensors is limited in the possible tasks that it can perform. The
addition of other sensors can greatly expand the number of tasks that
can be executed and can improve the execution of currently performed
tasks [51]. For instance the crossing of a door can be greatly facilitated
if the door is at the same time sensed with the sonar and seen with
a video camera. The integration of the perceptual data coming from
several sensors offers new challenges to the anchoring process. This is
one of the directions in which we intend to direct our future research.
In particular we would like to examine the integration of less “com-
mon” sensors such as the artificial mouth and artificial nose currently
being developed at Orebro University.
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Chapter 6

Conclusions and Future
Work

6.1 Conclusions

Intelligent agents embedded in physical environments and performing
complex tasks need the ability to perceive the environment, under-
stand the current situation and make decisions about future actions.
However while in general the decision making part of the system uses
symbolic reasoning, the perceptual part of the system deals with quan-
titative data. An essential aspect for a successful understanding of the
current situation and the performing of actions is the connection be-
tween the symbols used at the decision making level and the perceptual
data provided by the sensors. In this dissertation we have addressed
the problem of connecting the symbols used to perform abstract rea-
soning to the physical entities which these symbols refer to. We have
called this problem the anchoring problem. We have then outlined
a number of functionalities that we believe are needed when solving
the anchoring problem and a number of requirements that should in
general be satisfied when implementing an anchoring module.

The definition of anchoring and of its functionalities has been tested
in two applications: an unmanned airborne vehicle (UAV) used for
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traffic surveillance, and a mobile robot performing navigation tasks.
The two experimental platforms share the use of a layered archi-
tecture to integrate abstract reasoning with perceptual and control
processes. However, these platforms differ significantly in terms of
sensory-motoric capabilities and their domains of application. Exper-
imenting with anchoring in systems acting in different environments
and using different sensors (the mobile vehicle uses sonars as its main
sensors) has helped us in outlining general functionalities and require-
ments that we believe are common to any anchoring process.

6.2 Future work

Anchoring is a complex and multi-faceted problem. This dissertation
can be considered a first study on it and a number of issues still need to
be addressed. At the end of the application chapters we have proposed
a number of open problems related to the domain addressed in the
chapter. In this section we consider more general issues that we believe
are of importance in understanding and trying to solve the anchoring
problem.

6.2.1 Generalization of the anchoring concept

In this dissertation we have given a definition of the concept of an-
choring and its functionality. The process of trying to find general
principles behind the anchoring process has greatly benefited from be-
ing able to consider two different domains where anchoring plays an
essential role and different kinds of sensory platforms. We intend to
continue in our generalization process considering different, and less
common, kinds of sensors, such as smell and taste sensors currently
available at Orebro University. Additionally an infrared camera is will
be available in the WITAS platform.
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Figure 6.1: A traffic scene viewed through an infrared camera.
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6.2.2 Sensor fusion

In this dissertation we have consider anchoring when one sensor is in-
volved. In general if several sensors are present in the system there
could be the additional problem of fusing the information coming from
the different sensors about an object and creating a unique represen-
tation to be used as the referent to the symbolic representation of the
object. In particular the object needs to be identified as the same
object in all sensor representations.

In both the domains studied in this thesis we are now introducing
new sensor platforms. In the WITAS project the video camera sensor
will be complemented by an infrared camera. An image taken from
an infrared camera is shown in Fig. 6.1. In such images it is quite
easy to differentiate the cars from the road and they could therefore
be useful for the calculation of for instance the car velocity, although
additional information such as color and shape needs to be extracted
using a regular video camera image. If a car is identified as the same
one in both images, the properties extracted from both images can be
combined in one common car representation.

One of the aims of the research on the robotic platform developed
at Orebro University is to integrate a number of sensors that will allow
the robot to move in the environment, pick up objects, and smell and
taste them. This long-term goal is illustrated in an amusing picture
showing the robot participating in a Swedish traditional buffet, Fig.
6.2. The challenge in this domain is to integrate sensors traditionally
used in robotics such as video cameras and sonars, with an artificial
mouth and nose. For instance the recognition of a food can involve
the combination of visual perceptions with the perception of its taste
and smell.

6.2.3 Anchoring in communication between agents

The notion of anchoring can be extended to address a general aspect
of communication between agents. Anchoring is currently conceived
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Figure 6.2: The Orebro University robot participating in a Swedish
traditional buffet. Courtesy of AASS, http://www.oru.se/forsk/aass/,
Orebro University.
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as a mechanism for creating a correspondence between the internal
representation used by the perceptual system and those used by the
reactive reasoning system to denote the same external object. In more
general terms, we can see anchoring as (one side of) the problem of
establishing the correspondence between the representations used by
two different systems embedded in the same physical environment to
refer to the same objects in the environment. In particular, in the
next phase of the WITAS project an autonomous ground vehicle will
provide services to the airborne vehicle such as re-tanking. The two
vehicles will need to coordinate and communicate using shared refer-
ences of objects. Moreover a new aspect of the WITAS project will
be the involvement of a human operator that will communicate with
the airborne vehicle giving additional instructions and/or changing the
current mission. Even in this case the need to refer to the same objects
in the environment is clear.

There is also an interest in cooperation and communication among
robots at Orebro University. In particular, we intend to study the pos-
sibility of cooperation among different kinds of robots in performing
tasks. An interesting case is the cooperation among Sony legged robots
in the RoboCup domain. RoboCup is an international soccer compe-
tition among robots and among simulated agents; see [29] and [28] for
additional information on the RoboCup initiative. Orebro University
has been part of the Swedish team for the Sony legged robot league of
this year’s competition, RoboCup-99, and will probably be part of next
year’s competition, too. The Sony legged robots are equipped with a
color video camera and can also hear. Fig. 6.3 shows a picture of the
robot. The effort in this year’s RoboCup has been mainly to program
each robot so that it could perform the basic functionality; however, to
get a good team, cooperation among robots is the next necessary step:
this cooperation will involve some communication about the objects
in the environment, and this will require the sort of reference sharing
that is a property of anchoring.
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Figure 6.3: The Sony legged robot. Courtesy of the RoboCup Feder-
ation.
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