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Abstract
A new architecture for the World Wide Web is emerging, known as the Semantic Web. In broad terms, it
encompasses efforts to populate the Web with content which has formal semantics. This will enable
automated agents to reason about Web content, and produce an intelligent response to unforeseen
situations.

We believe that in order to build the Semantic Web, the sharing of ontological information is required. This
allows agents to reach partial shared understanding and thus interoperate. We acknowledge that the World
Wide Web Consortium's RDF formalism (and the DARPA Agent Markup Language as its extension) can be
seen as adhering to the frame-based representation paradigm, and we will further elaborate on the
suitability of this paradigm for building ontologies as well as representing and sharing knowledge on the
Web.

The paper will discuss required and desirable features of ontological languages, giving examples of the
possible usage of frame-based representation and ontologies on the Semantic Web.

Introduction: Frame-based Representation Systems
The term “Semantic Web” encompasses efforts to build a new world wide web (WWW) architecture that
augments content with formal semantics thereby producing content suitable for automated systems to
consume, as opposed to content intended for human consumption [Berners-Lee et al 2001]. The Semantic
Web will allow us to use more automated functions (reasoning, information and service discovery,
autonomous agents, etc.) on the Web, easing the workload of humans. (We probably need not repeat the
well-known example here of using a search engine and getting back thousands of "hits" which then need to
pruned by hand). The Semantic Web will also pave the way for true "device independence" and
customization of information content for individual users, since the information on the Web would now be
contained in a "raw form" and any (context-dependent) presentation could be rendered on demand.

The success of the deployment of the Semantic Web will largely depend on whether useful ontologies will
emerge [McGuinness 2001], allowing shared agreements about vocabularies for knowledge representation
[KR]. Considering the Web community at large (as largely disjoint from the KR community), the acceptance
for any particular KR technology or paradigm is of critical importance. It is the authors' belief that the
simplicity (and ease of understanding) of frame-based representation would make it the paradigm of choice
for knowledge representation when building the Semantic Web – given that we are attempting the
deployment of “real” KR on a WWW-wide scale. If we offer the Web community a frame-based
representation system that allows people to start modeling and (most importantly) sharing their models,
some of these models will grow into useful ontologies (partially through a process of "natural selection")
and we have taken a step closer to our goal. This observation appears to be shared by other efforts as well
– we will provide our perspective on the developments to date and expand on them with our vision.

The concept of a frame was proposed in the 1970's [Minsky 1975], and frame systems subsequently
gained ground as basic tools for representing knowledge [Fikes & Kehler 1985, Karp 1992, Chaudhri et al



1998]. The fundamental idea of a frame system is rather simple: A frame represents an object or a concept.
Attached to the frame is a collection of attributes (slots), potentially having types (or value restrictions) and
potentially filled initially with values. When a frame is being used the values of slots can be altered to make
the frame correspond to the particular situation at hand. According to an interpretation by Minsky, the slots
of a frame might represent questions most likely to arise in a hypothetical situation represented by the
frame.

Frames are closely related to an earlier structure-based KR technique, called semantic networks [Woods
1975] which, in turn, are based on the idea of human associative memory [Quillian 1967]. Semantic
networks may simply be thought of as data structures of nodes – "concepts" – and links – "associations" –
between them. If one thinks of frames as concepts, and when other frames are used to fill slots we have an
analogous framework. The notion of semantic networks also led to the early work on description logics [DL,
Nardi et al forthcoming] as we know them today with the introduction of KL-ONE [Brachman 1977]. This
work began with an emphasis on making term definitions in semantic networks more precise. Description
logics provide representation and reasoning languages with precise semantics. They also limit language
expressiveness so that reasoners can be built that can provide complete (and sound) inference in a
tractable manner.

Soon after its inception, the notion of a frame system was criticized as not introducing anything new to the
field of KR; for example, Pat Hayes has said, "most of 'frames' is just a new syntax for first-order logic"
[Hayes 1979]. Although this statement is easy to accept, it doesn't diminish the value of frame systems as
easy-to-understand tools for simple KR (starting from what might be called "structural modeling"). An
example of a frame-based system that argues both these points is Ontolingua [Farquhar et al. 1997]. It
provides a frame-based syntax but then translates all information into KIF, which is just a first order logic
encoding of the information [KIF]. Ontolingua has also been coupled with a theorem prover (initially ATP,
later JTP) that provides reasoning (however, it can not guarantee tractability).

There also exists a connection between frame systems and object-oriented programming (OOP) [Hynynen
& Lassila 1989, Lassila 1990], particularly if we think of the "structural modeling" aspect mentioned above.
The basic vocabulary is different, but what the terms denote are approximately the same, see table below:

OOP Systems Frame Systems Description Logics
instance frame, instance, individual instance, individual
attribute, instance variable slot role, attribute1

value filler filler
class, type frame, schema class, concept

From the adoption viewpoint, it can be observed that many people understand OOP even if they have
never heard of frame systems. We can think of frame systems very pragmatically through a "heuristic"
interpretation (they are vehicles for storing knowledge and performing inferences), and depart from
Minsky's "metaphysical" interpretation.

In comparison to OOP systems, frame systems – as indicated above – typically embody some notion of
reasoning. Frame system reasoning may sometimes be incomplete (i.e., there is no guarantee that
everything that could be deduced from a given set of information may be deduced) and frame systems do
not typically make guarantees about the computational tractability of their inference. Description logic-
based systems typically provide information (many times proofs) concerning the tractability of their
inference and if they do not provide complete inference, they typically provide a detailed discussion of what

1 The term “attribute” has sometimes been used to distinguish single valued roles from multi-valued roles. Attributes in

these systems have a maximum cardinality of 1.



kind of reasoning can be computed (e.g., [Borgida & Patel-Schneider 1994] and also provide precise
semantics (typically denotational semantics) for the meanings of term expressions.2

RDF and What Is Missing From It
The lack of means of sharing information with formal semantics inspired the development of the World
Wide Web Consortium’s Resource Description Framework (RDF) metadata standard [Lassila & Swick
1999, Lassila 1998]. Expanding from the traditional notion of document metadata (such as something like
library catalog information), RDF is suitable for describing any Web resources, and as such provides
interoperability between applications that exchange "semantic" information on the Web.

In the RDF model, knowledge is represented as directed labeled graphs (DLGs) where nodes and arcs are
named using URIs (Universal Resource Identifiers) [Berners-Lee et al 1998]. Consequently, RDF can
describe not just things on the Web (such as pages, parts of pages, or collections of pages) but also things
not on the Web as long as they can be named using some URI scheme. Instead of viewing RDF as DLGs
(in this respect they resemble semantic networks), one can take a more object-oriented view and think of
RDF as a frame-based representation system by viewing the graphs as consisting of object/attribute/value
triples (or resource/property/value triples in RDF vocabulary). In comparison, to extend the "translation"
from the previous section, at the lowest level, object-oriented programming systems, frame systems,
description logic-based systems, and RDF have much in common but again the terms we use are all
different:

OOP Systems Frame Systems Description Logics RDF
instance frame, instance, individual instance, individual resource3

attribute, instance variable slot role, attribute property
value filler filler property value
class, type frame, schema class, concept class

Descriptions in RDF can span multiple resources: values of properties can be other resources, and it is
therefore possible to describe arbitrary relationships between multiple composite resources with structure.
Properties themselves are also named by URIs and can be described: what are the permitted values of a
particular property, which types of resources can it describe, and what is its relationship to other properties.
Meaning in RDF comes from specific terms and concepts being defined and then named by URIs. Because
URIs can be made unique, two systems can define some concept (say, "person") and can each use a
different URI to name it to avoid "clashes"; on the other hand, two systems agreeing on a common concept
will use the same URI and effectively "share" semantics.

On top of the basic RDF model is layered an extensible, object-oriented type system (known as RDF
Schema) [Brickley & Guha 2000]. The meta-constructs for the type system are terms and concepts named
by URIs, so effectively RDF itself is used in representing and defining classes and properties.4 Class
definitions can be derived from multiple superclasses. Property definitions can specify domain and range

2 Note that there also exist procedural languages which have been augmented with some type of reasoning capability
(such as production rules). Given that this paper is focused on representation, these procedural languages (e.g., R++

[Litman et al 2001]) are considered out of scope.

3 The term “resource” is used for all nodes of an RDF DLG (including classes).

4 See the Appendix for a simple example of RDF Schema.



constraints. One can also think of RDF Schema as a set of ontological modeling primitives on top of RDF.
As such, the RDF Schema still needs work. Some of this has recently emerged in the form of the OIL
system [Bechhofer et al 2000, Fensel et al 2001, OIL] and work continues within DARPA's DAML program
[Hendler & McGuinness 2000]. Additionally, there is a new axiomatic semantics for RDF, RDFS, and the
language resulting from the DAML program [Fikes & McGuinness 2001, McGuinness et al 2001].

Ontologies
Ontologies have been around for many years. Merriam Webster, for example, dates ontology circa 1721
and provides two definitions (1) a branch of metaphysics concerned with the nature and relations of being
and (2) a particular theory about the nature of being or the kinds of existents. These definitions provide an
abstract philosophical notion of ontology. Ontologies slowly moved into a more mathematical and precise
domain and the notion of a formal ontology existed since at least 1900. Smith [Smith 1998] points out that
the philosopher Husserl distinguished them from formal logic [Husserl 1900] by 1900.

Ontologies have been gaining interest and acceptance in broader audiences. Guarino [Guarino 1998]
provides a nice collection of fields that embrace ontologies including knowledge engineering, knowledge
representation, qualitative modeling, language engineering, database design, information retrieval and
extraction, and knowledge management and organization. That collection put together in early 1998 did not
even include as much emphasis from the Web as is seen today. We would also include areas of library
science [Dublin Core 1999], ontology-enhanced search (e.g., eCyc [eCyc] and FindUR [McGuinness
1998]), and possibly the largest one, e-commerce. Today’s use of ontologies on the web has a different
slant from the previous philosophical notions however. One widely cited definition of an ontology is
Gruber’s “A specification of a conceptualization” [Gruber 1993]. We will use this notion and expand upon it
in our use of the term.

People (and computational agents) typically have some notion or conceptualization of the meaning of
terms. Software programs sometimes provide a specification of the inputs and outputs of a program, which
could be used as a specification of the program. Similarly ontologies can be used to provide a concrete
specification of term names and term meanings. Within this line of thought though – where an ontology is a
specification of the conceptualization of a term – there is much room for variation. Web ontologies may be
viewed as a spectrum of detail in their specification. One might visualize a simple (linear) spectrum of
definitions in Figure 1 below.
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Figure 1: An Ontology Spectrum5

One of the simplest notions of a possible ontology may be a controlled vocabulary – i.e., a finite list of
terms. Catalogs are an example of this category. Catalogs can provide an unambiguous interpretation of
terms – for example, every use of a term (say, “car”) will use exactly the same identifier (say, 25).

Another potential ontology specification is a glossary (a list of terms and meanings). The meanings are
specified as natural language statements. This provides more information since humans can read the

5 This spectrum arose out of a conversation in preparation for an ontology panel at AAAI ’99. The panelists (Lehman,
McGuinness, Ushold, and Welty), chosen because of their years of experience in ontologies found that they

encountered many forms of specifications some people might call ontologies. McGuinness refined the picture.



natural language statements. Typically interpretations are not unambiguous and thus these specifications
are not adequate for computer agents. They may still be combined with identifiers.

Thesauri provide some additional semantics in their relations between terms. They provide information
such as synonym relationships. In many cases their relationships may be interpreted unambiguously by
agents. Typically thesauri do not provide an explicit hierarchy (although with narrower and broader term
specifications, one could deduce a hierarchy).

Early Web specifications of term hierarchies, such as Yahoo’s, provide a general notion of generalization
and specialization. Yahoo, for example, provides a small number of top-level categories such as apparel
and then dresses as a kind of (women’s) apparel. A small number of people consider the previous
categories (of catalogues, glossaries, and thesauri) to be ontologies but many prefer to have an explicit
hierarchy included before something is considered an ontology. Yahoo does provide an explicit hierarchy,
however it is not a strict subclass or “is-a” hierarchy. This point was distinguished on the spectrum since it
seems to capture many of the “naturally occurring ontologies” on the Web. In these hierarchies it is typically
the case that an instance of a more specific class is also an instance of the more general class but that is
not enforced 100% of the time. For example, the general category “apparel” includes a subcategory
“women” (which should more accurately be titled “women’s apparel”) that then includes subcategories
“accessories” and “dresses”. It is the case that every instance of a dress is an instance of apparel (and
probably an instance of women’s dress). It is not the case that a fragrance (an instance of a women’s
accessory) is an instance of apparel, thus fragrance is not “is-a” related to apparel. This mixing of
categories is not unique to Yahoo – it appears in many Web classification schemes6.

Beyond informal “is-a” hierarchies, we move to formal “is-a” hierarchies. These include strict subclass
relationships. In these systems if A is a superclass of B, then if an object is a subclass of B, it is
necessarily the case that it is a subclass of A as well. Similarly, for formal instance relationships, if A is a
superclass of B, then if an object is an instance of B, then it is necessarily the case that it is an instance of
A as well. Thus, in the above example, fragrance would be required to be an instance of apparel or it would
not be allowed to be placed below it in the hierarchy. Strict subclass hierarchies are necessary for
exploitation of inheritance. The next point on the ontology spectrum includes formal instance relationships.
Some classification schemes only include class names while others include ground individual content. This
point includes instances as well.

Moving beyond strict subclass and instance relationships, we consider frames. Here classes include
property information. For example, the apparel class may include properties of “price” and “isMadeFrom”. A
specific dress may have a price of $50 and may be made of cotton. Properties become interesting when
they are specified at a general class level and then inherited by subclasses and instances. In a consumer
hierarchy, a general category like consumer product might have a price property associated with it.
Possibly apparel would be the high level category that has “isMadeFrom” associated with it. All subclasses
of these categories would inherit these properties.

A more expressive point in the ontology spectrum includes value restrictions. Here we may place
restrictions on what can fill a property. For example, “price” might be restricted to be a number (or a
number in a certain range) and “isMadeFrom” may be restricted to be a kind of material. Here we can see a
possible problem with a classification scheme that does not support strict “is-a” or subclass relationships.
For example, if fragrance were a subclass of apparel, it would inherit the property “isMadeFrom” and the
value restriction of material that was stated.

6 Some prominent hierarchies such as Yahoo have renamed their classes to broad disjunctive categories such as
“Apparel, Accessories, and Shoes” presumably in order to provide for more strict subclass relationships. Disjunctive

categories make inheritance more problematic however with class-specific properties.



As ontologies need to express more information, their expressive requirements grow. For example, we may
want to fill in the value of one property based on a mathematical equation using values from other
properties. Many ontologies allow some statement of disjointness of classes – i.e., it is impossible to be an
instance of A and simultaneously be an instance of B if A and B are disjoint classes. Some languages allow
ontologists to state arbitrary logical statements. Very expressive ontology languages such as that seen in
Ontolingua or CycL allow ontologists to specify first order logic constraints between terms.

In this paper, we will require the following properties to hold in order to consider something an ontology:

1. Finite controlled (extensible) vocabulary

2. Unambiguous interpretation of classes and term relationships

3. Strict hierarchical subclass relationships between classes

We consider the following properties typical but not mandatory:

4. Property specification on a per-class basis

5. Individual inclusion in the ontology

6. Value restriction specification on a per-class basis

Finally, the following properties may be desirable but not mandatory nor typical:

7. Specification of disjoint classes, inverse relationships, part-whole relationships

8. Specification of arbitrary logical relationships between terms

Uses of Frame-Based Representation on the Semantic Web
What is the purpose of the Semantic Web? The authors would like to believe that, given the current state
and design of the Web (i.e., intended for human audiences which makes automating tasks difficult), the
Semantic Web will allow us to use more automated functions (reasoning, information discovery,
autonomous agents, etc.) on the Web.

As indicated earlier, the success of the Semantic Web depends on the emergence of shared ontologies.
Why do we consider this important? The fact that we share vocabularies and models allows us to
interoperate; given a "base ontology" shared by two agents, each agent can extend this ontology yet
"partial understanding" can be achieved (much like in OOP systems, a base class defines "common"
functionality). We believe that this partial understanding will actually advance the Web from its current state
to what might be called the "Semantic Web".

One potential base ontology candidate in the domain of products and services is called UNSPSC or
Universal Standard Products and Services Classification [UNSPSC]. This is being built as a joint effort
between the United Nations Development Program and Dun & Bradstreet. The two organizations merged
their separate commodity classification codes into a single open distributed system. UNSPSC provides a
classification scheme (with associated numbers) that may be an appropriate top five layers for applications
in services in products. For example, Category 53 (“Apparel and Luggage”) has a subclass family 5310
(“Clothing”) which in turn contains a subclass 531020 (“Dresses and skirts and saris and kimonos”), which
in turn has a subclass commodity of 53102002 (“Women’s dresses or skirts or saris or kimonos”). Many
B2B applications today are attempting to extend the UNSPSC for their own purposes so that they can
conveniently interconnect with other Web sites also using the coding scheme. While this ontology is not
expected to be complete enough for any single application, it is expected to be a reasonable top level or
umbrella structure for most services and products applications.



Given the automation aspect, the Semantic Web represents a radical departure from the current browsing
paradigm of the Web. Indeed, we can foresee applications and usage situations where browsing is not a
viable alternative, for example when application domains are too large or diverse. On the other hand, one
might argue that browsing still takes place, but by automated agents and not by human users. If we can
represent information about Web-based services in a formal manner, the discovery of additional
functionality needed by agents becomes easier. Generally, the process of matching one agent's description
of "missing" functionality with descriptions of services offered by other agents we call "service discovery",
and resembles the act of advertising and querying. It is becoming an increasingly important aspect of
distributed information systems.

A number of mechanisms for low-level service discovery are emerging (examples include Sun's Jini and
Microsoft's Universal Plug and Play [e.g., Richard 2000]); these mechanisms attack the problem at a
syntactic level, and rely heavily on standardization of a predetermined set of functionality descriptions.
Standardization, unfortunately, can only take us half way towards our goal of automated agents on the
Web, as our ability to anticipate all possible future needs is limited. The Semantic Web offers a possibility
to elevate the mechanisms of service discovery to a "semantic" level. Here a more sophisticated
description of functionality is possible, and the shared understanding between the consumer and the
producer can be reached via the exchange of ontologies, which provide the necessary vocabulary for
discussion.

More importantly, it will also be possible to reach a "partial match" between a request and an advertisement
[e.g., Sycara et al 1999], yet be able to take advantage of the service thus discovered. An agent could thus
enhance its functionality in the following manner:

1. Exchange of ontologies (thereby providing partial understanding)

2. Partial match of needs with services offered

3. Composition of exact required functionality from partially matched discovered services (using, for
example, automated planning or configuration techniques).

This approach takes information system interoperability beyond what mere standardization or simple
interface sharing enables, since it would be based on "deeper" descriptions of service functionality and can
be performed ad hoc and on demand.

Conclusions
The Semantic Web can be viewed as the next generation of the World Wide Web architecture, an essential
part of which is the content producers’ ability to the share the ontological information that defines the formal
semantics of the Web content. Through shared ontological commitments reasoning agents are able to
reach partial shared understanding and thus interoperate.

In this article we have discussed frame-based representation as a suitable paradigm for building
ontologies, and the World Wide Web Consortium's RDF-formalism (and its extensions, such as the DARPA
Agent Markup Language) as a manifestation of frame-based representation for the Web. The emergence of
the Semantic Web is largely predicated on the broader “Web community” accepting and deploying
distributed knowledge representation technologies, and in this context the ease-of-understanding of the KR
paradigm is of paramount importance. Frame systems, with their close kinship to more widely understood
object-oriented technologies, may well prove to be the “right” paradigm.
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Appendix: An RDF Example
Below is an example of a class hierarchy in RDF. The graph is a fragment from a larger ontology: it defines
two classes and one property.7 The XML fragment is the serialization of the graph.

rdfs:subClassOf

“Apparel”

“Dress”

rdf:typerdf:type

rdfs:label

rdfs:label

rdfs:domain

rdf:type

“is made of”

rdfs:label

rdfs:Class rdf:Property

<rdfs:Class rdf:ID=”apparel”>

<rdfs:label>Apparel</rdfs:label>

</rdfs:Class>

<rdf:Property rdf:ID=”isMadeOf”>

<rdfs:label>is made of</rdfs:label>

<rdfs:domain rdf:resource=”#apparel”/>

</rdf:Property>

<rdfs:Class rdf:ID=”dress”>

<rdfs:subClassOf rdf:resource=”#apparel”/>

<rdfs:label>Dress</rdfs:label>

</rdfs:Class>

7 Note that node (resource and property) URIs are written as XML qualified names, and that the namespace URIs are

not shown.


